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Abstract: The underdetermined blind audio source separation (BSS) problem
is often addressed in the time-frequency (TF) domain assuming that each TF
point is modeled as an independent random variable with sparse distribution.
On the other hand, methods based on structured spectral model, such as the
Spectral Gaussian Scale Mixture Models (Spectral-GSMMs) or Spectral Non-
negative Matrix Factorization models, perform better because they exploit the
statistical diversity of audio source spectrograms, thus allowing to go beyond
the simple sparsity assumption. However, in the case of discrete state-based
models, such as Spectral-GSMMs, learning the models from the mixture can
be computationally very expensive. One of the main problem is that using
a classical Expectation-Maximization procedure often leads to an exponential
complexity with respect to the number of sources. In this paper, we propose
a framework with a linear complexity to learn spectral source models (includ-
ing discrete state-based models) from noisy source estimates. Moreover, this
framework allows combining probabilistic models of di erent nature that can
be seen as a sort of probabilistic fusion. We illustrate that methods based on
this framework can significantly improve the BSS performance compared to the
state-of-the-art approaches.
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Un cadre de Complexité Maitrisable pour
Estimer et Combiner des Modéles Spectraux
pour la Séparation de Sources Audio

Résumé : La séparation aveugle de sources audio (SAS) est souvent traitée
dans le plan temps-fréquence (TF), en partant de I’hypothése que chaque point
TF est la réalisation d’une variable aléatoire indépendante ayant une distribu-
tion parcimonieuse. D’autre part, les méthodes fondées sur un modéle spectral,
telles que les modeéles de mélanges de gaussiennes spectraux (MMG-Spectraux)
ou les modeéles de factorisation en matrices non-négatives spectraux (FMN-
spectraux), obtiennent de meilleurs résultats parce qu’ils exploitent la diver-
sité statistique des spectrogrammes des sources audio, permettant ainsi d’aller
au-dela de la simple hypothése de parcimonie. Cependant, dans le cas des mod-
éles a états discrets, tels que les MMG-Spectraux, ’apprentissage a partire du
mélange peut étre d’une complexité rédhibitoire. Un des problémes majeurs est
que 'utilisation de la procédure Espérance-Maximisation (EM) aboutit & une
complexité calculatoire exponentielle par rapport au nombre de sources. Dans
cet article, nous proposons un cadre, d’une complexité calculatoire linéaire, pour
apprendre des modeéles de sources (y compris des modéles & états discrets) a par-
tir d’estimations bruitées des sources. De plus, ce cadre permet de combiner des
modéles probabilistes de différentes natures et permet ainsi de faire une sorte
de "fusion" probabiliste. Nous montrons que des méthodes construites a partir
de ce cadre permettent d’améliorer les performances de SAS par rapport aux
méthodes de 1’état de lart.

Mots-clés :  Séparation aveugle de sources, audio multicanal, modéles de
mélanges de sources, Espérance-Maximisation, mélanges convolutifs
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1 Introduction

Most audio recordings can be viewed as mixtures of several audio signals (e.g.,
musical instruments or speech), called source signals or sources, that are usually
active simultaneously. The sources may have been mixed synthetically with a
mixing console or by recording a real audio scene using microphones.

The mixing of N audio sources on M channels is often formulated as the
following convolutive mixing model:

N L-1

T (T) :ZZamn(l)sn(T—l), 1<m< M, (1)

n=1 =0

where s,(7) and x,,(7) denote sampled time signals of respectively the n-th
source and the m-th mixture (7 being a discrete time index), and a,,(l) € R
denote the finite (sampled) impulse response of some causal filter.

The goal of the convolutive Blind Source Separation (BSS) problem is to
estimate the N source signals s, (7) (1 < n < N), given the M mixture signals
T (T) (1 <m < M).

- A R
< M|X|ng'parz§meter S?urcg >S
estimation estimation

T

Figure 1: Block diagram of the two step approach. In this paper, we focus on
the second block i.e. the source estimation.

When the number of sources is larger than the number of mixture channels
(N > M), the BSS problem is said to be underdetermined and is often addressed
by sparsity-based approaches [1,/2,/3,4] consisting in the following two steps:

e first the mixing parameters are estimated at the first step, and

e usually, the second step, consisting in source coefficients estimation, is
solved with the minimum mean squared error (MMSE) estimator given a
sparse source prior and the mixing parameters.

Since audio signals are usually not sparse in the time domain, the estimation
of the source coefficients is done in some time-frequency (TF) domain by us-
ing for example the short time Fourier transform (STFT). Figure [1| shows the
block diagram of the two step approach in the STFT domain, where the mixing
equation is usually approximated as follows [5] EI:

X(t, f) = A(f)S(, f), (2)

where S(t, f) = [S1(t, f), ..., Sn(t, /)" and X(t, f) = [X:1(t, ), ..., Xne(t, f)]"
(t=1,...,Tand f =1,..., F being time and frequency indices) denote respec-

tively column vectors of source and mixture STFTs; and A(f) = [Apn(f )}Amdivzl

n this paper we adopt the following generic notations. Time and frequency indices are
always noted in parentheses. Lower case letters are used for time domain quantities and upper
case letters for their STFTs. Vectors and matrices with respect to dimensions M and N are
denoted using bold letters.

RR n°® 7556
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is an M x N complex-valued mixing matrix with elements A,,,(f) being the
discrete Fourier transforms of filters a, (1) = a1, (1), . ., ann(1)]T

Sparse prior distributions that are mostly used for audio sources include
Laplacian [6l2], generalized Gaussian [7], Student-t [§], and mixtures of two
Gaussians [9]. One of the main limitations of the sparsity-based two-step ap-
proaches [1,2/3l/4] is that each TF coefficient is assumed to be independent of the
others. As a consequence, the redundancy and structure of each audio source
are not taken into account.

This issue has been partially addressed by the Local Gaussian Model (LGM)
|[10], where source TF coefficients are locally modeled by Gaussian distributions
with free variances. However, this method exploits only a neighborhood of each
TF point, in order to estimate the parameters of the corresponding Gaussian
distribution.

A more globally structured approach consists in assuming a structured spec-
tral model of each source, such as Spectral Gaussian Mixture Model (Spectral-
GMM) [11}]12], the Spectral Gaussian Scaled Mixture Model (Spectral-GSMM)
[13] or the Spectral Nonnegative Matrix Factorization (Spectral-NMF) model
[14]. The Spectral-GMM and Spectral-GSMM have been successfully used to
separate sources in the single channel case (M = 1) [11,/12,/13], where sparsity-
based methods become unsuitable. However, this approach cannot be consid-
ered as blind because the models need to be learned from some training sources
which are supposed to have characteristics very close to those of the sources
to be separated. An Expectation-Maximization (EM) algorithm can, in prin-
ciple, be used to learn spectral models directly from the mixture [15], but this
approach suffers from the following issues:

o Computationally intractable inference: In the case of state-based models
such as GMM and GSMM the number of Gaussian components in the
observation density grows exponentially with the number of sources, which
often leads to a computationally intractable exact inference.

o Sensibility to initialization: The algorithm is very sensitive to the initial-
ization, i.e., it can converge to an unsatisfactory local maximum depending
on the initial values of parameters. This second issue also concerns the
Spectral-NMF model.

1.1 Contributions

We propose an approach which enables the learning of discrete state-based mod-
els with a tractable complexity that is linear with respect to (w.r.t.) the number
of sources. Our approach is inspired by the idea that one can first separate
sources with some method, providing source estimates S,, and then learn the
Spectral models from these estimates. This way, each source model can be
learned separately, which results in a tractable linear computational complexity
w.r.t. the number of sources.

However, a potential danger of such an approach is that the resulting models,
learned from the source estimates instead of the true sources, could be altered
by the errors contained in the estimated sources.

RR n°® 7556
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1.1.1 Learning in linear time from noisy observations

So as to take into account these errors, we develop a general framework to learn
source models from noisy observations. The idea consists in modeling the errors
produced by the first algorithm as a noise, estimating the parameters of this
noise (e.g., variances if we assume a Gaussian noise) with a moment matching
approach [16], and then learning the source models from the source estimates
S,, while taking into account the noise.

This framework allows to reduce the computational complexity from expo-
nential to linear in the number of sources. It also makes it possible to take into
account the errors produced at the first separation layer.

1.1.2 Multilayer “model fusion"

Once the source models are learned, it is possible to add one more learning layer
by running the previous steps with the same or with a different source models.
At the end, the sources can be estimated from the mixture with the MMSE
estimator given the models computed within the last layer.

Moreover, this framework allows the combination of probabilistic models
of different nature (e.g., here we combine LGM with Spectral-GMM, Spectral-
GSMM and Spectral-NMF models) in a multi-layer fashion that can be seen
as a sort of probabilistic fusion. For example, such a multi-layer approach can
be useful in the following configuration: for each source, one can learn a model
(on the first layer) with an estimation algorithm that would be robust to the
initialization conditions, and then, learn a model (on the next layer) which
represents better the source characteristics.

Finally, the proposed framework is quite general. It can be applied to various
probabilistic models and is not limited to source separation. For example, it is
in line with the noisy speech recognition framework by Deng et al [17], where a
Gaussian model is used to model the error of clean speech features estimation
from noisy speech. In summary this framework offers:

e a computationally tractable approximate inference in factorial state-based
models; and

e the ability to combine probabilistic models of different nature in a multi-
layer fashion, while preventing error propagation from one layer to an-
other, which can be useful, as explained, to overcome the issue of sensi-
bility to initialization.

1.2 Related works

The proposed framework is related to that of learning GMMs from incomplete
data by Ghahramani and Jordan [18], and extends it in the sense that [18]
becomes a partial case of our framework when all noise variances are very small
or very large. Moreover, we detail our framework for other models (i.e., GSMM
and NMF).

In the context of source separation, the idea to combine different methods in
a multi-layer fashion relates to [19], where single channel singing voice separation
problem is processed in two steps. First, a pitch-based inference method is
applied to estimate singing voice location in the TF domain. Second, a music

RR n°® 7556
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background model (NMF model) is learned from incomplete data (i.e., ignoring
the regions where singing voice was detected) as in [18]. As compared to [19],
our framework is more general and investigated in this paper in the case of
multi-channel source separation.

The proposed framework is also related to the variational approach by Attias
[20,[21] where on each iteration of the EM algorithm the sources are assumed
independent conditionally to the observations and the posterior of each source
is approximated with a GMM. In this paper, the posterior of the sources are
also assumed independent but the approach is more modular in the sense that
it is not restricted to only one source model: it is possible to specify a different
source model for each layer and, in line with [22] P| for each source.

It should also be noted that our framework, as detailed in this paper, im-
plements several existing source models (i.e., GMM, GSMM and NMF) in the
same setting, thus allowing a fair experimental comparison between these mod-
els. Moreover, the framework brings a common point of view on several machine
learning approaches, such as learning from incomplete data [18] and variational
inference in factorial state-based models in the single [23] and multi-channel [20]
cases.

1.3 Working assumptions

We assume that the mixing is underdetermined and either instantaneous or
convolutive. In this paper, we are interested in source models estimation (see
the second block “source estimation” of Fig. , and we assume that the mixing
parameters are known.

1.4 Organization of the paper

The paper is organized as follows. In section [2| we describe the state-of-the-
art source models (LGM, Spectral-GMM, Spectral-GSMM and Spectral-NMF
model) that can be incorporated into our framework. In section |3 a high level
presentation of our framework, based on learning spectral models from noisy
observations, is given. In section [d] we explain how to model the errors of
the source estimates for all source models introduced in section 2l We then
derive algorithms for learning Spectral-GSMM and Spectral-NMF models from
noisy observations. Finally, in section [6] we evaluate the performance of our
approach on mixtures of monophonic, polyphonic and percussive music sources
and compare it to the state-of-the-art approaches. Preliminary aspects of this
work were presented in [24] in the case of Spectral-GMM source model and linear
instantaneous mixtures. In this paper we extend it to convolutive mixtures and
to other Spectral models (Spectral-GSMM and Spectral-NMF) thus providing
a more consistent experimental evaluation.

2 Source models

In this section, we present state-of-the-art source models that can be incorpo-
rated in the proposed framework.

2Note that in [22] there is no combination of models in a multi-layer fashion.

RR n°® 7556
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Figure 2: Spectrogram of a flute performance. The amplitude of each TF point
is represented as shades of gray varying from black for the strongest amplitude
to white for the weakest.
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Figure 3: Decoded spectrogram and spectral patterns of a Spectral-GMM
learned from the flute signal depicted in Figure [2|

As discussed in the introduction, most of audio sources have a structure in
the TF domain. An example spectrogram of a flute performance is represented
on Figure [2l Many frames in this spectrogram are very similar, which suggests
that it can be well represented by a small number of characteristic spectral
patterns. This motivates the use of structure spectral models which we describe
hereafter.

LGM [10], Spectral-GMM [11,[12], Spectral-GSMM and Spectral-
NMF [14] are all zero-mean Gaussiarﬂ source models, but with different as-
sumptions on the structure of the source variance in the TF domain. While the
LGM model assumes the variance to be free in each TF point, the Spectral-
GMM, Spectral-GSMM and the Spectral-NMF condition the constraint struc-
ture source variances by representing the source short-time spectra with a lim-
ited number C of characteristic spectral patterns. In the next subsections, we
describe these four models and explain how they are related to each other. For
the sake of simplicity, the source index n is dropped for a while.

3 Probability density function (pdf) of Spectral-GMM is in fact a sum of Gaussian pdfs,
but conditionally to a given state sequence this model is Gaussian. In the same way, Spectral-
GSMM is Gaussian conditionally to a given state sequence and a particular sequence of scaling
coefficients.

RR n°® 7556
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2.1 Local Gaussian Model (LGM)

In the LGM model [10], the source TF coefficients S(t, f) are assumed to be
realizations of independent zero-mean complex-valued Gaussian variables with
variances o2(t, f):

p(S(t, fllo® (¢, f)) = Ne(S(t, £);0,0°(t, ), 3)

where N.(V; u, Xo) is the probability density function (pdf) of a circular complex
Gaussian vector S € CP expressed as:

Ne(S3 1, %) 277 [det (2)] exp [= (5 = )" £7H(S = ) (4)

where “(.)H” denotes conjugate-transpose, p is the p-dimensional complex-valued
mean vector and X is the p x p complex-valued covariance matrix. The variance
o%(t, f) can be estimated in the neighborhood of the corresponding TF point
using some symmetrical overlapping two-dimensional window [10].

2.2 Spectral Gaussian Mixture Model (GMM)

We define the short time Fourier spectrum S(t) é[S(t, f)]; as a column vector
composed of the elements S(¢, f), f = 1,..., F of source S at time frame ¢.
In the Spectral-GMM approach, the short time Fourier spectrum S(t¢) of each
source is modeled as a multidimensional zero-mean complex valued GMM with
pdf given by:

Sy = 5

e NL(S(0):0, 55, (5)

where 0 is a vector of all zeros, 7, (satisfying Zle mr = 1) and ¥j denote
respectively the weight and the diagonal covariance matrix of the k-th GMM

. . . A
state. Introducing nonnegative column vectors of variances Vi =[o2(f)]f, k-
th statecovariance matrix can be expressed as ¥ = diag (Vj). The set of all

parameters of the Spectral-GMM of source S is denoted as A\9™™ 2 {7k, 2k}

This source model can be viewed as a two-step generative process, where
for each frame ¢, the first step is to pick one statek(t) with the corresponding
characteristic spectral pattern Vi) € V.= {V1,...,Vk} and the corresponding
probability P(q(t) = k(t)) = mj«), where ¢(t) denotes the random variable of
the state at frame ¢. Second, given the state k(t) picked at frame ¢, every source
TF coefficient S(¢, f) is independently generated from a zero-mean Gaussian
distribution with variance o7, (f):

P(S(E HIAT™™ k(1)) = Ne (S(t, £):0,0%(f)) - (6)

One can interpret (]ED as the pdf of a Gaussian model with parameters

Hgmmé{)\gmm,{k(t)}t}. We use this interpretation later in section and
we call 9™ the complete model of the Spectral-GMM A9™"™,

As opposed to the LGM model, where there are as much free parameters
(variances) as TF points, the Spectral-GMM is defined by K x F' free parameters
(variances) only. Figure depicts the spectral patterns of a 32-statesGMM

RR n°® 7556
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learned from the flute signal represented in Figure 2] and Figure represents
the decoded sequence of spectral patterns which looks quite similar as the orig-
inal spectrogram of Figure 2] As opposed to the LGM, where the variances
of each TF points are estimated independently, the Spectral-GMM exploits a
global structure of the signal. As a consequence, less free parameters are to be
estimated and thus their estimation is likely to be statistically more consistent.

However, GMM does not model explicitly amplitude variation of sounds with
the same spectral shape. As a result, different components might be used to
represent the same spectral pattern with different amplitude levels, which may
lead to less consistent estimation of model parameters. To overcome this issue
the GSMM was proposed [13].

2.3 Spectral Gaussian Scaled Mixture Models (GSMM)

The GSMM model [13] is a variant of the GMM which includes a scaling pa-
rameter gi(t) for each component k and for each frame ¢ so that the spectral
patterns V are invariant to the amplitude variation of frames in the observed
signal.

The pdf of the Spectral-GSMM is given by:

p(S(E) Aoy = 5

oy Tk N(S(¢);0, gi(t) ). (7)

The set of all parameters of the Spectral-GSMM of source S is denoted as

Agsmm £ {7k, Xk, {gn(t)}, },- As for the GMM, this source model can be viewed
as a two-step process where, for each frame ¢, the first step is to pick one statek(t)
corresponding to the spectral pattern Vj,) € V.= {V1,..., Vi } with probability
P(q(t) = k(t)) = T The distribution of the TF source coefficients given the
state k(t) at frame ¢ is a zero-mean Gaussian with variance gy, (t)aﬁ(t)(f):

P(S(E NN k(1)) = Ne (S(E 1) 0, 9607 (1)) - (8)

We also consider the complete Spectral-GSMM model #9°™™ 2 {Agsmm k() }, }
defined by:

PS(E 1)167™™) = Ne (8(1,.£); 0 91000y ()) - ©
Note that, as opposed to the Spectral-GMM model, the variances of the

sources V (t) = [02(t, f)}}‘;l = gr(t)Vi can be any scaled version of one of the
spectral pattern of the set V.

2.4 Spectral Nonnegative Matrix Factorization (NMF)

In the Spectral-NMF model, the short time Fourier spectrum S(¢) of each source
is modeled by as follows:

(e D) = N (80,0030 m@n(n). a0

where V' = [vi(f)];, = [Vi,...,Vk] and H = [hy(?)],,, are two non-negative
matrices [14]. The set of the Spectral-NMF parameters is denoted by A\"™/ =

RR n°® 7556
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{V, H}. Note that, as opposed to the Spectral-GMM model, the variances of the
sources V (t) = [02(t, f)]f—; = ZIkC:l hi(t)Vy are not picked from a discrete set
V of characteristic spectral patterns, but belong to the convex cone V. generated
by V.

3 General formulation of the framework

In this section, we present a framework to learn spectral source models from
noisy measurements with a linear complexity w.r.t. the number of sources. We
first explain why learning Spectral-GSMM source models from the mixture data
with an EM algorithm is untractable as the number of sources increases. We
then present our approach in section [3.2}

3.1 Learning from the mixture

Given the Spectral—GSMMﬂ source models A8 = [\9sm™|N_introduced in
section [2] the density of the mixture X(¢, f) according to the mixing model
is a multichannel Spectral-GSMM with K" states [20]. In order to learn the
Spectral-GSMM using an EM algorithm directly from the mixture X(t, f), it is

necessary to compute the posterior probabilities (sometimes called responsibili-
) A . .
ties |20,125]) that k =[k,])_; is the active stateat frame ¢:

n=1

() £ P(alt) = KIX(8); A(f), A=™™) (11)

where q(t) =[gn (t)]321-

In order not to have to compute the K responsibilities i (t) at each itera-
tion of the EM algorithm, we propose an alternative approach in the following
section where each source model is learned separately. As a consequence the
algorithmic complexity of our approach will be linear (instead of exponential)
with respect to the number of sources, and thus tractable.

2

3.2 Proposed Approach

The proposed framework is composed of three steps which are described in this
section.

Step 1: moment estimation The proposed framework (depicted in Figure
assumes the existence of a BSS method, based on a source model A\,
that can also provide for each source and each TF point (¢, f) the following
generalized posterior moments (we drop the source index and the TF indices
for sake of legibility):

my = E {5|X, A"} (12)
my, =E {(S —m1)*(S — m1)*F|X, )\i"it} : (13)

Note that, if a random variable is circular, the moments and cumulants
with a different number k of conjugate terms and non-conjugate terms are all

4Spectral-GMM is a special case of Spectral-GSMM with all the gains fixed to one.

RR n°® 7556



A Tractable Framework for Estimating Models for Source Separation 11

£ learning model 6;
X Moment o learning model 05 MMSE S
estimation : estimation
A —

Figure 4: Block diagram of the proposed BSS framework. X is the mixture, A

is the mixing matrix, m,, = { M1, My, n} are the posterior moments of source

n defined in and (13), © = [,]"_, is the concatenation of the complete
source model parameters and S is the final estimation of the sources.

zero [26]. We assume that the random variable E £ S —m; given X is circular.
As a consequence, we only consider the centered moments m’ having the same
number k of conjugate terms and non-conjugate terms.

Step 2: model inference For each source we consider the so-called decoupled
noisy model: ~
S=5+F, (14)

where S is the source estimation given by the MMSE estimator, that is m1, and
E is a random variable (noise) with moments mY,. The noise E models the
error in the source estimation S by the initial BSS method based on the source
model A\, Note that, if we consider a circular Gaussian model for the noise
E, we only need to estimate m/ which corresponds to the noise variance o2.
On the other hand, the higher moments mj,,k > 1 can be used if we want to
consider circular non-Gaussian noise.

Now we consider the inference of a source model A (e.g. A = A9°™™) from
the decoupled noisy model. This problem can be interpreted as a single
sensor denoising problem, i.e., a source separation problem [11}12] with observed
mixture S and two latent sources: target source S and noise E. The model is
learned by optimizing the ML criterion:

= argn}\z}xp(gpx',)\e), (15)

where ). is the noise model which parameters are estimated by matching them
with the moments (13).

In the case of discrete state-based models like GMM and GSMM, we also
estimate the most likely states given by:

k(t) = argmaxP(q(t) = K|S, \ Ae)
k./
= argmax g (t). (16)
k./

As mentioned in sections [2.2] and 2.3} given the state-decoded sequence
{k(t)}, and the source model parameters A, the source can be assumed to be
distributed according to a simpler model (a Gaussian distribution if A is a GMM
or a GSMM) with parameters 6 = {X, {k(t)},}.
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So as to somehow unify state-based models with non state-based models, we
define the complete model 0 as:

{A{k(t)},} in the case where ) is a state-based model
0= with a state decoding sequence {k(t)},,
{\} otherwise.

As a consequence, 6 denotes a model that can be considered as none state-
based, and thus its MMSE source estimates is not combinatorial. In the case of
the GMM, the MMSE of the complete model 89" is sometime called the “hard"
estimator while the MMSE of model A9™™ is called the “soft" estimator [27] .

We derive, in section [5 EM algorithms to optimize the ML criteria and
in the case of Spectral-GSMM and Spectral-NMF source models.

Step 3: source separation Once the source models have been learned, the
sources can be separated from the mixture data and the source model pa-
rameters © = [On]gzl with the MMSE estimator.

Note that, in this framework, the source models are learned separately, which
leads to a linear complexity algorithm (instead of exponential complexity). Note
also that, as long as we can provide the moments and , we can run the
framework with one model A and then run the framework again with a possibly
different model. We will explain in section [4] how the posterior moments
and can be computed in the case of the source models presented in section

4 Posterior moments

The latent sources S(t, f) = [Sn(t, f)]Y_, are assumed to be realizations of
random variables following a known probability distribution with parameters
o.

Let assume that, given the model ® and the mixture coefficients X (¢, f), the
source coefficients S(t, f) are independent from {X(#', f')}w )2t f), S0 that

p(S(t, NIX(, f),©) = p(S(t, [I{X(L, f)}es, ©). (17)
If ® := A = [\,JY_,, then this independence assumption holds for the

LGM and NMF models but not for the GMM and GSMM models because the
states q(t) of each frame ¢ depend of the values of X(¢, f),Vf according to (TT).
However if we consider the complete source models © := {A,T'}, i.e. if the state
decoding sequence T' = [k(¢)]Z_, is included into the set of model parameters
© as suggested in Step 2 of section then the independence assumption
holds for these models.

Then, given this posterior distribution, the estimator 4(.) that minimizes the
posterior risk r(t, f) = E{L(S(¢, f),(X(t, f)))|X(¢, f), O}, with L(.,.) being
the squared error loss L(S, (X)) = ||S — 6(X)||?, i.e. the MMSE estimator, is
the Bayes estimator dg (X(t, f)) = E{S(t, f)|X(¢, f), ©O}.

For convenience, let us associate the scalar moments and to the
column vectors my (¢, f) and mj(¢, f) that respectively stack the N sources mo-
ments mq (¢, f) and m5 (¢, f).
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Thus, the vectors my (¢, f) and mj(¢, f), required by the proposed framework
of section [3.2] are:

my (, f) == de(X(t, f)) (18)
my(t, f) == diag([R,n(t, )ln)- (19)

where R(t, ) = E{[S(t, /) — 6(X(t, /)] [S(¢, ) — 6X(t, NI X(t, /), ©} is
the posterior covariance matrix.

In the case of the zero mean source Gaussian prior p(S(¢, f)|®) = N.(S(t, f); 0, 2(¢, f)),
the Bayes estimator is:

o (X(t, f)) = W(t, [)X(t, f) (20)
where W (t, f) is the Wiener gain computed as follows:
W(t. ) 22( A" (F) (A Bt HAT () (21)
The resulting posterior covariance matrix is:
R(t, f) = [I=W(t, [)A()] Z(E, f)- (22)

Note that in the case of the Gaussian source prior, the posterior is also Gaussian,
and thus all higher-order cumulants are equal to zero and the posterior moments
m), (¢, f),k > 1 are just given by known formulas depending only on mj(t, f).
Thus, in the case of the Gaussian source prior, there is no need to estimate other
moments than m; (¢, f) and mi(¢, f).

As mentioned in section LGM, the completeﬂ Spectral-GSMM and Spectral-
NMF are all Gaussian source models, but with different assumptions on the
structure of the source variances in the TF domain. Thus, the posterior mo-
ments of these models are given by Egs. - . The only difference be-
tween these models is the structure on the a priori source covariance matrix
S(t, f) = E[S(¢t, f)S(t, f)|©] which is diagonal since the sources are assumed
independent. The diagonal entries of 3(¢, f) for the models LGM, Spectral-
GSMM and Spectral-NMF are defined in section

5 Model inference via the EM algorithm

In section we derive an EM algorithm in the case where the source model is
a Spectral-GSMM (X := \?9*™™) and in section we derive an EM algorithm
in the case where the source model is a Spectral-NMF () := \"™/).

In both cases, we consider a circular Gaussian noise E(t) = [E(t, f)]; in the
decoupled noisy model(1d)), i.e. p(E(t)|Ae) = Ne(E(t);0,%(t)), with S.(t) =
diag([c2(t, f)] ). Then we only have to match mj(¢, f) to the noise variances

o2 (t, f) = my(t, f).

5.1 Learning Spectral-GSMMs from noisy observations

Algorithm |1} summarizes an EM algorithm optimizing the ML criterion .
Mathematical derivation of this algorithm is very similar to [12].

5see its definition in section
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Diagonals of covariance matrices ¥ can be initialized by a K-means clus-
tering algorithm applied to the source estimate S.

The Spectral-GMM model is a special case of the Spectral-GSMM with gains
equal to one. Therefore the EM algorithm for Spectral-GMM is the same as
Algor1thmw1thout step 4| and with g( )( t) =1,Vk,t,l.

It can easily be checked that algorithm [1] is more general than the EM
algorithm for learning GMMs from incomplete data [18] in the sense that if a
subset of noise variances tends to zero (observed TF points), and the rest of
the variances to +oo (missing TF points), Algorithm [If and the EM algorithm
from [18] become similar.

Algorithm 1 EM Algorithm for source Spectral-GSMM estimation in the ML
sense (index (1) in power denotes the parameters estimated at the [*" iteration
of the algorithm) and \ = \95™™

1. Compute the weights v,il)(t) satisfying Ay,(cl)(t) =1 and
(1) £ Pla(t) = K5, A0, A) o ml? No(S(0):0,0,” (03] + e (1)) (23)
where ¢(t) is the current stateof GSMM ) at frame t.

2. Compute the expected Power Spectral Density (PSD) for statek

(ISt NP £ Bs [1S( )P [a(t) = £,5,00, 2] =

dV o> O(F)o3(, f) g,i”(t)ffi’(”(f)@(t,f) ‘
a0y V() + o2t ) |a e V() + 02(t, f)

3. Re-estimate Gaussian weights

141 1 !
=5y (1)

t

4. Re-estimate Gaussian gains

o Z <|5 (t f | >(l)

5. Re-estimate covariance matrices

@
i (H—l)(f) Z ’y Z l+1) > ,ylil)(t)
t t

5.1.1 Decoding step

Once the source models A&™™ = [\9sm™m|N_ learned, one could estimate the
sources from the mixture as explained in section [3} However, in that case, the
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decoding step that consists in estimating all the mixture responsibilities i ()
of at each frame t, is of complexity O(K™).

In order to avoid decoding with exponential complexity on N, we compute
the responsibilties of each source with by executing step 1) of the last iter-
ation (L+1) of algorithm As algorithmis performed independently on each
source, the decoding step has a linear complexity on N: O(N K). Also, instead
of using the MMSE estimator given the model A$S™™ je. Jpzsmm(X(t, f)) =
S (Wi (t, £)X (¢, f) which implies again computing a sum over the K
states, we consider the complete model @95™™ = {AsS™™ T} with T' =
[k*(t)]Z, and k*(t) = [k} (t)]N_,. That is, we keep only the most likely state-
given by:

Falt) = argmaxP(q(t) = FISn A, A )
= argmax ylgfﬂ) (t). (24)
k

The source coeflicients can then be estimated with the MMSE estimator given
@gsmm.

6@-‘7“"’” (X(t7 f)) = Wk* (t) (t7 f)X(ta f)

5.2 Learning Spectral-NMF from noisy observations

Algorithm [2| summarizes an EM algorithm for the optimization of criterion
when A is a Spectral-NMF model. Parameters hy(t) and vx(f) can be initialized
with an NMF decomposition using, e.g., multiplicative update (MU) rules and
Kullback-Leibler (KL) divergence as in [14].

6 Experimental study

We evaluate the framework described in section [3|using LGM as an initial BSS
method (A = A¥) and consider the following source models: Spectral-GMM,
Spectral-GSMM and Spectral-NMF model. When the framework is run with a
single layer, we call these methods respectively LGM- GMMEL LGM-GSMM and
LGM-NMF. When the framework is run with k layers, we name these methods
by concatenating the model that is learned for each layer. For example, LGM-
GMM-GMM is the two-layer method using LGM as an initial BSS method and
where Spectral-GMM is learned in the first and the second layer.
In this section we propose experiments aiming at:

e FExperiment 1: evaluating the performance of the framework with only one
layer. Thus we want to compare LGM with LGM-GMM, LGM-GSMM
and LGM-NMF;

o FExperiment 2: evaluating the performance of the framework with two
layers. Thus we want to compare LGM and the one layer methods (we
only select the one shows the best results, to keep the figure readable)
with LGM-GMM-GMM, LGM-GSMM-GSMM and LGM-NMF-NMF;

6T.GM-GMM method was also entered to the 2008 Signal Separation Evaluation Campaign
on instantaneous underdetermined mixtures, and has shown competitive results as compared
to the state-of-the-art approaches (see Table 2. of [28]).

RR n°® 7556



A Tractable Framework for Estimating Models for Source Separation 16

Algorithm 2 EM Algorithm for source Spectral-NMF estimation in the ML
sense (index (I) in power denotes the parameters estimated at the ‘" iteration
of the algorithm) and \ = \"™/

1. Compute the expected variance ﬁg)(t, f) of each component (E-step)

h(l l)

B () ”’(f) 3(t, f) ‘
S0 () + 02(t, f)

2. Re-estimate the parameters (M-step)

l)
(L+1) (1 (t, f)
oy =7 Z

0

(1+1) 1 A(l)( t, f)
hk (t) = Fal Z (l)

7 v (f)

3. Normalize V and H as in [14].

e FExperiment 3: evaluating the performance of the framework with the
state-of-the-art. Thus we want to compare our framework with other
structured source model based approaches like LGM and Multichannel-
NMFover various mixture conditions including instantaneous and convo-
lutive mixtures.

6.1 Experimental particularities
6.1.1 Experimental material

We evaluate the methods over stereo mixtures (M = 2) of music sources, with
the number of sources N varying from 3 to 6. We do not consider the case of
N = 2 which corresponds to the determined case, because in this case the Wiener
filter simply becomes the inverse of the mixing matrix (W(t, f) = AY(f)),
and thus the separation does not depend on the estimated source models and is
perfect in the instantaneous case assuming A is known. For each experiment,
20 mixtures are generated from different source signals (taken randomly from a
dataset of music signals) of duration 10 s, sampled at 16 kHz. We test 3 datasets
of sources composed respectively of monophonic, polyphonic and drums musical
instruments so as to evaluate the performance of the algorithms depending on
the source properties.
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6.1.2 Performance measure

The performance measure is the Signal-to-Distortion Ratio (SDR) defined in
[29]. The results in this section are given in SDR gain w.r.t. the classical DUET
method [3]. However the absolute source separation performance in SDR of all
tested methods are shown in the tables in the annexe.

6.1.3 Parameters

The STFT is computed with a sine window of length 2048 (128 ms). The time-
frequency neighborhoods of the LGM method is a 3 by 3 rectangular window
in the instantaneous case and 10 by 1 rectangular window in the convolutive
case. The size of these neighborhoods yielded the best results on our pre-
liminary experiments on respectively instantaneous and convolutive mixtures.
The Spectral-GMMs, Spectral-GSMMs and Spectral-NMF models are learned
with 40 iterations of, respectively, algorithms [I] and 2} The Multichannel-
NMFmethod is run for 300 iterations using fixed mixing matrices A(f). We
fixed the number K of statesper Spectral-GSMM source model to 8 and a value
of I = 8 components per Spectral-NMF source model, because these values
yielded the best results on our preliminary experiments on instantaneous mix-
tures.

6.2 Instantaneous mixtures

For each NV, a mixing matrix is simulated as described in [30], given an angle of
50 — 5N degrees between successive sources.

6.2.1 Results

Experiment 1 Figurecompares the average SDR (improvement w.r.t. DUET)
achieved by LGM and the proposed LGM-{GMM,GSMM,NMF} methods. The
results show that running one layer of the proposed framework with any of the
considered models {GMM,GSMM,NMF} improves the SDR of LGM by sever-
als dBs, especially on the monophonic dataset when there are few sources. For
instance, there is approximately 3 dBs of improvement w.r.t. LGM and 6 dB
of improvement w.r.t. DUET in the case of 3 sources. We also notice that the
results are quite similar across the different models.

Experiment 2 Figure@compares the average SDR (improvement w.r.t. DUET)
achieved by LGM and single-layer (e.g. LGM-GSMM) and two-layer (e.g. LGM-
GSMM-GSMM) methods of our framework. For the sake of legibility, we only
plot the results of one of the single-layer method showed the best results within
experiment 1, i.e., LGM-GSMM. The results show that running two layers of our
framework with any of the proposed GSMM models improves the SDR by sever-
als dBs (nearly 3 dBs of improvement on the monophonic dataset) compared to
the single-layer implementation. The improvement is more important when the
number of sources is less than 5. The two-layer method based on GSMM (i.e.
LGM-GSMM-GSMM) performs the best, in most of the configurations, among
all the two-layer methods.
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Figure 5: Experiment 1: Source separation gain w.r.t. DUET of LGM and
some methods based on our proposed one-layer framework: LGM-GMM, LGM-
GSMM and LGM-NMF on instantaneous mixtures with respect to the number
of sources.

Experiment 3 Figuremcompares the average SDR (improvement w.r.t. DUET)
achieved by classical methods like LGM and Multichannel-NMF with LGM ini-
tialization (LGM-MNMF) with LGM-GSMM-GSMM and LGM-MNMF-GSMM
(i.e. GSMM learned with our framework on the top of LGM-MNMF). We can
notice that LGM-MNMF performs better than LGM-GSMM-GSMM on most, of
the configurations, however LGM-MNMF-GSMM also improves LGM-MNMF
on most of the configurations. The performance improvement (w.r.t. DUET) of
LGM-MNMF-GSMM in the case of 3 sources, is between 7 dBs and 8 dBs on the
drums and polyphonic dataset and nearly 10 dBs on the monophonic dataset.
This improvement is more important when there are few sources. These re-
sults show the benefit of exploiting the spectral structure of the sources via a
collection of spectral shapes.

6.3 Convolutive mixtures

Now we compare the same methods as in the previous section on synthetic convo-
lutive mixtures, i.e., static sources filtered by synthetic room impulse responses
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Figure 6: Experiment 2: Source separation gain w.r.t. DUET of LGM and
some methods based on our two-layer framework: LGM-GMM-GMM, LGM-
GSMM-GSMM and LGM-NMF-NMF on instantaneous mixtures with respect
to the number of sources.

simulating a pair of omnidirectional microphones via the Roomsim toolbox [31].
The room dimensions are: 4.45 x 3.55 x 2.5 m. The reverberation time (RT) is
set to 130 ms and the distance between the two microphones to 1 m.

6.3.1 Estimation of the oracle filters

The estimation of the filters expressed by frequency dependent mixing matrices
A(f) has been done in the Fourier domain in an oracle manner by computing
a Principal Component Analysis (PCA) on each frequency band of the source
spatial images. The spatial image s2™9(7) of source n on channel m is the
contribution of this source to the observed mixture in this channel , that is:

img

Smn (7) = Gmn * 5n(T)

where x is the convolution operator and a,,, is the filter of source n on channel
m defined in the introduction. Let S!"9(t, f) be the STFT of s79(r), then the
source spatial image at time-frequency point (¢, f) is defined by: S¥™9(¢t, f) =
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Figure 7: Experiment 3: Source separation gain w.r.t. DUET of state-of-
the-art methods (LGM, LGM-MNMF i.e. Multichannel-NMF with LGM ini-
tialization) and some methods based on our framework: LGM-GSMM-GSMM,
LGM-MNMF-GSMM on instantaneous mixtures with respect to the number of
sources.

(ST, f), ..., Surd(t, )]T. Our estimation of A, (f) is given by the principal
component of the PCA processed on the data set {ST™9(t, f)}.

Note that the DUET [3| and the Multichannel NMF [33| also address the
mixing matrices estimation. Here, as we evaluate only the source estimation
task, we consider that A(f) is the same for all the tested methods and is given
by the above mentioned PCA procedure.

6.3.2 Results

The results on convolutive mixtures are depicted in Figure [§] and Tables
Unsurprisingly, the absolute performance of all the tested methods are worth
than in the instantaneous case, because of the narrowband approximation of
and because the problem is intrinsically more difficult. However the meth-
ods based on a structured spectral models (LGM-MNMF ,LGM-MNMF-GSMM,
LGM-MNMF-GSMM-GSMM) improve the SDR by several dBs. Adding one or
two layers of GSMM to LGM-MNMF increases slightly (up to 1 dB depend-
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Figure 8: Source separation gain w.r.t. DUET of state-of-the-art methods
(LGM, LGM-MNMF i.e. Multichannel-NMF with LGM initialization) and some
methods based on our framework: LGM-MNMF-GSMM, LGM-MNMF-GSMM-
GSMM on convolutive mixtures with respect to the number of sources.

ing on the configuration) the performance. It is also interesting to notice that,
as opposed to the instantaneous case, the improvement is not more important
when there are few sources.

7 Summary and Conclusions

We have presented a new framework to represent audio sources with spectral
source models for multichannel and potentially underdetermined convolutive
mixtures. As an initialization the proposed framework requires that a first
estimation of the sources in the time-frequency domain is provided as well as an
estimation of the posterior moments. The proposed inference method is based
on a EM algorithm which runs on each source independently. The resulting
complexity of this algorithm grows linearly with the number of sources, and
thus remains tractable for real-world mixtures with any number of sources.
Moreover, the proposed framework is multi-layer and can combine probabilistic
models of different nature that can be seen as a sort of probabilistic fusion. It is
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for example possible to learn different source models on the same source while
taking into account the error of the source estimate.

We have evaluated our learning framework with LGM and the state-of-the-
art Multichannel-NMF for the initialization and with different spectral source
models including Spectral-GSMM and Spectral-NMF comparing them with the
state-of-the-art methods on stereo underdetermined mixtures in various settings.
These settings include instantaneous and convolutive mixtures with different
number of sources.

Results show that we can build methods based on this framework that out-
perform the well-known DUET method by 10 dB of SDR in some configurations
and have better performance than the multichannel NMF method. Moreover,
experiments show that results on convolutive mixture are significantly worse
than on instantaneous mixtures. This is not surprising since the mixing model
is based on the narrowband approximation which gets poor in reverberant con-
ditions [34]. However, so as to better account for reverberation, the proposed
approach could be extended to model the spatial source images, in a similar way
as [35].

The proposed model and inference algorithm could also be used for other
tasks than BSS such as indexing or audio transcription. Other approximate
inference methods could be used to estimate the GSMM in a tractable way.
Especially, it would be interesting to consider approximation techniques like
variational Bayes [36120] to jointly estimate the GSMM and the mixing param-
eters.
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964GL .U ¥y

drums mono poly

3src 4src Hsrc 6 src 3 src 4 src 5 src 6 src 3 src 4src  bHsrc 6 src
DUET 7.65 4.40 147 -0.90 16.32 12.85 10.37 5.70 10.01 6.41 4.00 1.49
LGM 10.69 486 1.61 -0.96 18.82 13.31 10.37 5.71 12.76 7.21 4.40 1.61
LGM-GMM 1295 646 281 -0.18 || 23.01 16.15 12.68 7.02 15.74 9.24 6.07 2.33
LGM-GSMM 1246 6.42 2.77 -0.30 || 22.75 16.38  12.72 6.87 16.13 9.37 6.00 2.58
LGM-GMM-GMM 13.52 6.96 3.01 0.05 24.59 16.74 13.04 7.16 16.23 9.31 6.23 2.37
LGM-GSMM-GMM 14.28 6.82 286 -0.12 || 25.66 17.79 13.24 7.19 16.98 9.50 6.30 2.74
LGM-GSMM-GSMM 14.51 6.60 286 -0.34 || 25.61 17.79 13.26 7.15 17.48 9.89 6.38 2.72
LGM-NMF 12.24  6.37 194 -0.58 || 22.77 15.73  12.58 6.46 15.08 9.61 6.06 2.61
LGM-NMF-NMF 12.78 6.68 2.19 -0.31 24.27 16.52  13.44 6.89 16.09 10.10 6.47 2.79
LGM-NMF-GMM 1448 796 2.81 0.18 24.68 17.14  13.40 7.36 16.58 9.68 6.32 2.31
LGM-MNMF 13.86 7.43 4.09 1.50 25.69 19.58  16.12 9.58 16.87 10.77 7.48  3.59
LGM-MNMF-GMM 14.81 898 4.01 1.20 26.07 20.70 16.37 9.67 17.08 10.82 7.77 3.40
LGM-MNMF-GSMM || 15.28 9.37 3.90 0.96 26.08 21.88 16.82 10.81 1731 11.58 7.97 3.43
LGM-MNMF-NMF 14.03 830 3.50 0.92 26.12 19.79 15.98 9.39 1737 1127 791 3.84

Table 1: Source separation results in terms of SDR (dB) on instantaneous mixtures.
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964GL .U ¥y

drums mono poly

3src 4src Hsrc 6 src 3 src 4 src 5src 6 src 3 src 4src  bHsrc 6 src
DUET 6.16 4.03 2.03 0.99 13.08 10.13 8.69 5.32 9.60 7.10 5.43  2.88
LGM 6.24 426 237 0.88 12.93 10.88 9.60 6.01 11.06 8.49 6.66 3.65
LGM-GMM 6.73 4.64 261 -0.25 13.82 11.87 10.12 6.07 12.19 9.26 6.88  3.07
LGM-GSMM 6.90 4.67 2.61 0.01 13.82 11.90 10.22 6.24 12.28 9.51 6.91 3.37
LGM-GMM-GMM 597 395 257 0.51 8.53 7.41 6.45 3.80 8.90 7.32 5.69 3.02
LGM-GSMM-GSMM 7.02 481 286 0.35 13.93 12.23 1046 6.32 12.60 9.69 712  3.52
DUET-MNMF 7.08 525 320 2.11 13.51  11.02 10.83 7.22 11.71 9.78 7.72  4.44
DUET-MNMF-GMM 792 6.02 383 1.99 13.95 11.53 11.01 7.44 11.90 10.08 7.98 4.36
DUET-MNMF-GSMM 7.75 6.01 3.79 -2.38 13.94 11.56 11.05 7.38 12.08 10.33 7.99 4.43
DUET-MNMF-GSMM-GSMM | 7.82 6.31 4.18 2.38 13.96 11.85 11.17 7.54 12.11 1042 8.18 4.56
LGM-MNMF 798 6.46 435 2.23 14.62 13.17 12.32 7.98 12.72 10.70 8.78 5.04
LGM-MNMF-GMM 8.00 6.73 482 251 14.63 13.19 12,10 8&.12 12.95 10.67 8.78 4.94
LGM-MNMF-GSMM 8.11 6.82 490 2.55 14.73 1340 1225 8.16 || 13.14 10.80 8.92 4.99
LGM-MNMF-GSMM-GSMM 806 6.83 5.07 2.79 14.70 13.48 12.27 8.22 13.10 10.85 9.10 5.13

Table 2: Source separation results in terms of SDR (dB) on convolutive mixtures.
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