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Abstract

In this paper, we address the problem of segmenting con-
sistently an evolving 3D scene reconstructed individuallyat
different time-frames. The spatial reconstruction of 3D ob-
jects from multiple views has been studied extensively in the
recent past. Various approaches exist to capture the perfor-
mance of real actors into voxel-based or mesh-based repre-
sentations. However, without any knowledge about the na-
ture of the scene being observed, such reconstructions suffer
from artifacts such as holes and topological inconsistencies.
We explore the problem of segmenting such reconstructions
in a temporally coherent manner, as a decomposition into
rigidly moving parts. We work with mesh-based represen-
tations, though our method can be extended to other 3D
representations as well. Unlike related works, our method
is independent of the scene being observed, and can han-
dle multiple actors interacting with each other. We also do
not require an ‘a priori’ motion-estimate, which we com-
pute simultaneously as we segment the scene. We individu-
ally segment each of the reconstructed scenes into approx-
imately convex parts, and compute their reliability through
rigid motion estimates over the sequence. We finally merge
these various parts together into a holistic and consistent
segmentation over the sequence. We present results on pub-
licly available data sets.

1. Introduction

Segmentation of meshes is a well-studied problem in
computer graphics [14][19][18][13][15], because it links
skeletal representations that are useful for animation with
mesh representations that are useful for rendering. How-
ever, most of the proposed approaches deal with smooth
meshes that are acquired from artists or from laser-scans
of real actors. Computer vision provides alternative meth-
ods for obtaining 3D meshes, by multi-view stereo from
synchronized and calibrated cameras [12][10][16]. These
methods aggregate silhouette and photometric information
from the different views to build 3D meshes. They have a
few advantages in that the captured 3D models are true to

Figure 1. A temporally coherent segmentation of a sequence of
visual hull reconstructions

reality at every instant and that the texture information is
trivially mapped to the reconstructed geometry.

However, without any knowledge of the scene being ob-
served, these methods produce certain topological and geo-
metric artifacts that are unique to them (figure2). Topolog-
ical inconsistencies arise when distinct objects get clubbed
as they approach each other. For example, the two legs of
a human actor may get clubbed together. Holes are intro-
duced into 3D models because of problems in silhouette
extraction. Finally, the obtained meshes are not usually
smooth and suffer from local surface distortions due to im-
age and silhouette noise. Please note that explicitly speci-
fying a human model [21] can help resolve some of these
ambiguities, but limits the scenes from containing more ob-
jects (either human or non-human). In this paper, we ad-
dress arbitrary 3D scenes with multiple actors. Obtaining a
segmentation of such meshes into body parts would be ben-
eficial to realizing various common graphics tasks such as
shape editing, animation, motion transfer etc.

Unfortunately, the segmentation approaches proposed in
computer graphics are limited in their applicability towards
these meshes because of their unique artifacts. For example,
those approaches often use surface metrics like curvature or
dihedral angles which are sensitive to noise on the meshes.
Sometimes, they make restrictive assumptions such as lim-
iting the approach to genus zero shapes [14]. Such assump-
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Figure 2. A 3D mesh of a juggler holding clubs, reconstructed
from multiple view silhouettes. Visible artifacts of reconstruction
(a) the clubs merged with the hands (b) the two feet merged to-
gether (c) spurious noise on the surface

tions cannot be made when topological artifacts are present,
such as when the limbs of an actor are merged at their ends.
A general limitation of model-based approaches is on deal-
ing with unknown scenes, as in the case of multiple in-
teracting actors. We believe that these limitations can be
addressed by exploiting the temporal dimension that links
these individual reconstructions.

In this paper, we propose an approach to segment such
visually reconstructed meshes in a temporally consistent
manner. However, we don’t assume that a motion estimate
is availablea priori that links the meshes over the sequence.
A few methods already exist for performing the motion seg-
mentation of 3D trajectories [9]. But obtaining such motion
estimates is a hard problem in its own right. In a sense, 3D
segmentation and motion estimation present a chicken and
egg dilemma, with each of these steps depending on the
other for improvement. In this paper, we attempt to solve
these problems together. The crucial insight we exploit is
that the convex segments of a shape usually represent the
limbs of its articulation structure, and therefore exhibitrigid
motions over time.

The main contributions of our work are (a) a novel al-
gorithm to derive approximately convex segments from a
single mesh (a) a method for temporally coherent segmen-
tation of a sequence of visually reconstructed meshes (c) a
method for motion estimation of these segments over such a
sequence. Since we don’t assume that the meshes we work
with are of high quality, we don’t attempt to align the seg-
ment boundaries with mesh concavities. Instead, our moti-
vation is to discover the (possibly overlapping) set of rigid
body parts which are reliably detected throughout the se-
quence. The paper is divided as follows. In section2, we
briefly review the related work. In section3, we provide
an overview of our approach and introduce its various steps
which are elaborated in later sections. In section4, we ex-

plain the segmentation of a mesh at aseed frame. In section
5, we explain the process of arriving at a temporally coher-
ent segmentation. In section6, we provide results from ex-
periments on different data sets. In section7, we conclude
and provide directions to future work.

2. Related Work

Various functions on the surface have been proposed that
are oblivious to pose-changes and articulations. Geodesic
distances on the surface of the mesh are invariant to isome-
try, and can be used for matching surfaces which differ by
a non-rigid deformation [4]. However, they are very sen-
sitive to topological changes (which occur often in visu-
ally reconstructed meshes). Bronsteinet al.[5] use a met-
ric based on diffusion over the surface through a heat ker-
nel, which is less sensitive in this regard. Functions de-
fined on the mesh-volume are more resistant to topological
changes. Shapiraet al.[19] use the local thickness of the
mesh-volume, termed the shape-diameter function, to con-
sistently partition different surfaces over articulations and
pose changes. These and other works in the geometry pro-
cessing community use surface curvature to derive the final
segmentation, which is fine for smooth 3D models but is not
reliable for visually reconstructed meshes.

Instead of relying on the supposed consistency of a
function, a set of objects can be explicitly marked as re-
lated and can be segmented consistently. Golovinskiy and
Funkhouser[11] have proposed a method that consistently
segments sets of objects such as chairs and airplanes. They
need point-wise correspondence between the objects, which
they obtain by doing a global ICP registration and taking the
closest point pairs between objects. Though this approach
is powerful, it is not suited to the context of a sequence of
meshes as it doesn’t exploit the temporal information. In
the context of a mesh sequence, de Aguilaret al.[9] use
the point trajectories (computed, for example, using [8]) to
cluster points into rigidly moving parts.

A graphical model can be used to explicitly match two
surfaces differing from a non-rigid deformation [2] [20],
and these point correspondences can be later used to recover
the articulated structure (skeleton) of the shape, as proposed
by Anguelovet al.[1]. Chang and Zwicker [6] propose an
interesting alternative in the graphical model approach; they
compute a putative set of rigid transformations between sur-
face points on two articulated shapes, and treat these trans-
formations (instead of the points themselves) as the labels
for the graphical model. These approaches are very power-
ful but surface matching or motion estimation is a very hard
problem, and the results are often inaccurate in the pres-
ence of surface occlusions, topological noise and disjoint
objects. In this paper, we propose a segmentation algorithm
that does not rely on pre-computed correspondences or mo-
tion estimates.
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Our work is most closely related to that of Cuzzolinet
al.[7]. In this work, the authors use locally linear embed-
ding (LLE) to represent a cloud of points and derive a seg-
mentation in this space. The segments are then propagated
across time to obtain a temporally coherent segmentation
of a voxel-sequence into protrusions of the shape, such as
head, hands and legs. Though very powerful, this method
cannot be used directly for identifying rigid body-parts (for
example, separating the upper-arm from the lower-arm) and
for working on disjoint objects (for example, two interact-
ing persons). To the best of our knowledge, nobody has at-
tempted the segmentation of a mesh-sequence with multiple
interacting persons reconstructed visually in a multi-camera
environment.

3. Approach Outline

We consider as input a mesh sequenceMt∈[1..n]. Each
of the meshesMt is an individual 3D reconstruction of a
real scene composed of several actors and objects, and is
composed of a set of verticesVt and a set of facetsF t.
We further represent the volumetric information of the mesh
Mt by a set of interior pointsX t. An individual surface
point is denoted asvt

i ∈ Vt and an individual interior point
is denoted asxt

i ∈ X t.
The task is to estimate a set of segmentsΨ = {Sj} and

their rigid transformations over timeT t∈[1..n]
j . Each seg-

mentSj is detected at a specificseed-framet = k and con-
sists of a set ofNj surface points. These points are repre-
sented by a matrixSk

j of sizeNj × 4, with each column
representing a surface point in homogeneous coordinates.
The segment points at another framet are then given by the
matrixSt

j = T t
j ∗S

k
j (with T k

j = I). An individual segment
point in the segmentSt

j is denoted asst
ji.

We say that a set of segmentsΨ = {Sj} is anǫ-cover
of the mesh sequence if no surface pointvt

i reconstructed at
framet is farther than a distance ofǫ from the corresponding
set of segments{St

j}. i.e,

∀k ∀vt
i ∈ Vt, Minj Dist(vt

i ,S
t
j) < ǫ (1)

An ǫ-cover yields a temporally coherent segmentation of the
sequence by a marginǫ. In practice, we achieve this by two
steps.

1. Convex segmentation of a static mesh :We segment
a mesh at a single frameMk into convex segments. We
do this by a novel method of finding visibility clusters
in the mesh volume (section4).

2. Temporally coherent segmentation of a sequence :
We perform the above step at multiple randomly sam-
pled frames in the mesh sequence. We estimate the
reliability of each segment by registering it along the

Algorithm 1 : Convex Segmentation of the Surface

Input : a surface meshM = (V,F)
Output : a set of convex segments{Sj∈[1..m] ⊂ V}
Obtain a set of interior pointsX for the meshM;
Initialize the set of free pointsXF = X ;
SortXF according to a functionρ;
i = 0;
while XF is not emptydo

Select the top element ofXF as the viewpointwi;
Compute the visible volumeV Vi from wi;
Remove all pointsx ∈ V Vi fromXF ;
DecomposeV Vi into convex segments{Sj};
i = i+1;

end

Figure 3. Algorithm for convex segmentation of a mesh

whole sequence and computing the registration error
(section5.1). We then devise an algorithm for build-
ing anǫ-cover of the sequence from the above set of
segments. (section5.2).

4. Segmentation into Convex Parts

In this section, we describe our method of extracting con-
vex segments from a 3D sceneMk = (Vk,Fk) recon-
structed at a particular framek. Since we deal with the
static case, we eschew the superscript and denote the mesh
by justM = (V,F). As mentioned in section1, meshes re-
constructed from images suffer from a huge amount of geo-
metric and topological noise (figure2). Surface based met-
rics such as point curvature or geodesic distances between
points are not reliable over such meshes. In our method, we
use volumetric information represented byinterior pointsof
the mesh close to the medial axis, which are more resistant
to these artifacts. It is to be noted that computing the medial
axis exactly is not trivial in 3D, but we aim only to estimate
a cloud of interior points. We associate every surface vertex
on the meshv ∈ V with one or more interior pointsx ∈ X .
We define the problem of convex segmentation of the sur-
face pointsV as the segmentation of the interior point set
X .

We consider two interior pointsx and y to be visible
from each other if the line joining them doesn’t intersect
any mesh facet inF . From a selected interior pointwi ∈ X
(termed theviewpoint), we compute the set of visible inte-
rior pointsV Vi ⊂ X using this definition. As illustrated
in the figure4, this visible volumeconstitutes one or more
convex segments. Our algorithm3 for convex segmentation
rests on this observation.

We first compute the set of interior pointsX and spatial-
hash them for easy access. We initiate by marking all of
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them asfree and sort them according to an ordering func-
tion ρ. A simple choice forρ is the random-ordering func-
tion, another choice is mentioned later in section4.4. We
pop out the top element in the ordered free setXF as the
viewpointwi and compute its visible volumeV Vi. We de-
composeV Vi into a set of convex segments{Sj}, tag ev-
ery point with the corresponding segment, and remove the
tagged points from the free setXF . We repeat the algorithm
until the free setXF is empty. In the following, we explain
these steps in detail.

4.1. Estimation of interior points

Our objective is to obtain a set of uniformly sampled in-
terior points close to the medial axis. We adopt a method
similar in principle to the one described by Shapiraet al.
[19]. For each point on the surfacev , we shoot a cone of
rays opposite to the normal and identify their points of in-
tersection with the surface. We compute the median length
of these line segments as theshape diameter. We then trace
a vector fromv opposite to its normal with half this length,
and call it themedial vectoratv. After we compute medial
vectors at every surface point, we perform spatial smooth-
ing such that neighboring points have similar medial vec-
tors. These medial vectors map the set of surface pointsV
to a set of interior pointsX . We spatial-hash these interior
points for easy access, and construct ak-nearest neighbor
graph (termed themedial graph) on this point set. Here, we
would like to note thatX need not be as densely sampled as
V; interior points can be constructed for only a subset of the
surface points. For each interior pointx, we associate a set
of surface vertices (termed thesurface ring) that are close
to it in any direction.

4.2. Computation of a visible volume

Given a specific viewpointw from which to compute the
visible-volume, we first order the set of interior points in a
medial treebased on the shortest path fromw on themedial
graph. As illustrated in figure5, this tree hasw at the root
and captures well the underlying structure of the shape as
seen fromw.

We then compute the visiblesurfacefrom w by check-
ing for each surface pointv if the line joiningv with w in-
tersects any mesh-facet fromF . This computation may be
performed rapidly by spatially hashing the mesh facets. We
then descend themedial treecomputed in the earlier step
by accumulating interior points if their associatedsurface
ring is entirely visible. When a non-visible surface point
is encountered, we mark the corresponding interior pointt

as anoccluding tip. We chop themedial treeat that point
(figure5-b) and don’t grow any further. This way, we build
a visible volume from the given viewpointw, which is usu-
ally convex, but can be a star-shaped structure in the general
case (as illustrated in figure6).

Figure 4. Computation of visible volume, conceptualized in
2D : the viewpoints are colored green, the occluding bound-
ary (o1,o2,o3) are colored red and the non-occluding boundary
(n1,n2,n3) are colored blue. Change of viewpoint doesn’t affect
the occluding boundary. Interior points are shown with theirsur-
face ringsindicated as line-segments traversing the volume, An
interior point is considered visible if only its entire surface ring is
visible. The two view points yield the same set of visible interior
points.

(a) (b)

Figure 5. (a) Thek-nearest neighbor graph on the interior point
set, termed as themedial graph(b) Themedial treeconstructed
by graph distance from a viewpoint, shown in green. The tree-
branches in warmer colors are farther away from the viewpoint.
The two red points are theoccluding tipswhich delimit the visible
volume from the given viewpoint.

As can be seen in the figure, the boundary of the visible
surface can be distinguished into a self-occluding part anda
non-occluding part. While the former separates convex seg-
ments from each other, the latter is non-informative about
the structure of the shape. It is the self-occluding boundary
that prompts decisions in our algorithm. After the algorithm
to identify the visible volume is terminated, we compute its
extentδe as the largest distance across any two points inside.
If this value is very small, we reject the visible volume as
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(a) (b)

Figure 6. Convex decomposition of a visible volume : (a) The vis-
ible volume from the view point is not a convex segment, but a
star shaped structure. The viewpoint is colored green, and the pro-
truding tips of the star are colored dark blue. (b) Visible volumes
are then computed from each tip of the star, which run into oc-
cluding boundaries (colored red). A convex segment is identified
per each tip (colored gray), and the remaining stub of the visible
volume (colored white) becomes an independent convex segment.
For rarer and more complex shapes, this process of convex decom-
position may need be performed recursively.

too small to be significant. Otherwise, we proceed to the
next step.

4.3. Convex decomposition of a visible volume

A visible volume is shaped as a star, and may contain
multiple convex segments (as can be seen in the figure6).
Here we describe how to decompose the visible volume into
its constituent segments. We first obtain thetipsof the visi-
ble volume by identifying the set of points which are locally
maximal in their neighborhood with respect to the distance
from the viewpointw. The occluding tips discovered as ex-
plained in the earlier section are also added to this set.

We then compute a Boolean compatibility graph be-
tween the tips based on whether the surface ring associated
with each tip is completely visible from the other. If all
the tips are mutually compatible with each other, we mark
the visible volume as convex and terminate the algorithm.
Otherwise, we make each tip as a new viewpoint and recur-
sively compute its visible volume, but this time restricted
only to the star-shaped volume visible from the parent view-
point w. If all the tips are accounted for and there still re-
mains a stub of unassigned points, we mark this stub as an
independent convex segment. At the end of this recursive
procedure, the visible volume is decomposed into a unique
set of convex segments.

Since we deal with noisy meshes reconstructed from im-
ages, we test only for approximate convexity and not exact
convexity. In practice, this means we use certain thresholds
in (1) identifying tips and (2) testing for compatibility be-
tween tips. For (1), we perform non-maximal suppression
in detecting tips, and don’t return a tip within a distance of
δ1 from another tip. For (2), we consider two tips as be-
ing incompatible only if there exists a pair of pointsva, vb

(a) (b)

(c) (d)

Figure 7. Convex segments at a static frame : (a)(b)(c) individual
segments (d) color-coded representation of all the segments found

in their correspondingsurface rings, the linevavb joining
which is farther than a thresholdδ2 from the surface. The
thresholdsδ1 andδ2 are set as equal to the user specified
marginǫ of equation1.

We represent the segments as (potentially overlapping)
point-clouds. Example segments are shown in figure7.

4.4. Heuristics for choosing viewpoints

Our algorithm correctly identifies convex segments irre-
spective of where the viewpoints are placed. However the
algorithm is faster when all the tips of the visible volume
are mutually compatible, thereby returning just one convex
segment. Such cases are more probable when the viewpoint
is placed close to the potential tip of the visible volume. In
articulated figures such as human bodies, protrusions such
as hands and legs can be detected easily, by computing the
average geodesic distance from a point to every other point
on the mesh (figure9-a). The protrusions of a shape come
out as local maxima of this function. We use this function
as the sorting functionρ in algorithm3.

5. Temporally Coherent Segmentation

We use the above algorithm to obtain convex segments
at multiple frames in the mesh sequence. We denote the
holistic set of segments obtained asP. These segments
usually identify body parts, but not all of them are equally
reliable. Clothing and occlusions create artifacts in the vi-
sual reconstructions, making segment-boundaries appear at
places not corresponding to body parts (figure8). Further,
distinct body parts may be clubbed together into a single
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(a) (b)

Figure 8. Limitations of static segmentation : (a) due to loose
clothing, the left thigh merges with the torso (b) the upper arms
get merged with the torso due to reconstruction artifacts

segment either due to an articulation (the upper and lower
leg joined together into a single segment) or due to an ar-
tifact in reconstruction (the hand clubbed together with the
stomach as it approaches closely). Such segments are tech-
nically convex, but remain so only in one or few frames. In
this section, we describe a method for rejecting such seg-
ments and identifying ones which are consistent with the
entire mesh sequence. To achieve this, we estimate the mo-
tion of each segment over the entire sequence. We observe
that the convex segments of a mesh usually correspond to
the articulated parts of a body and thus, their motion can be
approximated as rigid.

5.1. Reliability estimation

We take the surface point cloudSk
j of a convex segment

Sj detected at framek. We estimate the motion of this point
cloud as a set of rigid transformationsT t∈[1..n] over the en-
tire sequence. To do this, we iteratively register the seg-
ment’s point cloud to the mesh points in the neighboring
frames using the ICP algorithm [3]. As the 3D video is
captured at a good frame-rate (around 10 to 20 fps), neigh-
boring frames are sufficiently close to each other, justifying
the application of the ICP algorithm.

We accelerate the ICP algorithm by using spatial kd-tree
organization. When we select closest points for registra-
tion, we reject matches between points with widely dis-
crepant surface normals. As observed by Pulli [17], this
is an efficient strategy for eliminating outliers in the regis-
tration. Since the ICP algorithm is based on local search,
it doesn’t find good matches across large movements. Fol-
lowing Shapiraet al.[19], we use the two mesh features in-
troduced in the earlier section (a) the average geodesic dis-
tance, which helps in detecting surface protrusions and (b)
the shape diameter which gives the thickness of the volume
(figures9-a and9-b). We reject matches between points
with discrepant values for these features, this strategy helps
us find better matches than simple closest point search. We
used simple geometric registration for ICP, even though
more complicated methods exist that account for photomet-
ric information or scene-flow.

(a) (b)

Figure 9. (a) The average geodesic distance (b) The shape diameter
function. Warmer colors mean higher values in both the figures

We consider the success of registration along the se-
quence as an estimate of reliability for a convex segment.
For each pointsk

ji in Sk
j , we compute its estimated position

at framet as st
ji = T t ∗ sk

ji. The discrepancyd(st
ji) in

this estimate is computed as the least distance to the mesh
vertices reconstructed at framet.

d(st
ji) = Mina ||T t

j ∗ sk
ji − vt

a|| (2)

If this value is more thanǫ, we note the point to be lost in
registration at this frame. Points that are lost several times
during the registration are unlikely to be part of the actual
segment. We prune the segment by removing such points
from the border of the segment as outliers (figure10). In
certain cases, not just a few, but a vast chunk of points in
the segment suffer from discrepancies≥ ǫ. We discard such
segments altogether as incorrect. For each remaining seg-
mentSj , we compute itssizeas the total number of mesh
vertices in{Vt∈[1..n]} that are within the marginǫ to its es-
timated position at the corresponding frameSt

j . We sort the
various segments inP according to their size in ascending
order.

5.2. Building an ǫ-cover

We constructP by performing static segmentation on
multiple randomly chosen frames. It is normally sufficient
to segment just 3 to 5 frames, because many segments shall
be detected repeatedly in all the frames. Following equa-
tion 1, a temporally coherent segmentation is given by an
ǫ − cover of segments chosen fromP. We take a greedy
approach to obtain this.

We maintain the current set of accepted segmentsΨ and
gradually add new segments into it fromP (Ψ is started out
as empty). At each stage, We pop out the top elementSj

in the sorted setP and check if it overlaps with any of the
accepted segmentsSa in Ψ. We call a pointsji in Sj at
seed-framet = k to be within theǫ-margin of a segment
Sa, if it is within the distance ofǫ from the estimated posi-
tions of any of the points inSk

a . We run this test from all
accepted segments, and mark the points inSj that are within
theǫ-margin of a prior segment. Examples are shown in fig-
ure11-a,b. We define the overlap between two segmentsSj
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(a) (b)

(c) (d)

Figure 10. Reliability Estimation of Segments : (a) (c) - the seg-
ments detected at their seed-frames, (b) - outlier points with high
discrepancy are pruned from the borders of (a), (d) segment is
discarded after too many discrepancies in registration from (c).
Points with higher discrepancy are shown in warmer colors - the
red points are the outliers.

(a) (b) (c) (d)

Figure 11. Comparing segments by overlap estimation : (a)(b) the
points colored yellow are discarded as outliers, for being within an
ǫ-margin of an earlier accepted segment. The remaining segment
points are colored in blue. (c)(d) the blue segment is detected as a
repetition of the red one, and is discarded

andSa as the fraction of points inSj at its seed-framet = k

that are within anǫ-margin of Sk
a . If this overlap is large,

we detectSj as a repetition ofSa and proceed to the next
segment. Due to the nature of the algorithm, it is the small-
est of the segment repetitions that is acknowledged, the rest
are discarded. This yields tighter segments, as can be seen
in figure11-c,d.

If, on the other hand, no overlap is detected for segment
Sj with any of the earlier segments, thenΨ is augmented
by addingSj to it. This process is terminated When every
surface point in the mesh-sequence is acknowledged to be
within anǫ-margin of one or more segments ofΨ. The set
of segmentsΨ now defines anǫ-coverfor the sequence.

(a)

(b)

Figure 12. Tracking of a rigid component in a point cloud of di-
verse objects

6. Results

We tested our approach primarily on visual hull recon-
structions from multiple view silhouette data1. These sil-
houettes are extracted from real images taken through a syn-
chronized camera setup in an indoor setting. Thedanceand
flashkicksequences (figures1 and13-a) present fast move-
ments of limbs that are difficult to be tracked.Thekidsand
jugglesequences (figures12and13-b) show human-human
and human-object interactions respectively. In such interac-
tive scenarios, it is very difficult to obtain prior knowledge
of the scene, and hence difficult to make assumptions on
the number of actors and the topology of these shapes. Our
algorithm segments these scenes without making any such
assumptions.

There are certain limitations for our approach. One in-
teresting case is detailed in figure14. The algorithm fails
to track the juggler’s club properly. When the club leaves
the juggler’s hand, our algorithm fails to follow the club and
registers its points on the hand of the juggler. Then when a
new and different club approaches the hand, our algorithm
registers these points onto the new club. The features that
we use are not discriminative enough to handle cases like
these, and the limitations of the ICP registration are man-
ifest. In general, without a global model for tracking, it
is difficult to track segments correctly for long sequences.
This is especially true for small segments that are not suffi-
ciently distinctive.

7. Conclusion

In this paper, we presented a novel algorithm for co-
herently segmenting a sequence of visually reconstructed

1 http://4drepository.inrialpes.fr
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(a) (b)

(b) (b)

Figure 13. Temporally coherent segments on sequences (a) flash-
kick (b) kids

Figure 14. Limitations of the algorithm : the club cannot be distin-
guished from neighborhood objects, and is registered incorrectly

meshes without making any assumption on the type, num-
ber or topology of the objects in the scene. Once such seg-
ments are identified, they can provide a basis for learning
the spatio-temporal model of the scene. Several potential
applications await here to be explored. Our algorithm for
registration is currently based on the ICP algorithm, and
is thus limited to small displacements. In future work, we
would like to overcome this limitation through stronger and
more discriminative features for matching.
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