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A Computational Model for Synchronous Motion Imitation by H umans:
The Mirror Controller Applied on Stepping Motions

Mehdi Benallegue, Pierre-Brice Wieber, Abderrahmane Kheddar and Bernard Espiau

Abstract— We propose a new computational model describing
the motion imitation by humans, and which parallels the
direct matching hypothesis in Neuroscience. To illustrate our
computational model, we present a scheme where a robot
imitates another robot achieving stepping motions on horizontal
plane. The idea is to map an observed action onto the robot’s
motor representation of the same action: the motion controller.
We propose a simple state observed based implementation of
this approach. Simulation results, where a HRP-2 robot tries
to imitate another HRP-2 robot, show that imitation can be
realized with virtually no delay, in perfect synchrony.

I. I NTRODUCTION

Biological mechanisms of motion imitation in humans
and animals are subject to increasingly active studies in
Neuroscience, giving birth to thedirect matching hypothesis,
which “holds that we understand actions when we map (...)
the observed action onto our motor representation of the
same action” [13]. A potential neurophysiologic grounding
of this hypothesis has been evidenced in groups of neurons
of the premotor cortex calledmirror neurons, that activate
selectively both during the execution of given actions and
during the observation of the same actions executed by
others [13]. Recent studies suggest then that “the goal of an
action might be more important for mirror activations than
the way in which the action is performed” [3]1...

Many questions have been raised by this hypothesis. For
example, how much “a tight match between the observed
movements and the observer’s motor programs to be ac-
tivated” [3] is required? Robots have been already used
as alternate avatars for human being, and the effect of a
potential mismatch between a human and a robot motor
control has been investigated from the point-of-view of the
human mirror neuron system [3]. However these questions
can not be assessed easily in their original biological setting
and require a computational context to be investigated.

Our approach aims at (i) understanding motion imitation of
human by humans, and (ii) devise a computational model that
can serve humanoid (robotics or virtual avatars) imitationof
human motions. To do so, we first define a parallel imitation
scheme: a humanoid robot (imitator) observing a motion
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1The mirror neurons are very controversy in the Neurosciencecommu-

nity; the role they play in imitation and action interpretation is still an open
debate.

performed by another robot (demonstrator) using a set of
sensors, and imitating this motion on-line.

First of all, following the assumptions of the direct match-
ing theory, the imitator needs to map the demonstrator’s
motion onto it’s own conception of the way to achieve the
same task. This conception relies trivially on the imitator’s
motion controller. Our computational model makes the imi-
tator project the demonstrator’s motions on its own motion
controller,i.e. the imitator assumes that the demonstrator is
controlled by the exact duplicate of the imitator’s controller.
In order to underline this biological equivalence, we propose
to name our imitation scheme, themirror controller.

In order to achieve the synchronous imitation goal, the
imitator has to “interpret”, on-line, the demonstrator’s motion
in the control-space of its own motion controller. This
interpretation reduces to extract the input parameters which
give the closest motion to the demonstrator’s action. The
good news is that in some cases, this parameter identification
problem can be tackled on-line with a very small delay, as
will be discussed in the Section III.

Of course, imitation raises many other non-trivial ques-
tions such as “what, how, when and who to imitate” [1],
but we will focus here on this very specific problem: the
imitator must execute a sequence of steps as shown by
the demonstrator. The next section presents the walking
motion scheme that the imitator would imitate; in section III
the imitation method is described. Simulation results are
presented in IV and in-depth discussion and conclusion are
in section V and VI.

II. PREDICTIVE CONTROL SCHEME FOR WALKING

Let’s consider the case where the motion to imitate is a
walking motion on a horizontal plane without obstacles. In-
stead of a simple cyclic walk, steps can be chosen randomly
with any step-length: e.g. a simple chaotic dance without any
predefined style. One of the most efficient walking motion
controllers for humanoid robots is based on predictive control
and is able to cope with the simple chaotic dance proposed
as a scenario of our study. It relies on a Linear Quadratic
Regulation (LQR) of the motion of the Center of Mass
(CoM) ξk of the robot [6].

A. Controller taking relative positions of steps as input
parameters

The original LQR in [6] doesn’t ensure that the resulting
walking motion is stable in all cases, so we consider here
a safer version, similar to what has already been proposed
in [14], which ensures explicitly that the Center of Pressure



(CoP) zk is always right inside the support surface. But
with this controller, the rhythm of the steps is imposed, so
the imitator will be able to achieve and imitate only dance
motions with a prescribed rhythm. The control parameters
pk can be taken to be the relative positions of the steps. We
define the predictive horizon as the current and next relative
step positions.

pk =

(

δ jk
δ jk+1

)

(1)

where jk is the step number at instanttk.
The dynamic state of the robot includes the 2D position,

velocity and acceleration of the CoM

ck =
(

ξk ξ̇k ξ̈k
)t

(2)

and we are interested in motions with a piece-wise constant
jerk, so that we can consider the linear dynamics with the
sampling timeT :

ck+1 = Ack + b
...
ξ k (3)

with

A =





1 T T 2/2
0 1 T
0 0 1



 andb =





T 3/6
T 2/2

T



 . (4)

Reducing the multi-body dynamics of the robot into a
single point-mass moving at a constant heighthCoM [14],
the position of the CoP can be obtained with a simple linear
function:

zk = ξk −
hCoM

g
.ξ̈k (5)

whereg is the gravity.
To ensure dynamic stability, the CoP lies within the

support areaS. The robustness of the walking motion is
highest when the CoP’s referencez∗k is in the middle of the
supporting foot during single support, and move smoothly
to the next supporting foot during double support [6]. With
this choice, this reference trajectory depends in a linear way
on the relative position of the stepspk. S can be assumed to
have a polygonal shape so that the CoP position constraint
can be written as linear inequalities.

With this setting, our LQR scheme minimizes the jerk
of the CoM and the deviation of the CoP with respect to
a referencez∗k over a horizon ofN future samples while
maintaining the CoP within the support surface:

min...
ξ i,i=k..k+N

k+N

∑
i=k

(

α
2
‖

...
ξ i‖

2
+

β
2
‖zi+1− z∗i+1‖

2
)

(6)

under the constraintzk+1 ∈ S (7)

A recursive application of the dynamics (3) allows com-
puting the positionzk of the CoP over the whole horizon
from the jerks

...
ξ k over this horizon and the statexk at the

beginning of this horizon. The solution
...
ξ k to the LQR (6)-(7)

can be expressed then as a function ofxk andpk. Considering
the linear structure of this constrained LQR, this solution
appears to be a piece-wise linear function. In the most
frequent case the CoPzk stays away from the border of

the support surface thanks to the centered referencez∗. This
allows to keep for the longest periods the linear property of
the solution [14]:

...
ξ k = dT (Pcck −Vk pk −Wkqk) (8)

Combined with the dynamics (3), it relates piece-wise lin-
early the evolution of the statexk to the control parameters
pk. The dynamic statexk of the robot during walking control
should also include at least the instant positionγk of its feet,
which are the limbs involved into ground contact, together
with their velocity and acceleration. We propose to steer the
motion of the feet by a smooth polynomial interpolation
between its current state and the desired state at the end
of the step: a position given by the parameterpk (position
of the steps), with a vanishing velocity and acceleration.

B. Controller taking CoM velocity as an input parameter

Let’s consider a second controller that no longer supports
an input of relative positions of steps, but directly the
desired walking speed expressed as an on-line reference
velocity ξ̇ ∗

k . A method that generates walking motions by
tracking this reference trajectory is devised in [5]. Such
an approach implies to have a control on steps position,
a fortiori when a stepping rhythm is imposed. Hence, the
controller determines on-line the steps positionpk+1, these
positions can be expressed using the CoP reference trajectory
z∗k centered on the support foot. So the new LQR scheme
minimizes the deviation of the velocity from the reference,
centering the position of the feet in the CoP and slightly
smoothes the trajectory by minimizing the jerk.

min...
ξ i ,z

∗
i+1

i=k..k+N

k+N

∑
i=k

(

α
2
‖

...
ξ i‖

2
+

β
2
‖ξ̇i+1− ξ̇ ∗

i+1‖
2+

γ
2
‖zi+1− z∗i+1‖

2
)

(9)

under the constraintzk+1 ∈ S (10)

This optimization computes automatically the CoM jerk
trajectory and the steps positions. This problem can be
expressed as a canonical Quadratic Program. (Details may
be found in [5].)

III. A WALKING MOTION IMITATION BASED ON STATE

OBSERVER

We describe the imitation implementation using the mirror
controller. Let’s define the system’s dynamics withx the
full dynamic state of a demonstrator including the center
of mass (ξk)’s dynamics and the feet positionγk, velocity
and acceleration

xk =
(

ξk ξ̇k ξ̈k γk γ̇k γ̈k
)t

(11)

and p control parameters in its sensorimotor control system
that we’re interested in, defined in equation (1). Denotingy
the measures obtained from some sensors on its body, we
have the following relationships between the corresponding
sampled signals:

xk = fk(xk−1, pk), (12)

yk = hk(xk)+ vk, (13)



wherehk is the sensors’ behavior,vk a Gaussian noise, and
fk the closed loop dynamics of the demonstrator, meaning
its dynamics including its sensorimotor control system de-
scribed in the previous section. While imitating motions on-
line, we have no idea on the value and evolution of the
putative control parametersp. For some predictable tasks,
we may have some prior knowledge on these parameters and
how they evolve, but in the case of general stepping motions,
without prior knowledge, we probably can’t do much better
than suppose that they follow some random walk:

pk = pk−1+wk−1 (14)

with some Gaussian noisewk. The mirror controller approach
means that the imitator’s conjecture ˆpk on the demonstra-
tor’s control parameterspk will be based on the imitator’s
own closed loop dynamics, including its own sensorimotor
control system. Considering only local corrections to these
conjectures, we are led to a classical state observer design:

x̂k = fk(x̂k−1, p̂k)+Lk(yk−1− ŷk−1), (15)

ŷk = hk(x̂k), (16)

p̂k = p̂k−1+Kk(yk−1− ŷk−1) (17)

where ˆxk is the imitator’s conjecture on the state of the
demonstrator, steered by the closed loop dynamicsfk of the
imitator, andLk andKk are observer gains. We show in the
next section that in some cases, convergence of ˆxk to xk is
difficult to obtain using this observer dynamics. However, are
we interested in this convergence? What should be the goal
of our imitation scheme? The goal we propose to the imitator
is to match the control parameterspk, without focusing more
precisely on details of the motionxk. But the evolution (17)
of the conjecture ˆpk is driven by the differenceyk− ŷk which
itself depends on the difference between the statesxk and
x̂k, so the convergence of the state ˆxk and the convergence
of the control parameter ˆpk appear to be tightly coupled.
However, reintroducing the dynamics (12) and (15) in the
sensors’ behaviors (13) and (16), we have

yk = hk( fk(xk−1, pk))+ vk (18)

ŷk = hk( fk(x̂k−1, p̂k)), (19)

where we can see that an option could be to select a sensor
system that is more sensitive to differences between the
underlying control parameterspk and p̂k than it is to the
differences between the statesxk and x̂k. That way, the
sensors’ behaviors (13) and (16) could be replaced by

yk = gk(pk)+ vk (20)

ŷk = gk(p̂k), (21)

and the convergence of the control parameter ˆpk is decoupled
from the convergence of the state ˆxk. This is definitely a
strong hypothesis, but we will see in the following section
that it’s not unrealistic.

The convergence of ˆxk to xk using the observer dynamics
(15) appears now to be not required, so we have no real need
for the gainLk, which can therefore vanish:

Lk = 0. (22)

The interest of doing so is that the dynamics (15) boils down
then to the original closed loop dynamics of the imitator,
so when the control parameters ˆpk are fed to the imitator
controller, its dynamics will be exactly the dynamics (15),
and the state ˆxk will be exactly the state of the imitator.
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Fig. 1. A simple stochastic process representing the evolution of the control
parametersp (the blockS is a simple time shift), and the Extended Kalman
Filter which is used to identify the value of this parameter with the help of
sensor signalsy.

We end up having a simple stochastic process (14)
and (20) for which we will consider a classical Extended
Kalman Filter (EKF) implementation for the observer (17)
and (21) (Figure 1).

IV. SIMULATION RESULTS

A. Robots having the same controller

We simulated a demonstrator and imitator with two HRP-
2 robots [7], both controlled by the motion controller
presented in Section II-A, which we denote controller A.
The demonstrator realizes random sequences of steps at a
known constant rhythm, one step every 0.8s. The sensors we
simulate consist of accelerometers. It is not easy to observe
the demonstrator’sxk using accelerometers because of the
unavoidable drift generated by a numeric integration; but this
convergence is not our primary concern. We simulate three
400Hz noisy bi-axial accelerometers, one on the waist and
one on each foot; in order to be the most sensitive possible to
the state (the CoM and the feet) variations which are directly
linked to the underlying input parameterpk described in 1.
The imitator realizes the sequence of steps identified by this
observer without delay.

The imitator reproduced the stepping of the demonstrator
with good precision, but most of all, with virtually no delay.
In a first sequence, only forward and backward steps with
random lengths were considered, and one sees in Figures 2
and 3 the evolution in time of the control parameterspk of the
demonstrator in thin blue line and of the control parameters
p̂k of the imitator in thick red line. The sensors have a
white noise of 3cm/s2 standard deviation. The length of the
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Fig. 2. Length of the current step,δ jk , realized by the demonstrator (in
thin blue line), chosen randomly, and imitation realized synchronously by
the imitator (thick red line). The robots are using the same controller.
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Fig. 3. Length of the next step,δ jk+1, planned by the demonstrator (thin
blue line), chosen randomly, and guess made by the imitator (thick red line).
The robots are using the same controller.

current step is shown in Figure 2, and it appears to be tracked
very closely by the imitator (1mm of mean error). But the
most striking feature is that the length of the current step
appears each time to be precisely identified ever since the
very beginning of the step: the thick red line curve matches
the thin blue line curve without delay. It’s interesting then
to have a look at Figure 3 where the length of the next step
to be executed is shown: we can see that the imitator can
even make a guess on the next step before it begins to be
executed.

More complex sequences are undertaken then, with steps
taken in random directions, and we can see in figure 5 that the
imitation is of good quality (23mm of mean error), although
less than when only steps forward were considered.

B. Robots having different controller

In a second scenario, the same scheme is reproduced,
except that we equip the demonstrator by the controller B,
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Fig. 4. Acceleration Signal of the left foot using the controller 1 (thin blue
line) and the controller 2 (thick red line) with the same input parameters.
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Fig. 5. Random step positions realized by the demonstrator (light foot-
prints) and imitation realized synchronously by the imitator (dark footprints).

presented in Section II-B. The signals given by the sensors
are now very different from those given by a robot equipped
with controller A, and having the same input parameters.
Fig. 4 shows a comparison between these output signals
without any noise (a stronger mismatch is obtained for the
acceleration of the waist). When the controllers are different,
the relationship described in equation (12) are hypothetical
in the sense that the imitator has no actual knowledge about
the dynamics of the demonstrator:

xk = f̄k(xk−1, pk), (23)

yk = hk(xk)+ vk, (24)

By using the state observer (15) - (17), the closed loop
dynamics fk of the imitator and the closed loop dynamics
f̄k of the demonstrator do not match perfectly, even in
cases where the imitator’s controller is designed to reproduce
the demonstrator’s motions as accurately as possible; so a
convergence of ˆxk to xk is not plausible.
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Fig. 6. Length of the next step,δ jk+1, planned by the demonstrator (thin
blue line), and guess made by the imitator (thick red line). Robots have
different motion controllers.

We reproduce the same imitation scheme on that new
motion controller. Fig. 6 shows the observation result of the
next step length, in the ideal case of non noisy sensors:
the next step prediction is very bad, leading to a wrong
imitation. This bad behavior is not surprising, because the
sensor network is too sensitive to the statexk, while its
values are generated by mismatching closed loop dynamics.
We propose then to remove the accelerometer on the waist.
The interest of doing so is to reduce the sensitivity of sensors
system toxk while keeping the effect of the most important
input parameter: the current step position (sensors on the
ankles). The drawback we meet is to loose any possibility
to anticipate the next step position. In order to keep the
imitation on-line, we assume the next step to be equal to
the current one. Fig. 7 shows that the imitator successfully
find the current step position of the demonstrator (mean error
2.6mm) without any delay even with a higher noise level
(10cm/s2 of standard deviation).2

V. D ISCUSSION

Our mirror controller is different from traditional imitation
techniques; namely those based on motion pattern recogni-
tion/classification or any method that uses joint or operational
space tracking, sometimes combined with retargeting [4],
dynamic filtering [15] or learning techniques. Because these
methods are based on reproducing human-motion tracking at
the trajectory level control, they can not deal properly with
the differences between the mechanical system of the human
being and the humanoid robot’s one. Thus, these methods
have to solve several problems such as singularities, self-
collisions, joint dynamic limits and of course stability in
the case of whole-body imitation. For example, in all the
previous works targeting the same objective of imitating
walking or dancing motions [2], [8], [9], [11], [12], the

2Note that each step starts with a double support phase where the state
observer unable to detect the planned step length, this explains the “delay”
that appears on the curves: the robots have synchronized stepping.
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Fig. 7. Length of the current step,δ jk , realized by the demonstrator (in
thin blue line), chosen randomly, and imitation realized synchronously by
the imitator (thick red line). The robots are using different controller and
only sensors on ankles are used.

contact phases between the feet and the ground need to be
extracted first from the sensor signals. It is only then that the
steps’ lengths and timings can be deduced, so the length of
a step can be identified only once it has been completed.

Two of the previous works which achieved experiments on
real robots and tried to reach the limits of their approaches
acknowledge that the motion parameters they extract from
the original motion may not always be safely applicable
directly on the robot. But most of all, they acknowledge that
an automatic adaptation of these parameters is not always
possible, potentially requiring a series of trials and errors
before obtaining a safe imitation of the motion [11], [12]:
completely automatic and timely imitation appears to be out
of reach of these approaches.

In our approach, if parameters of the controller can be
early identified and tracked, they are provided to the con-
troller of the robot which then will achieve the task taking
its own constraints into account. It can also synchronize in
real-time on the human’s task and even predict and anticipate
the action to be done. By doing so, imitation, human’s
action anticipation and subsequently human-robot interac-
tion, synchronization and more can be made (i) easily, and
more importantly, (ii) in a robust way, since we use directly
the embedded controllers of the robot, which is considered
responsible for allowing versatility and expressiveness while
ensuring safety of the resulting motions. This opens paths to
synchronous imitation, learning and interaction.

Automatic and timely imitation has already been reached,
but by simplifying the whole sequence of steps to binary
decisions, go forward or backward, left or right [9]. On the
opposite, the two approaches discussed earlier were targeting
expressive imitation, retaining as many details as possible
from the original motion. An opposition seems to lie between
the expressivity and the safety of the imitation process.

In our mirror controller approach, these two questions are
supposed to be tackled together at the level of the controller,



which is considered responsible for allowing versatility and
expressivity while ensuring safety of the resulting motions.
With the controller presented in Section II, the results of
Section IV lie somewhere in the middle between the results
in [9] and the results in [11], [12]: complex step sequences
are correctly imitated, what would not be possible in [9],
but only the step positions are imitated, and not more subtle
joint motions as in [11], [12]. The controller of the robot
naturally shapes its capacities of imitation, whatever the
approach considered for the imitation. But our approach puts
this controller even more in the core of the problem.

Within the scope of building a computational model for
the direct matching hypothesis, the Mimesis framework in-
troduced in [10] shares fundamental aspects with our mirror
controller. A Hidden Markov Model (HMM) is used to
generate the motions of a humanoid robot, and this same
HMM is used symmetrically to identify which motions a
human is doing, by an application of dynamic programming
(Viterbi algorithm). This allows imitating a motion even from
partial observations: partial in time since the motion doesn’t
need to be observed entirely to be identified and reproduced,
and partial in space since it’s not necessary either to observe
the motion of the whole body. The question of the potential
delay between the observation and the imitation was not
discussed, but this approach is definitely able to identify
and imitate a motion before it’s finished since only partial
observations are necessary. How much information can be
grasped in advance will depend however on subtle details
in the design of the HMM (which variables, parameters
and transitions). The most significant difference between this
method and ours is probably the use of a HMM where we
insist on using directly the motion controller of the robot.
The problem is that the motion generated by the HMM
may not be feasible, especially considering the tight stability
constraints that rule walking and dancing motions. Indeed,
the imitation of walking motions has been approached with
this method [10], but “in the air”, not on the ground, so
without having to take into account any dynamic feasibility
constraint. One of the big advantages however of using a
HMM is that there are straightforward ways to learn one
directly out of raw data with classical Expectation Maximiza-
tion methods (Baum-Welch algorithm), as it appears in [10],
a feature that certainly lacks in our method.

VI. CONCLUSION AND FUTURE DEVELOPMENTS

Our work presents a computational model illustrating con-
trol based interpretation of the direct matching hypothesis.
We transposed the model to humanoid robots and translated
the “motor representation” into robot’s motion controller.
To simulate an imitation scheme where a robot observes
another robot, we went through a simple state observer
based implementation of this approach, applied to the case of
walking and stepping motions. When the robots are equipped
by the same motion controller, our main result has been to
observe that anticipation was realized easily and efficiently.

Our result involved two robots; the next step now is to test
the robustness of this approach between different systems.It

has been already shown that humans use their mirror neuron
system to interpret robots action despite the big mismatch
between the systems [3]. In order to achieve the inverse
process we have equipped a person with a wireless network
of sensors and this person is instructed to perform random
steps following a known rhythm given by a metronome.
We are now processing the human walking signals, and
experiments with a real HRP-2 robot should follow soon.
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