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A Computational Model for Synchronous Motion Imitation by H umans:
The Mirror Controller Applied on Stepping Motions

Mehdi Benallegue, Pierre-Brice Wieber, Abderrahmane ldaecnd Bernard Espiau

Abstract— We propose a new computational model describing performed by another robot (demonstrator) using a set of
the motion imitation by humans, and which parallels the sensors, and imitating this motion on-line.
direct matching hypothesis in Neuroscience. To illustrate our First of all, following the assumptions of the direct match-
computational model, we present a scheme where a robot . ; o ,
imitates another robot achieving stepping motions on horiantal Ing _theory, the imitator ”ee‘?'s to map the demonStratorS
plane. The idea is to map an observed action onto the robot's Motion onto it's own conception of the way to achieve the
motor representation of the same action: the motion contrder.  same task. This conception relies trivially on the imitator
We propose a simple state observed based implementation of motion controller. Our computational model makes the imi-
this approach. Simulation results, where a HRP-2 robot & 144 nrgject the demonstrator's motions on its own motion
to imitate another HRP-2 robot, show that imitation can be . L .
realized with virtually no delay, in perfect synchrony. controller,i.e. the imitator assumes that _thg demonstrator is

controlled by the exact duplicate of the imitator’s contnl
I. INTRODUCTION In order to underline this biological equivalence, we pregpo

to name our imitation scheme, tingrror controller.

Biological mechanisms of motion imitation in humans | der t hi h h imitati L th
and animals are subject to increasingly active studies in n order 1o achieve the synchronous imitation goal, the

Neuroscience, giving birth to thdirect matching hypothesis, !mltator has to "interpret ,qn—llne,the dgmonstratoretmn .
E the control-space of its own motion controller. This

which “holds that we understand actions when we map (.., ¢ tat d i tract the input terstwhi
the observed action onto our motor representation of grBierpretation requces 1o extract the inpu par)ame erstwii
Ilve the closest motion to the demonstrator's action. The

same action” [13]. A potential neurophysiologic groundingg _ ; : ) o
of this hypothesis has been evidenced in groups of neuroﬂgoﬁ NEWs 1S Lhai mks]o?e call_ses, t_r;]s parameter ||(Ij((ajntl|ﬁmatlo
of the premotor cortex calledirror neurons, that activate pr_ﬁ ben;_can € d ac tr? g n- tl_ne m a very smafl defay, as
selectively both during the execution of given actions and!!! D€ discussed in the section Ti1.

during the observation of the same actions executed ba(/?(r?; gﬁlé[]szslTvtﬁgi)nhg?/:/sev?/hzr?ngngtr\:\?r:on?on-itr:\i/t:tlegu[(la]s ’

others [13]. Recent studies suggest then that “the goal ofil) it h hi ii blem: th
action might be more important for mirror activations tha ut we will focus here on this very specific problem: the
Imitator must execute a sequence of steps as shown by

the way in which the action is performed” {3]. : _
Many questions have been raised by this hypothesis. Fg}e demonstrator. The next section presents the walking

example, how much “a tight match between the observ otion scheme that the imitator would imitate; in sectidn Il
moveme’nts and the observer's motor programs to be a@le imitation method is described. Simulation results are
tivated” [3] is required? Robots have been already usere{esented in IV and in-depth discussion and conclusion are
as alternate avatars for human being, and the effect of”?:\SeCtlon V and V.

potential mismatc_h bet\_Neen a human ar_1d a rc_)bot MOtOr ||, PREDICTIVE CONTROL SCHEME FOR WALKING

control has been investigated from the point-of-view of the Let ider th h th tion to imitate i
human mirror neuron system [3]. However these questions ets consider the case where the motion fo imitate 1s a

can not be assessed easily in their original biologicairggtt walking mot.ion on a hprizontal plane without obstacles. In-
and require a computational context to be investigated. stead of a simple cyclic walk, steps can be chosen randomly

Our approach aims at (i) understanding motion imitation o\f\”th any step-length: e.g. a simple chaotic dance withoyt an

human by humans, and (ii) devise a computational model thi e(:ef;{\edfstyrl]e. One _gf trtl)etm_os; efﬁglent W"’gl_('?_g rz‘lc;tl?n
can serve humanoid (robotics or virtual avatars) imitatdn controflers for Numanold robots 1S based on predictiverain

human motions. To do so, we first define a parallel imitatioﬁmd is able to cope with the simple chaotic dance proposed

. : - : .~ as a scenario of our study. It relies on a Linear Quadratic
scheme: a humanoid robot (imitator) observing a motio ) .
( ) 9 egulation (LQR) of the motion of the Center of Mass

M. Benallegue is with the CNRS-UM2 LIRMM, INRIA (France) atie  (COM) & of the robot [6].
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P.-B. Wieber is with the INRIA (France) and the CNRS-AIST JRLA. Controller taking relative positions of steps as input
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B. Espiau is with the INRIA (France) _ walking motion is stable in all cases, so we consider here
The mirror neurons are very controversy in the Neurosciemamu-
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debate. in [14], which ensures explicitly that the Center of Pressur



(CoP) z is always right inside the support surface. Buthe support surface thanks to the centered refergncehis
with this controller, the rhythm of the steps is imposed, sallows to keep for the longest periods the linear property of
the imitator will be able to achieve and imitate only dancehe solution [14]:
motions with a prescribed rhythm. The control parameters T
pk can be taken to be the relative positions of the steps. We &1 = d7 (PeCk— Vicp — Vi) (8)
define the predictive horizon as the current and next reativCombined with the dynamics (3), it relates piece-wise lin-
step positions. early the evolution of the statg to the control parameters
_ ( dj, > W P The dynamic stats of the robot during walking control
Oj,+1 should also include at least the instant positypmof its feet,
where j, is the step number at instatt w_hich are the I_imbs involved in_to ground contact, together
The dynamic state of the robot includes the 2D positionv,v'th_ their velocity and acceleration. We propose to steer_ th
velocity and acceleration of the CoM motion of. the feet by a smooth polynomlal interpolation
o between its current state and the desired state at the end
Ck = (Ek & Ek)t (2) of the step: a position given by the paramepgr(position

. . . . . . of the steps), with a vanishing velocity and acceleration.
and we are interested in motions with a piece-wise constant

jerk, so that we can consider the linear dynamics with thB. Controller taking CoM velocity as an input parameter
sampling timeT: Let's consider a second controller that no longer supports
an input of relative positions of steps, but directly the

G = Adk+bEy 3) desired walking speed expressed as an on-line reference
with velocity é7. A method that generates walking motions by
1T T%2 T3/6 tracking this reference trajectory is devised in [5]. Such

A=|0 1 T | andb= |T?/2|. (4)  an approach implies to have a control on steps position,

0 0 1 T a fortiori when a stepping rhythm is imposed. Hence, the

Reducing the multi-body dynamics of the robot into gontroller determines on-line the steps positjan s, these
single point-mass moving at a constant heighgy [14], Positions can be expressed using the CoP reference trajecto
the position of the CoP can be obtained with a simple lineg centered on the support foot. So the new LQR scheme

function: minimizes the deviation of the velocity from the reference,
heom = centering the position of the feet in the CoP and slightly
%=k — Sk (5) smoothes the trajectory by minimizing the jerk.
k-+N
whereg is the gravity. min <ﬂ 3 2+E & & 2, Y Zi1—7 2)
To ensure dynamic stability, the CoP lies within the¢iz., i;( 2” L 2” 1l 2” Al
support areaS. The robustness of the walking motion jg '~ 9)

highest when the CoP’s referenggis in the middle of the .
supporting foot during single support, and move smoothly under the constrair € S (10)
to the next supporting foot during double support [6]. With This optimization computes automatically the CoM jerk
this choice, this reference trajectory depends in a linesy w trajectory and the steps positions. This problem can be
on the relative position of the stefpg. S can be assumed to expressed as a canonical Quadratic Program. (Details may
have a polygonal shape so that the CoP position constralmg found in [5].)
can be written as linear inequalities.
With this setting, our LQR scheme minimizes the jerk III. A WALKING MOTIgSSIEAéyETFLON BASED ON STATE
of the CoM and the deviation of the CoP with respect to . o ) ) .
a referencez; over a horizon ofN future samples while We describe the imitation implementation using t_he mirror
maintaining the CoP within the support surface: controller. _Let’s define the system’s d_ynam|_cs withthe
N 5 fl;ll dynal?l)c s;ate of a degoastrfator including thle center
. a2 _ 2 of mass §x)’s dynamics and the feet position, velocity
'5},ir£kl.r.1k+N i; (5”“ + EHZ'H_ﬁ“” ) 6) and acceleration

under the constrairg.1 € S (7) = (& & & W W y‘k)t (11)

A recursive application of the dynamics (3) allows com-and p control parameters in its sensorimotor control system
puting the positionz of the CoP over the whole horizon that we're interested in, defined in equation (1). Denogng
from the jerks&, over this horizon and the staig at the the measures obtained from some sensors on its body, we
beginning of this horizon. The solutiafy to the LOR (6)-(7) have the following relationships between the correspandin
can be expressed then as a functiomadind pc. Considering sampled signals:
the linear structure .of thls_ con.stralned LQR, this solution X = FilX_1, D), (12)
appears to be a piece-wise linear function. In the most
frequent case the CoB stays away from the border of Yie = hi(Xc) + Vi, (13)



wherehy is the sensors’ behaviovwx a Gaussian noise, and The interest of doing so is that the dynamics (15) boils down
fx the closed loop dynamics of the demonstrator, meanirtgen to the original closed loop dynamics of the imitator,
its dynamics including its sensorimotor control system deso when the control parametepg are fed to the imitator
scribed in the previous section. While imitating motions oncontroller, its dynamics will be exactly the dynamics (15),
line, we have no idea on the value and evolution of thand the statey will be exactly the state of the imitator.
putative control parametens. For some predictable tasks,

we may have some prior knowledge on these parameters and W Vi
how they evolve, but in the case of general stepping motions,
without prior knowledge, we probably can't do much better
than suppose that they follow some random walk: D,

Demonstrator Model

Pk = Pk-1+Wi_1 (14) 5 By i _NM
with some Gaussian noisg. The mirror controller approach
means that the imitator's conjectupgy 6n the demonstra- Extended Kalman Filter
tor's control parameterpx will be based on the imitator’s K e
own closed loop dynamics, including its own sensorimotor k
control system. Considering only local corrections to ¢hes «
conjectures, we are led to a classical state observer design ﬁm

R = f(Re—1, ) + Li(Yk-1 — Yk-1), (15)
Yk = hi(Re), (16)

Pk = Pr—1+ Kic(Yi-1 — Yk-1) (17)
~ . - , . Fig. 1. A simple stochastic process representing the @galaif the control
where X is the imitator's conjecture on the state of theparametery (the blockSis a simple time shift), and the Extended Kalman
demonstrator, steered by the closed loop dynarfiias the  Filter which is used to identify the value of this parametéthwihe help of

imitator, andLy andKy are observer gains. We show in theSensor signaly.
next section that in some cases, convergence, ab % is

difficult to obtain using this observer dynamics. Howevee, a \we end up having a simple stochastic process (14)
we interested in this convergence? What should be the gogld (20) for which we will consider a classical Extended

of our imitation scheme? The goal we propose to the imitatq{aiman Filter (EKF) implementation for the observer (17)
is to match the control parametggg without focusing more and (21) (Figure 1).

precisely on details of the motio. But the evolution (17)

of the conjectureyis driven by the differencg — Yk which V. SIMULATION RESULTS

itself depends on the difference between the stageand 5 Robots having the same controller

Xk, so the convergence of the stageahd the convergence ] o ]

of the control parametepy “appear to be tightly coupled. We simulated a demonstrator and imitator with two HRP-

However, reintroducing the dynamics (12) and (15) in th€ robots [7], both controlled by the motion controller

= &
p/c yk

sensors’ behaviors (13) and (16), we have presented in Section II-A, which we denote controller A.
The demonstrator realizes random sequences of steps at a
Yk = hie(fic(Xe-1, Px)) + Vi (18)  known constant rhythm, one step every 0.8s. The sensors we

Yk = h(fk(R—1, Px) )5 (19) simulate consist of accelerometers. It is not easy to observ

where we can see that an option could be to select a sengla? demonstrators, using accelerometers because of the

system ht 1s more seniive 1 ierences beween {0°/0K0 ST GeTean by A umer g ton bl
underlying control parametens, and px than it is to the 9 P y '

differences between the statag and x.. That way, the 400Hz noisy bi-axial accelerometers, one on the waist and

, ; one on each foot; in order to be the most sensitive possible to
sensors’ behaviors (13) and (16) could be replaced by the state (the CoM and the feet) variations which are diyectl

Yk = Ok(Pk) + Wk (20) linked to the underlying input parametpg described in 1.
Yk = Ok(Px), (21) The imitator realizes the sequence of steps identified sy thi
observer without delay.
The imitator reproduced the stepping of the demonstrator
with good precision, but most of all, with virtually no delay
. L n a first sequence, only forward and backward steps with
th?ﬁgscgﬁf,grms:gztg o % using the observer dvnamics random lengths were considered, and one sees in Figures 2
(15) appears r?ow 0 ble; ot tequirgd <0 We have n){) real mednd 3 the evolution in time of the control parametaysf the
for the gainLy, which can therefore ,vanish' 3gmonstrator in thin blue line and of the control parameters
ks ) Pk of the imitator in thick red line. The sensors have a
Ly=0. (22)  white noise of 3cmAstandard deviation. The length of the

and the convergence of the control parametes tecoupled
from the convergence of the staxg. This is definitely a
strong hypothesis, but we will see in the following sectio
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Fig. 3.  Length of the next ste@;, .1, planned by the demonstrator (thin ; - : .

8 L ; g. 5. Random step positions realized by the demonstrditght (foot-
blue line), chosen randomly, and guess made by the imitdtwk(red ine). prints) and imitation realized synchronously by the inuitgtdark footprints).
The robots are using the same controller.

current step is shown in Figure 2, and it appears to be trackg(rjesented n S_ect|on II-B. The S|gr_1als given by the SEnsors
are now very different from those given by a robot equipped

very closely by the imitator (1Imm of mean error). But thewith controller A, and having the same input parameters.

most striking feature is that the length of the current steB. 4 sh ) betw th tout sianal
appears each time to be precisely identified ever since thed: © SNOWS a comparison between these output sighais
very beginning of the step: the thick red line curve ma’[chevs\”thOUt any noise (@ stronger mismatch is obtalned_for the
the thin blue line curve without delay. It's interesting ithe accelera_tlon O.f the wa!st). When the_ controllers are cfer .
the relationship described in equation (12) are hypothktic

to have a look at Figure 3 where the length of the next StelH the sense that the imitator has no actual knowledge about

to be executed is shown: we can see that the imitator can .
%e dynamics of the demonstrator:

even make a guess on the next step before it begins to be N
executed. X = f(X1, Px), (23)
More complex sequences are undertaken then, with steps Yie = hi(%) + Vi (24)

taken in random directions, and we can see in figure 5 that the .
imitation is of good quality (23mm of mean error), although By using the state observer (15) - (17), the closed loop

less than when only steps forward were considered. dynamicsf of the imitator and the closed loop dynamics
fx of the demonstrator do not match perfectly, even in

B. Robots having different controller cases where the imitator’s controller is designed to repced
In a second scenario, the same scheme is reproductit demonstrator's motions as accurately as possible; so a
except that we equip the demonstrator by the controller Bonvergence ok to xk is not plausible.
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Fig. 6. Length of the next ste@;, 11, planned by the demonstrator (thin Fig. 7. Length of the current ste@;,, realized by the demonstrator (in

blue line), and guess made by the imitator (thick red linedb&s have thin blue line), chosen randomly, and imitation realizechciyonously by

different motion controllers. the imitator (thick red line). The robots are using différ@ontroller and
only sensors on ankles are used.

We reproduce the same imitation scheme on that new
motion controller. Fig. 6 shows the observation result & thcontact phases between the feet and the ground need to be
next step length, in the ideal case of non noisy sensorsxtracted first from the sensor signals. It is only then that t
the next step prediction is very bad, leading to a wrongteps’ lengths and timings can be deduced, so the length of
imitation. This bad behavior is not surprising, because tha step can be identified only once it has been completed.
sensor network is too sensitive to the stage while its Two of the previous works which achieved experiments on
values are generated by mismatching closed loop dynamigeal robots and tried to reach the limits of their approaches
We propose then to remove the accelerometer on the waiatknowledge that the motion parameters they extract from
The interest of doing so is to reduce the sensitivity of sesisothe original motion may not always be safely applicable
system toxx while keeping the effect of the most importantdirectly on the robot. But most of all, they acknowledge that
input parameter: the current step position (sensors on th@& automatic adaptation of these parameters is not always
ankles). The drawback we meet is to loose any possibilifyossible, potentially requiring a series of trials and esro
to anticipate the next step position. In order to keep thbefore obtaining a safe imitation of the motion [11], [12]:
imitation on-line, we assume the next step to be equal ttompletely automatic and timely imitation appears to be out
the current one. Fig. 7 shows that the imitator successfullyf reach of these approaches.
find the current step position of the demonstrator (mearrerro In our approach, if parameters of the controller can be
2.6mm) without any delay even with a higher noise levekarly identified and tracked, they are provided to the con-
(10cm/g of standard deviatior). troller of the robot which then will achieve the task taking
its own constraints into account. It can also synchronize in
real-time on the human'’s task and even predict and ant&ipat

Our mirror controller is different from traditional imit@h  the action to be done. By doing so, imitation, human’s
techniques; namely those based on motion pattern recogattion anticipation and subsequently human-robot interac
tion/classification or any method that uses joint or operéti  tion, synchronization and more can be made (i) easily, and
space tracking, sometimes combined with retargeting [4fore importantly, (i) in a robust way, since we use directly
dynamic filtering [15] or learning techniques. Because ¢heshe embedded controllers of the robot, which is considered
methods are based on reproducing human-motion trackingrakponsible for allowing versatility and expressivenebk#ev
the trajectory level control, they can not deal properlytwit ensuring safety of the resulting motions. This opens paths t
the differences between the mechanical system of the humgpnchronous imitation, learning and interaction.
being and the humanoid robot's one. Thus, these methodsautomatic and timely imitation has already been reached,
have to solve several problems such as singularities, seffut by simplifying the whole sequence of steps to binary
collisions, joint dynamic limits and of course Stabl'lty in decisions, go forward or backward, left or right [9]. On the
the case of whole-body imitation. For example, in all theypposite, the two approaches discussed earlier were itegget
previous works targeting the same objective of imitatingxpressive imitation, retaining as many details as passibl
walking or dancing motions [2], [8], [9], [11], [12], the from the original motion. An opposition seems to lie between

) the expressivity and the safety of the imitation process.
°Note that each step starts with a double support phase wherstate

observer unable to detect the planned step length, thisiespthe “delay” In our mirror controller approach, these two questions are
that appears on the curves: the robots have synchronizpgirsge supposed to be tackled together at the level of the controlle

V. DISCUSSION



which is considered responsible for allowing versatiliyda has been already shown that humans use their mirror neuron
expressivity while ensuring safety of the resulting mosion system to interpret robots action despite the big mismatch
With the controller presented in Section II, the results obetween the systems [3]. In order to achieve the inverse
Section IV lie somewhere in the middle between the resultsrocess we have equipped a person with a wireless network
in [9] and the results in [11], [12]: complex step sequencesf sensors and this person is instructed to perform random
are correctly imitated, what would not be possible in [9]steps following a known rhythm given by a metronome.

but only the step positions are imitated, and not more subti&e are now processing the human walking signals, and

joint motions as in [11], [12]. The controller of the robotexperiments with a real HRP-2 robot should follow soon.

naturally shapes its capacities of imitation, whatever the
approach considered for the imitation. But our approach put
this controller even more in the core of the problem.
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(Viterbi algorithm). This allows imitating a motion everofn
partial observations: partial in time since the motion ades
need to be observed entirely to be identified and reproduceéll,]
and partial in space since it's not necessary either to gbser
the motion of the whole body. The question of the potentiall2]
delay between the observation and the imitation was not
discussed, but this approach is definitely able to identifys;
and imitate a motion before it’s finished since only partial
observations are necessary. How much information can b
grasped in advance will depend however on subtle details
in the design of the HMM (which variables, parameters(s]
and transitions). The most significant difference betwéén t
method and ours is probably the use of a HMM where wepg)
insist on using directly the motion controller of the robot.
The problem is that the motion generated by the HMM
may not be feasible, especially considering the tight Btabi  [7]
constraints that rule walking and dancing motions. Indeed,
the imitation of walking motions has been approached with
this method [10], but “in the air’, not on the ground, so [g]
without having to take into account any dynamic feasibility
constraint. One of the big advantages however of using
HMM is that there are straightforward ways to learn one
directly out of raw data with classical Expectation Maxiaiz
tion methods (Baum-Welch algorithm), as it appears in [10},10]
a feature that certainly lacks in our method.
11
VI. CONCLUSION AND FUTURE DEVELOPMENTS -
Our work presents a computational model illustrating con-
trol based interpretation of the direct matching hypothesi[12]
We transposed the model to humanoid robots and translated
the “motor representation” into robot's motion contraller
To simulate an imitation scheme where a robot observes
another robot, we went through a simple state observEr!
based implementation of this approach, applied to the chse o
walking and stepping motions. When the robots are equippé&d]
by the same motion controller, our main result has been to
observe that anticipation was realized easily and effiient [15)
Our result involved two robots; the next step now is to test
the robustness of this approach between different systéms.

] M. Gleicher.
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