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Subjective and objective quality assessment of
audio source separation

Valentin Emiya, Member, IEEE, Emmanuel Vincent, Member, IEEE, Niklas Harlander, Volker Hohmann

Abstract—We aim to assess the perceived quality of estimated
source signals in the context of audio source separation. These
signals may involve one or more kinds of distortions, including
distortion of the target source, interference from the other
sources or musical noise artifacts. We propose a subjective test
protocol to assess the perceived quality with respect to each
kind of distortion and collect the scores of 20 subjects over 80
sounds. We then propose a family of objective measures aiming
to predict these subjective scores based on the decomposition
of the estimation error into several distortion components and
on the use of the PEMO-Q perceptual salience measure to
provide multiple features that are then combined. These measures
increase correlation with subjective scores up to 0.5 compared to
nonlinear mapping of individual state-of-the-art source separa-
tion measures. Finally, we released the data and code presented
in this paper in a freely-available toolkit called PEASS.

Index Terms—Source separation, audio, quality assessment,
objective measure, subjective test protocol

I. INTRODUCTION AND STATE OF THE ART

Audio source separation is the task of extracting the signal
of each sound source from a mixture of concurrent sources
(see [W], [2], [3]], [4] for a review). It underlies a wide range of
applications from speech enhancement to content description
and manipulation [5]. In this article, we consider applications
where the estimated source signals are to be listened to, such
as speech enhancement for hearing aids, denoising of old
music recordings, and voice muting for karaoke. Separation
performance then amounts to the subjective judgment of lis-
teners. We focus on measuring and predicting the audio quality
perceived by normal-hearing listeners for any input data and
do not assess speech intelligibility or speech transcription, for
which specific metrics were proposed in [6], [[Z], [&]. One or
more kinds of distortions may be perceived depending on the
separation algorithm, including distortion of the target source,
interference from the other sources, and musical noise or other
artifacts [9]. Multi-criteria evaluation is therefore necessary.
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A number of studies have been performed to assess the
subjective quality of certain source separation schemes [[L0],
[, (2], 3y, (4], [0S, (6], [17Z]. Most studies consider
either a single criterion, such as overall quality [L0], [ll4],
[15], preference [13, p. 138] or musical noise salience [I2],
[L&], or a set of criteria restricted to speech [[L1]], [L6]. Three
such criteria called intelligibility, fidelity and suppression were
proposed in [L1, p. 95], while [IL6] employs the standard
ITU criteria for noise suppression [[19]], namely speech signal
distortion, background noise intrusiveness and overall quality.
Dedicated multi-criteria protocols are a promising extension
to established single-criterion protocols but have not been
investigated in detail yet. Besides, most studies consider a
single class of algorithms producing specific kinds and levels
of distortion, e.g. Independent Component Analysis (ICA) in
[13], time-frequency masking in [[10] or simulated separation
in [IL6], and a narrow range of sound material, e.g. male speech
in [[14]], [[L7] or isolated notes from a single musical instrument
in [[L5)]. The resulting scores can hence not be compared due
to the lack of a common absolute reference. Finally, some
test protocols are inappropriate or insufficiently documented.
Pairwise comparison tests are employed in [[15)], while joint
presentation is known to be preferable with large degradations
[20] such as those encountered in source separation. Also, the
protocols in [[10], [[2], [[LL] are not fully described, e.g. in
terms of sound normalization, sound presentation or subject
training, so that they are not exactly reproducible.

In parallel to the subjective studies [ILO], [[L1], [12], [L3],
[14], [LS)], [16], [L7], the objective evaluation of source
separation algorithms has also received some attention. A
common approach to evaluating the quality of an estimated
source signal is to compute the Signal to Distortion Ratio
(SDR) between the energy of the reference, i.e. the clean target
signal, and that of the distortion [9]. Two directions have been
investigated to derive additional objective measures. The first
one consists of decomposing the distortion signal into several
components [9], related to e.g. target distortion, interference,
sensor noise and artifacts, and deriving a specific energy ratio
from each of the distortion components [9], [21]. These energy
ratios may further be combined using linear or nonlinear map-
ping to increase correlation with subjective ratings [[L3], [LL6].
However, the distortion decomposition algorithms proposed so
far do not always yield the expected components and one may
question the ability of energy ratios to fit subjective ratings
since auditory phenomena such as loudness perception [22]
and spectral masking are not taken into account. A second
direction is to use auditory-motivated metrics to compare the
target and the estimated source. Existing metrics designed for



audio coding or speech enhancement remain however limited
to the assessment of overall quality [23], [24]], [25] and appear
to perform poorer than decomposition-based measures in the
context of source separation [[15]].

This article provides the following contributions for sub-
jective and objective quality assessment of audio source
separation: a principled multi-criteria subjective test protocol
dedicated to the evaluation of source separation (Section [,
a large database of 6400 subjective scores for a wide range of
mixture signals and source separation schemes (Section [II),
a family of auditory-motivated objective measures based on
improved distortion decomposition (Section V) and a vali-
dation of the ability of these objective measures to predict
these subjective scores (Section [V). We provide in particular
additional evidence compared to [[L5]], [16] that decomposing
the distortion into several components and combining the
resulting objective measures improves the quality prediction.
The sound material, the subjective data and the objective
measures are released as a toolkit named PEASS (Section [V
We conclude in Section [VTIl

II. MULTI-CRITERIA SUBJECTIVE TEST PROTOCOL

The proposed subjective test protocol relies on the principle
of multi-criteria evaluation in a similar way as the ITU stan-
dard for the evaluation of noise suppression algorithms [[19].
Based on previous work on the objective evaluation of source
separation [9], we propose a set of three specific criteria be-
sides overall quality which are dedicated to source separation:
preservation of the target source, suppression of other sources
and absence of additional artificial noise. We formulated these
criteria for experts in general audio applications so as to
avoid reference to specific source separation terms such as
interference and artifacts.

A. Protocol

We propose four separate listening tests, in which the sub-
jects are asked to address the following four tasks respectively:

1) rate the global quality compared to the reference for each
test signal;

2) rate the quality in terms of preservation of the target
source in each test signal;

3) rate the quality in terms of suppression of other sources
in each test signal;

4) rate the quality in terms of absence of additional artificial
noise in each test signal.

The tests are performed in the above order, with a break at
the end of each test. This is a major difference with respect to
the ITU P.835 standard [[19]. In the latter, the overall quality
is rated after speech signal distortion and background noise
intrusiveness and required to be a combination of these two
subjective factors. In the proposed protocol, the global quality
is assessed first for the opposite purpose: instead of aiming
for a global score combining the three specific scores only, we
want to relax their influence and allow global quality scores
to possibly involve other subjective factors at the expense of
a possibly larger variance.
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The MUItiple Stimuli with Hidden Reference and Anchor
(MUSHRA) [20] protocol is employed for each test. This pro-
tocol is appropriate here since medium and large impairments
are encountered [[14]. For a given mixture and a given target
source within that mixture, the subject is jointly presented with
several test sounds in a random order, including the results of
the source separation algorithms under test, the reference clean
target source and some anchor sounds introduced below. The
reference and the mixture are also available for comparison.
The perceived loudness of the reference should be adjusted
as much as possible to the same value for all mixtures. The
other test sounds may be normalized to the same loudness or
not, depending on whether erroneous scaling is considered as
a distortion or not [9]].

A training phase is first conducted where the subject listens
to all sounds of all mixtures (see Fig. [[(a)). This aims to train
the subject to address the required task, to learn the range of
observed quality according to that task and to fix the volume
of the headphones to a comfortable level. A grading phase
is then performed for each mixture and target source where
the subject rates the quality of each test sound compared to
the reference on a scale from 0 to 100, where higher ratings
indicate better quality (see Fig. [[(D)). Sounds may be listened
to as many times as desired. The subject should make sure that
the ratings are consistent across mixtures (i.e. if one sound has
better quality than another, it should be rated higher) and that
the whole rating scale is used (i.e. sounds with perfect quality
should be rated 100 and the worst test sound over all mixtures
should be rated 0).

The guidelines of the test are presented as a unique written
document for all subjects in order to avoid any influence from
the supervisor of the test.

B. Anchor sounds

An essential aspect of the MUSHRA protocol is the use
of anchor sounds, i.e. artificial sounds presenting large im-
pairments of the same kind as those generated by actual
systems [20]. Precisely defined anchors act as absolute qual-
ity levels and allow the comparison of ratings obtained in
different listening conditions or for different test sounds. In
the context of audio coding, several anchors reproducing the
distortions generated by audio coders were proposed in [20],
[26]. Anchors for the evaluation of source separation were also
introduced in [[14]]. We propose a new set of anchors inspired
from [[14] which better fit the target distortions and the artifacts
produced by actual systems. Each anchor is associated with
one of the three aforementioned kinds of distortion.

e The distorted target anchor is created by low-pass filter-
ing the target source signal to a 3.5 kHz cut-off frequency
and by randomly setting 20% of the remaining time-
frequency coefficients to zero.

e The interference anchor is defined as the sum of the
target source signal and an interfering signal. The latter
is obtained by summing all interfering sources and by
adjusting the loudness of the resulting signal to that of
the target.

e The artifacts anchor is defined as the sum of the target
source signal and an artifact signal. In order to generate
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Training on the global quality cormpared to the reference for each test signal

Reference Hixture Test

Piay reference Piay rixture Py | piay | pay | pay
Piay reference Piay mixture prag | piay | pay | ey
Piay reference Piay mixture Py | Piay | pay | piay
Piay reference Piay mixture Py | piay | pay | ey
Piay reference Piay mixture Py | piay | pay | ey
Piay reference Piay rixture Py | piay | pay | pay
Piay reference Piay mixture Py | piay | pay | ey
Piay reference Pray mixture Py | Py | pay | ey
Piay reference Pray mixture Py | piay | pay | ey
Piay reference Piay mixture Py | pay | ey | ey

Experiment 1 Play Play Play

Experiment 2 Piay Play Play

Experiment 3 Play Play Piay

Experiment 4 Play Play Play

Experiment 5 Piay Play Play

Experiment & Play Play Play

Experiment 7 Piay Play Play

Experiment 8 Play Play Play

Experiment 9 Play Play Play

Experiment 10

TRRREE R
PEEE R
TREpprrErEe
TR EERe

Piay Play Piay

T T
(a) Training interface

Fig. 1.
training phase.

musical noise, which can be defined as “generated au-
dible isolated spectral components” perceived as “harsch
and artificial” [[L8], [27] or as “isolated [and] short ridges
in the spectrogram” [23]], [[12]], the latter artifact signal is
created by randomly setting 99% of the time-frequency
coefficients of the target to zero and by adjusting the
loudness of the resulting signal to that of the target.
Fixed choice of the time-frequency transform and the loudness
measure is needed for reproducibility. We consider the short
time Fourier transform (STFT) with half-overlapping 46 ms
sine windows (i.e. the square root of a Hann window) and the
ISO 532B loudness measure [29] because of its availability as
free Matlab softwardl.

III. DATABASE OF SUBJECTIVE SCORES

We collected a set of 6400 subjective scores by imple-
menting the above protocol via a dedicated interface. This
interface is available together with the test sounds, the anchor
sounds and the resulting scores within the PEASS toolkit (see
Section [VI).

A. Test material and subjects

1) Test material: We selected 8 stereo mixtures and 2 4-
channel mixtures of 5 s duration from various datasets of the
2008 Signal Separation Evaluation Campaign (SiSEC) [30].
The target to be estimated was either the stereo spatial image
of one source in the former case or one original single-channel
source in the latter case [30]]. These mixtures were chosen so
as to cover a wide range of source separation settings as shown
in Table [ two or more sources; instantaneous, anechoic,
convolutive or professionally-produced mixtures; male speech,
female speech, singing voice, pitched musical instrument or
drums as the target source. The target-to-interference ratios of
the mixtures ranged from —12 dB to 2 dB. For each mixture,
the 8 test sounds consisted of four sounds generated by
actual source separation algorithms, the reference and the three
anchor sounds. All references were set to the same loudness
using the ISO 532B standard. The sounds from actual source
separation schemes were obtained by 13 different algorithms

Uhttp://www.auditory.org/mhonarc/2000/zip00001.zip

Task 144: rate the global quality comparad to the reference for each test signal - Exparimeant 1/10

Sound A Sound B Sound C Sound D

Sound E

Sound F Sound G Sound H

55 0 10 100
Play reference Play Play Play. Play
Play mixture
Save and proceed

(b) Grading interface

Screenshots of the subjective test interfaces for the training and grading phases of task 1. The reference is not included in the test sounds of the

as described in [3(0)]. From one mixture to another, different
algorithms were chosen in order to favor a wide range of
distortions and state-of-the-art separation methods.

2) Subjects: 23 normal-hearing subjects (excluding the au-
thors) participated in the test, including 13 in Rennes, France,
and 10 in Oldenburg, Germany. All subjects were experts
in general audio applications, as required by the MUSHRA
protocol [20]. They used the same AKG 271 headphones and
performed the test in different offices, in a quiet environment.
The guidelines were written in English.

# Mixture Type Target Interferences
1 Convolutive Speech Male Male, female
2 Convolutive Speech Female Male
3 Anechoic Speech 2 ma!es Male & t_emale
successively successively
Professional Music Male 2 guitars,
4 mix (rock) singer 2 keyboards,
g bass, drums
5 Instantaneous Music Piano Male singer,
(pop) bass
Music Electric Acoustic
6 Instantaneous . .
(pop) guitar guitar, bass
7 Convolutive Speech Male Female
] Professional Music Female Acoustic
mix (bossa nova) singer guitar
9 Convolutive Speech Male 2 males
10 Convolutive Music Drums Femal.e SIger,
(rock) electric guitar
TABLE I

MIXING CONDITIONS, TYPE OF SOUNDS AND NATURE OF THE TARGET
AND INTERFERING SOURCES FOR EACH OF THE TEN TEST MIXTURES.

B. Statistical analysis of the results

1) Detection of outlier subjects: A post-screening was ap-
plied so as to discard outlier subjects that may have misunder-
stood the guidelines. This post-screening was performed on the
scores related to the hidden reference and the anchor sounds
for all mixtures only. Indeed, a consensus among subjects is
expected over these sounds since they involve either no distor-
tion or a single kind of distortion. By contrast, subjects may
have individual rating strategies over the remaining sounds
involving multiple distortions due their individual perceptual
weighting of each kind of distortion.



We used the multivariate Mahalanobis distance-based outlier
detection technique in [31]]. The set of subjective scores of
subject m is considered as a vector y,,. Let us denote by d?, =
(Ym —1y) 2y Yym — p,)" the squared Mahalanobis distance
between y,, and the empirical data mean ., 3y being the
empirical data covariance. The distances d,, are assumed to
be distributed according to a x? law [31]]. Hence, by matching
the empirical and theoretical cumulative distributions, outliers
are obtained as points of the empirical distribution above the
0.975 quantile of the theoretical x? distribution [31]]. In the
current case, 3 outliers were detected among the 23 subjects
and removed for subsequent use of the subjective scores.

2) Effect of location: To substantiate confidence in the
results, an analysis of variance (ANOVA) was performed re-
garding the subject location (Oldenburg vs. Rennes). We used
SPSS Statistics 12.CH with a significance level of o = 0.05.
The two locations were a “between” factor while the four
tasks and the 10 mixtures were “within” factors. We obtained
highly significant effects of tasks (> = 0.837) and mixtures
(n? = 0.567), with all p < 0.05 and corrected F-values from
92.3 to 23.6. No significant effect of locations was detected
(F(1,18) < 1, p = 0.597, n? = 0.01). As a result, location
did not have a significant influence on the subjective scores.

3) Statistical analysis for hidden references and anchors: A
separate statistical analysis of the subjective ratings is provided
for the set of hidden references and anchors and for the
set of sounds from actual source separation schemes. The
statistical analysis related to the hidden references and anchor
sounds is presented in Fig. [2l It shows that for each task, the
hidden references were scored around 100, as expected, with a
very narrow confidence interval (less than 1). The confidence
intervals related to anchor sounds are wider, with half-widths
from £1.4 to £12.6.

Task 1 — Global quality Task 2 — Target preservation

100} + - 100f+- ; -
. 1
g f
B B0 50 e
S
7] i i !
Ref Target Interf. Artif. Ref Target Interf. Artif.
Task 3 — Other source suppression Task 4 — Additional artificial noise
100f+~ [EEEEERERENIE 100f s }
e Jf {
[&]
B0 50 e
Ne)
>
3 {
I
Ok ML AL 0

Ref Target Interf. Artif. Ref Target Interf. Artif.

Fig. 2. Mean and 95% confidence intervals of the subjective scores for the
hidden references and the three anchor sounds (abcissa) for each of the four
tasks (subfigures).

The mean values in Fig. Plindicate that all anchors have low
scores for task 1 (global quality), as expected. For tasks 2 to 4,

Zhttp://www.spss.com/software/statistics/advanced-statistics/

IEEE TRANSACTIONS ON AUDIO, SPEECH AND LANGUAGE PROCESSING

| Tasks [| Min. | Average | Max |
Task 1: Global score +2.8 +6.5 +9.0
Task 2: Target preservation +2.9 +8.1 +12.9
Task 3: Other source suppression +2.4 +6.5 +9.7
Task 4: Additional artificial noise +5.0 +9.5 +13.3

TABLE I
MINIMUM, AVERAGE AND MAXIMUM WIDTH OF THE 95% CONFIDENCE
INTERVALS (IN GRADING POINTS) OVER THE SUBJECTIVE SCORES OF THE
SOURCES ESTIMATED BY ACTUAL SOURCE SEPARATION ALGORITHMS.

the anchor related to the considered task has a low score while
the other ones have high scores, except for the distorted target
anchor in task 4. Indeed, the distorted target anchor presents
large distortions which do sound as artificial noise. Conversely,
the artifacts anchor does not have a low score in task 2 since
artifacts do not sound as target distortion. Thus, we see that the
three anchors involve independent distortions to some extent
only. Future investigations may be needed to identify the kinds
of target distortions that are subjectively correlated with the
target and design more independent anchors.

4) Statistical analysis for test sounds produced by separa-
tion schemes: The confidence intervals related to the sounds
from actual source separation algorithms are summarized in
Table [l All half-widths are lower than 15, which is satisfying
given the width of the grading scale and of the same order
as in [14], [15], [[16], [17]. Note that narrower confidence
intervals were obtained for tasks 1 (global quality) and 3
(suppression of other sources), which indicates a slightly
higher agreement of the subjects on these tasks than on tasks
2 and 4.

IV. MULTI-CRITERIA OBJECTIVE MEASURES

We now design a family of four objective measures aiming
to predict the subjective scores of the above test. The proposed
approach consists of splitting the distortion signal into a sum
of components related to target distortion, interference and
artifacts, of assessing their perceptual salience using auditory-
motivated metrics and of combining the resulting features via
nonlinear mappings. The distortion components are extracted
using a new approach described in Section [V=Al and validated
in Section while the derived measures are detailed in
Section V=3

In the following, we consider a mixture with I channels and
J sources indexed by ¢ and j respectively. The spatial image of
source j sampled at time ¢, i.e. its contribution to each mixture
channel 4, is denoted by s;;(t). We assume that the true spatial
images of all sources are known. For a given target source j,
we evaluate the quality of source spatial image estimation [30)]
by comparing the multichannel spatial image 5;;(t) estimated
by some source separation algorithm to the target s;;(¢). The
following derivations can be applied in a straightforward way
to the problem of source signal estimation [30] by replacing
these signals by the estimated and target single-channel source
signals §;(¢) and s;(t) instead.

A. Distortion component model and estimation

Following [21]], we split the distortion between the estimate
3;5(t) and the target s;;(¢) into the sum of a target distortion
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t t . i
component ¢, (t), an interference component ¢}"(t) and

an artifacts component e‘;;‘if(t) such thaff

Sij(t) = sij(t) = €3 () + el (t) + (1) (1)
In order to perform this decomposition, one must specify
how the target distortion and interference components relate
to the true source signals. It remains unknown however how
the auditory system segregates the streams associated to these
components. One approach [21] is to assume that these compo-
nents are linearly distorted versions of the true source signals,
where distortion is modeled via multichannel time-invariant
Finite Impulse Response (FIR) filters. The algorithm in [21]
computes the coefficients of these filters by two nested least-
square projections: first, the distortion signal is projected onto
the subspace spanned by delayed versions of all source signals
spt—7),1<k<I,1<1<J,0<7<L-1,5s0asto
obtain et;-rge[(t) + €l°(t); then it is further projected on the
smaller subspace spanned by delayed versions of the target
signal sg;(t —7), 1 <k <I,0<7<L-1,so0 as to obtain
e?}rgel(t) alone; finally, e';-‘;‘if(t) is defined as the residual. The
filter length L is typically set to 32 ms [21].

Despite their use in several evaluation campaigns [21]], [30],
[32], the resulting distortion components do not always fit
those perceived by human listeners. This can be checked
by listening to the audio examples accompanying [9] or the
current article (see Section [VI). For instance, one can often
hear the original sources when listening to the artifacts com-
ponent. This is due in particular to the time-invariant model
which does not fit the time-varying nature of the encountered
distortions and to the constant frequency resolution of the FIR
filter which does not match that of the ear. A time-varying
decomposition was proposed in [9]]. However, due to its large
computational cost, it was restricted in practice to filters with
both low frequency resolution and low time resolution [9] and
consequently did not improve the results. Another issue is that
the target distortion component may be nonzero even when
the target is not distorted. Indeed, due to the nested projection
algorithm, the target distortion component includes part of the
target source signal s;;(t) in addition to the interfering source
signals s;;(t), [ # 7, as soon as these signals are correlated.

The proposed decomposition algorithm aims to fix these
issues and output more perceptually relevant distortion com-
ponents by approximating the auditory time-frequency resolu-
tion. As illustrated in Fig. [ it involves three successive steps:
firstly, all signals are partitioned into time- and frequency-
localized signals via a gammatone filterbank [33] followed
by downsampling and windowing; secondly, a time-invariant
FIR-based decomposition is performed in each subband and
each time frame by joint least-squares projection; finally,
time-domain signals are reconstructed via overlap-and-add
(OLA) and filterbank inversion. Besides its desirable auditory-
motivated resolution, the filterbank makes it possible to de-
crease the filter length and hence the computational cost of
each decomposition. We now describe the details of each step.

3 An additional residual noise component may be defined when considering
noisy mixtures [9].

—r—
Segment. refBoL i
A > o et 5 i inv.
5,-,1 frames artif fgp-{or | filter f—9 Sj
Sib : |bank
Ly
| inv.
et gl filter |— "5
jb . i
_ : |bank
Segment. > t— —
into m
frames <oy 11>
— interf 4
e. l : | Inv. y
B Lt fiter [ "
i |bank
artif |
jb o
>
| inv.
— : i
5 Segment. rer|->{orA] [P flter [—> e“y'"
J:B Lypd ™ into tarpet = : |bank
frames artif LAl >
Time-frequency  Least-square: Time-domain
analysis projection resynthesis

Fig. 3. Block diagram of the proposed algorithm for the decomposition of
an estimated source into the sum of the target source and three distortion
components corresponding to target distortion, interference and artifacts.

1) Time-frequency analysis: We split the estimated source
signal s,;(¢) and the true signals of all sources sg;(t), 1 <
kE <1I,1<1<J, into subband signals §;;(t) and sk (¢)
indexed by b using a bank of 4th-order gammatone filters
as implemented in [33]], [34]. The center frequencies are lin-
early spaced on the auditory-motivated Equivalent Rectangular
Bandwidth (ERB) scale from 20 Hz to the Nyquist frequency.
This scale is approximately linear at low frequencies and
logarithmic at high frequencies. To ensure good reconstruction
properties, the number of filters per ERB is set to 3. All
subband signals are downsampled by a factor equal to the
ratio of the Nyquist frequency and the filter bandwidth i.e.
1 ERBA.

In each subband, the estimated source signal §;;;(¢) and the
delayed true source signals sp;p(t —7), 1 <k < I, 1 <1<
J, —L/2 < 7 < L/2, are partitioned into overlapping time
frames indexed by u via

Sijbu(t) = wa(t)Sijp(t — ulN) (2)
Shipn (t) = wa () sk (t — uN — 7) 3)

where w, denotes the analysis window and N the stepsize.
We employ a sine window with fixed length 7' and stepsize
N =T/4. Due to downsampling, this translates into variable
time resolution in the original time domain: the time resolution
in each subband is inversely proportional to its bandwidth.
Several window lengths are considered in Section [V=0 and
shown to be non critical.

2) Joint least-squares decomposition: Due to the wide
bandwidth of gammatone filters, the distortion components are
estimated by an additional filtering in each subband and each
time frame. These components are defined by multichannel
time-invariant FIR filtering of the target source signal and
the interfering source signals, respectively, while the artifacts

“4For simplicity, we also denote by ¢ the time index after downsampling.



component is given by the residual distortion:

I L/2
o) =D > Qijpuks (7)s7 6 (t) “)
k=17=—L/2
L/2
ejou (t) ZZ D ijbukt (T) 8 (t) )

k=11#j r=—L/2
e (t) = Sijou (t) — st (1) —

Note that, unlike [9]], [21]], centered FIR filters are used and the
interference component explicitly excludes the target source j.
The filter coefficients are computed by least-squares projection
of the distortion ;s (t) — 5;,, (t) onto the subspace spanned
by the delayed source signals sf;;,, (1), 1 <k <I,1<1<J,
—L/2 < 7 < L/2. Classically, the optimal (L + 1)IJ x 1
vector of coefficients is given by o jp, = S;u(gijbu — Sijbu)
where §iﬂm and s;;p, are respectively the estimated and true
T x 1 vectors of target source samples, Sy, is the T'x (L+1)I.J
matrix of delayed true source samples and * denotes matrix
pseudo-inversion.

The filter length L is set to a constant. Various lengths are
considered in Section [=-O Again, due to downsampling, this
translates into variable auditory-motivated frequency resolu-
tion in the original time domain.

3) Time-domain resynthesis: Full-duration distortion com-
ponents are reconstructed from the time-localized components
in each subband using OLA

el_a_fget (t) _ ei_n_terf(t) (6)

ijbu ijbu

i (0= 2wt —uN)ERi e —ul) )
elnet (¢) Z ws(t — uN)elr (t — uN) ®)
j;‘llf Z wg(t — ulN) j;%z(t —uN) 9)

where w; is a sine synthesis window of length 7' such that
oL ws(t — uN)wa(t — uN) = 1. Finally, the fullband dis-
tortion components e;;* (t), el () and e2(¢) are obtained
using the synthesis ﬁlters [33] associated w1th the gammatone
filterbank. In order to account for inaudible but measurable
distortion due to filterbank inversion, the fullband estimated
and true target signals 5;;(¢) and s;;(t) are also reconstructed
from their subbands §;;,(¢) and s;;,(t). These reconstructed

versions are used in place of the original signals from now on.

B. Evaluation of the signal decomposition

An objective evaluation of the distortion decomposition is
not obvious to design since reference signals for the dis-
tortion components are not available. Moreover, the creation
of synthetic reference signals is not possible since it would
imply some reductive a priori on the distortions, e.g. on the
choice of time and frequency resolution or on the definition of
artifacts. In order to validate the proposed method, the salience
of the distortion components obtained via the state-of-the-art
[21]) (see Section [V=A) and the proposed decomposition are
compared in Fig. B over the data of Section Il Two series
of scatter plots are shown depending on the salience criteria
defined hereafter in Section[[V=C} either the energy ratios given
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by ), @@ and ([@) or the features qlarget qi;“erf and qﬁ1rllf
obtained from the auditory-based PEMO- Q metric [33] in (ﬂﬂ)

(@& and (. Circled items can be listened to as part of the
sound examples of the PEASS toolkit (see Section [V).
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Fig. 4. Scatter plot of the energy ratios in dB (top) and the PEMO-Q-based
features (bottom) for the state-of-the-art distortion decomposition (y-axis) vs.
the proposed distortion decomposition (x-axis). The maximum value of energy
ratios have been limited to 40 dB. Circled items can be listened to as part of
the sound examples of the PEASS toolkit (see Section [YI).

Many points are far from the diagonal dashed line, showing
that the proposed decomposition differs from the state of the
art for many of the tested sounds. In general, salience values
are differently distributed for the PEMO-Q-based criteria and
for the energy ratios. When listening to the artifacts compo-
nents, one can realize that the sources are well removed with
the proposed method whereas they can still be heard with the
state-of-the-art one. This can be observed in the right plots of
Fig. Bl where points are in the bottom part of the plots since
the artifacts components obtained with the proposed method
contains less energy. The proposed method also enhances the
relevance of the target distortion and interference components,
which results in scattered points in the left and center plots.
Note that in the left plots, the vertically aligned points on
the right side correspond to the interference anchor sounds
for which an almost ideal decomposition is obtained with the
proposed method thanks to joint projection onto all source
signals, while the state-of-the-art one erroneously provides a
nonzero target distortion due to nested projections.

C. Component-based objective measures

Given some decomposition of the distortion, like the ones
presented in [21]] or in Section [V=Al we now aim to assess
the similarity between the estimated and the reference source
signal according to each of the four subjective rating tasks
of Section [ The state-of-the-art approach in the source
separation community consists in measuring the salience of the
overall distortion and of the target distortion, interference and
artifacts components by means of energy ratios called respec-
tively the Signal to Distortion Ratio (SDR), the source Image
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to Spatial distortion Ratio (ISR), the Signal to Interference
Ratio (SIR) and the Signal to Artifacts Ratio (SAR) [21]]:

D D 1si ()]

DR, = 101 1
PP = 1010810 =215 — s O (1o
. i ()]
ISR, — 10log, =it |ir;e(t)| - (11
Zi Zt |eij ®)l
. i ) + Fargel t 2
SIR; = 101log;, 2 2ilsig(t) + ey ()] (12)

Do Do lener(t))?
S5 20 i (1) + €55 (t) + el (¢) )2

SARJ = 1010g10 Z Zt |e‘i'r.tif(t)|2
i ij

13)

These energy ratios do not always fit the perceptual salience
of each component within the estimated source. For instance,
low frequency components affect more energy ratios than
perception. Also, the auditory masking of soft distortion com-
ponents by the target signal or by louder distortion components
is not taken into account.

In order to overcome these issues, we adopt the two-step ap-
proach in Fig. )l First, we assess the salience of each distortion
component using auditory model-based metrics. Note that this
differs from the conventional use of such metrics, which are
applied to the overall distortion instead of individual compo-
nents [24], [25)]. Then, we combine the resulting component-
wise salience features by nonlinear mapping, yielding a family
of four objective measures:

e the Overall Perceptual Score (OPS),

o the Target-related Perceptual Score (TPS),

o the Interference-related Perceptual Score (IPS),

o the Artifacts-related Perceptual Score (APS).

The details of each step are as follows.

overall
PEMO-Q j
S;i—* PSM >
§ —
target
8¢ —>| "pams [
OPS
. TPS
%3 v - IPS
inter APS
& _ interf PEMO‘Q i -
e ——] e >
gj ‘
0 qartif
5§ —ef —p PEMSOM-Q ! %] Nonlinear
o mapping

Fig. 5. Block diagram of the proposed algorithm for the computation of the
OPS, TPS, IPS and APS criteria from the distortion components.

1) Component-wise salience features: We employ the per-
ceptual similarity measure (PSM) provided by the PEMO-Q
auditory modef] [35]. The perceptual salience of the overall

SWhen using the PEMO-Q software, the options delay compensation, pause
cut and level alignment are disabled since the signals to be compared are
aligned and silence segments or gain distortion must be evaluated.

distortion and of each specific distortion component is assessed
by comparing the estimated source signal with itself minus the
considered distortion. This yields the following four features:

g5 = PSM(8;,s;) (14)
¢ = PSM(8;,8; — ™) (15)
¢ = PSM(8;,8; — el"") (16)

¢ = PSM(8;,8; — e¥™) (17)

where bold letters denote the single-channel vectord] for all
time indexes t.

2) Nonlinear mapping: Following other objective mea-
sures [23], [33], [LS)], a nonlinear mapping is applied to
combine these features into a single scalar measure for each
grading task and to adapt the feature scale to the subjective
grading scale. We assume that the vector of features qj,
for a given task 7 involves either the four features q;. =
[qver, ;-‘”get, et g3 or a subset of these.

Complex shapes of nonlinear functions can be simulated
by using several sigmoids. We employ a one hidden layer
feedforward neural network composed of K sigmoids, the
number of sigmoids being chosen empirically (see Sec. [V=A).
Each feature vector qj, is mapped into an OPS, TPS, IPS or
APS score z;» = fr(q;r) via the function

K
fr(q) = Zvrk g(Wqu + brk)
k=1

(18)

where g(z) = 1/(1 4+ e~*) is the sigmoid function and v,,
w, and b, denote respectively the output weight, the vector
of input weights and the bias of sigmoid k. Table [[Ill presents
the various configurations of input vectors which are tested
and discussed in Section [V]

The neural network parameters are trained using Matlab’s
fmincon optimizer so as to minimize the mean square error
between the predicted score z ;- and the subjective scores ¥y,
of all subjects m. This is equivalent to minimizing the mean
square error between x;, and the mean subjective score ¥y

V. EVALUATION OF THE OBJECTIVE MEASURES

We assessed the ability of the family of objective measures
proposed in Section [Vl to predict the subjective scores of Sec-
tion [ In particular, the following factors were investigated:
the use of the proposed distortion decomposition as opposed
to that in [21]], the choice of the window and filter lengths T’
and L, the use of PEMO-Q as opposed to energy ratios and the
various configurations of the feature vector. In order to ensure
a fair comparison, the nonlinear mapping defined in Eq. (I8)
is used in all cases to match the objective scores as well as
possible. In the case of energy ratios, the same configurations
of the feature vector are employed as in Table [l with q;?"era“,

L g™ and g3 being replaced by SDR;, ISR, SIR;
and SAR; respectively.

SPEMO-Q only handles single-channel signals. An extension to multichan-
nel signals can be obtained by concatenating all channels into a single one.



Feature
vector Task 1 Task 2 Task 3 Task 4
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1 q(])verdll ql;lrget qunlerf qdrtlf
target larget
) 4q; 4q;
artif drtlf
q; q;
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4a; q; 4a; 4a;
target target target tdrgel
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interf interf interf interf
q; 9 qj qj
artif artif artif artif
9j 9; 9j 9j
TABLE III

FOR EACH TASK (COLUMN), SEVERAL CONFIGURATIONS OF FEATURE
VECTORS ARE INVESTIGATED, DEPENDING ON THE NUMBER OF
FEATURES (ROWS).

A. Training and test data and evaluation metrics

In order to account for performance bounds due to subject
disagreement, we assess prediction performance with respect
to the individual subjective scores. For each task r, let us
denote by {y,,m } the set of subjective scores of all sounds j
by all subjects m and by %, its mean. For a given objective
measure, we denote by z;,.,, the prediction of ¥;,,,, which
does not depend on m, and by Z, the mean of {z;,.,}. Each
objective measure is evaluated via the following criteria, as
defined in [36]:

e the prediction accuracy z:glven by Pearson s linear corre-
(Yjrm—9r)
Jm

\/Ejm (IJ7 m IT) \/ij(yﬂm_?jr)2 ’

e the prediction monotonicity given by Spearman’s rank
correlation, i.e. the linear correlation coefficient be-
tween nf,.,. and nj.  where n%, (resp. n, ) is the
rank of 2 .., (resp. y;,m,) after sorting in ascending order,

o the prediction consistency given by 1 — R,, where the
outlier ratio Iz, is the proportion of sounds j and subjects
m for which the prediction error |z jym — Yjrm| is larger
than twice the standard deviation of the subjective scores

for that souncﬂ

(Tjrm—Tr)

lation coefficient

These criteria are expressed as real-valued figures between -1
and 1 or between 0 and 1.

The subjective scores collected in Section [Tl were used both
to train the neural network parameters and to test the result-
ing objective measures. We considered three cross-validation
settings by splitting the data into a training set and a test set
according to the 10 mixtures, to the 20 subjects or both. These
settings did not significantly affect the trends of the results. In
the following, we consider the most challenging setting aiming
to predict the quality of a novel sound for an unknown subject.
For each of 200 folds, the subjective scores of 19 subjects over
9 mixtures are used for training while testing is performed on
the scores of the remaining subject over the remaining mixture.
For each task and each feature vector, the number of sigmoids
K was adjusted between 1 to 8 so as to maximize accuracy.

"Note that outliers in the current section and in section [[IEB1] refer to
different definitions.
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Note that a common way to evaluate the prediction per-
formance consists in correlating objective measures with the
mean opinion scores (MOS). We propose a more detailed anal-
ysis, involving MOS and individual ratings as in [24]]: Table [V]
presents the main performance results when either the MOS or
the individual ratings are used in the correlations, while only
individual ratings are used in the subsequent detailed analysis.
Table [[V] also shows the prediction performance depending
whether the hidden reference and the anchors are used or not
for evaluation — while training includes them in all cases. In
the subsequent analysis, hidden reference and anchors are not
taken into account in order to provide a realistic assessment
over sounds from actual separation algorithms.

| | Accuracy | Monotonicity |
OPS 0.61/0.79/0.90 0.55/70.7470.76
TPS 0.46 7/ 0.70/ 0.79 0.44/70.62/0.78
IPS 0.60/0.72/0.87 0.59/0.69/0.82
APS 0.43/70.71/0.87 0.43/70.71/0.85
SDR 0.37/70.50/ 0.85 0.36 /0.48 7/ 0.63
ISR —0.14/ —-0.16 / 0.53 | —0.07 / —0.07 / 0.35
SIR 0.72/70.85/70.94 0.67/70.79/0.88
SAR 0.31/70.527/0.88 0.31/0.55/70.84

TABLE IV
ACCURACY AND MONOTONICITY OF THE PROPOSED MEASURES VS.
NONLINEARLY-MAPPED STATE-OF-THE-ART FEATURES COMPUTED WITH
RESPECT TO: INDIVIDUAL SUBJECTIVE SCORES WITHOUT ANCHORS NOR
REFERENCES (LEFT), MOS WITHOUT ANCHORS NOR REFERENCES
(CENTER), OR MOS INCLUDING ANCHORS AND REFERENCES (RIGHT).

B. Choice of the decomposition parameters

As a preliminary experiment, we analyzed the performance
of the OPS measure for the prediction of global quality as a
function of the frame length 7" and the filter length L of the
distortion decomposition algorithm. The results are reported
in Table [V] for five different settings of 7" and L expressed
in ms at 1 kHz. All performance figures exihibit very small
variations on the order of +0.02. Thus, these parameters do not
have a crucial influence. The optimal lengths corresponding to
T =500 ms and L = 40 ms at 1 kHz are used from now on.

Tikn, (ms) 300 | 300 | 500 | 500 | 1000

L, (ms) 10 20 20 40 40

Accuracy 0.60 | 0.60 | 0.60 | 0.61 | 0.58

Monotonicity | 0.57 | 0.56 | 0.56 | 0.55 | 0.55

Consistency | 0.86 | 0.86 | 0.86 | 0.87 | 0.85
TABLE V

PERFORMANCE OF THE OPS MEASURE AS A FUNCTION OF THE FRAME
LENGTH T AND THE FILTER LENGTH L OF THE DISTORTION
DECOMPOSITION ALGORITHM EXPRESSED IN MS AT 1 KHZ.

With these settings, the minimum value of the component-
wise salience features obtained by PEMO-Q was equal to 0.37,
0.76, 0.52 and 0.83 for qOVe“111 qtargel ,q}-‘“erf ,q';“if, respectively,
while their maximum Value was equal to 1.

C. Prediction of the global score with the OPS

Fig. [l presents the main results regarding the assessment of
global quality. Performance is analyzed as a function of the
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chosen distortion decomposition algorithm, distortion salience
metrics and feature vector configuration. The proposed OPS
measure achieves the best performance in terms of accuracy,
monotonicity and consistency and improves accuracy by more
than 0.2 compared to nonlinear mapping of the SDR. The
use of PEMO-Q instead of energy ratios results in a dramatic
increase of accuracy of more than 0.1. This definitely validates
the exploitation of auditory-based salience metrics. A smaller
improvement on the order of 0.02 is observed when replacing
the state-of-the-art decomposition [21]] by the proposed one.
Finally, accuracy improves by about 0.1 when using all four
distortion salience features instead of a single feature corre-
sponding to the overall distortion signal. This confirms that the
decomposition of the distortion signal into several components
is beneficial even for global quality assessment, given that
listeners may associate a different weight to each kind of
distortion. Nevertheless, the performance of the OPS remains
somewhat below the upper performance bound corresponding
to performance of the MOS, which suggests that room is left
for future improvement.

|---0ld+SxR - - New+SxR - Old+PSM —New-+PSM|

Accuracy Monotonicity Consistency

1 1 1
0.8 ] 0.8 T ] (L8] i m s,
0.4““_“_“_;.‘4*-“‘ ) 0.4“‘;\_"_'_\“-‘_“""»\”““‘ Q4
01 3 4 G1 3 4 01 3 4

Feature vector size

Fig. 6. Global score prediction performance as a function of the size of the
feature vector, corresponding to different feature vector configurations shown
in the first column of Table [[Tll The four curves correspond to the use of the
state-of-the-art [21] (Old) vs. the proposed (New) distortion decomposition
algorithm and of energy ratio-based (SxR) vs. PEMO-Q-based (PSM) salience
features. The solid curves corresponds to the proposed OPS measure. The gray
lines indicates the upper performance bound corresponding to performance of
the MOS compared to individual scores.

An insight into the neural network trained in the best
configuration — i.e. four inputs and one sigmoid — is given
in the first row of Table [VIl Weights show that the influence
of q;-“‘erf and q';“if is much larger than the influence of q;-’vefa“
and q;argel in the computation of OPS.

Table [VII further compares the proposed OPS measure
with a number of objective measures for the evaluation of
denoising or coding [37], [38], [23], [39] and source separation

[15, p. 7] systems. These measures were scaled and shifted

Urk Wrk bri
OPS = 1) | 13400 01 —02 63 57 =
6252 | —07 84 08 —13 | —9.1
TPS(r=2) | 19101 | 342 —27.0 7.0 -102 | —8.2
S (- =3) | 100.0 71 1.9
100.0 13 115
APS (r=4 1 1500 14.2 143
TABLE VI

PARAMETERS OF THE NONLINEAR MAPPING FOR EACH OBJECTIVE
MEASURE. EACH ROW OF A GIVEN CELL CORRESPONDS TO ONE SIGMOID
k AND EACH COLUMN OF W ,.;, TO ONE INPUT FEATURE AS DEFINED IN
TapLE[TN

| Objective measure | Accuracy | Monotonicity | Consistency |

Energy ratio-based measures
SNR [39] 0.41 0.42 0.72
Segmental SNR [39] 0.51 0.48 0.80
Freq.-wei. seg. SNR [39] 0.59 0.52 0.84
Spectral distance-based measures
Itakura-Saito [39] 0.11 0.30 0.63
LLR [39] 0.39 0.46 0.76
Cepstrum dist. [39] 0.44 0.45 0.79
WSS [39] 0.46 0.46 0.78
Auditory-motivated measures
PEAQ [23] 0.45 0.54 0.75
PESQ [37], [38] 0.54 0.48 0.83
Composite measures
Fox et al. [I15 p. 7] 0.23 0.20 0.34
Composite meas. [39] 0.61 0.56 0.83
OPS 0.61 0.55 0.87
TABLE VII

GLOBAL SCORE PREDICTION PERFORMANCE ACHIEVED BY VARIOUS
STATE-OF-THE-ART AUDIO QUALITY MEASURES COMPARED TO THE
PROPOSED OPS MEASURE.

so as to ensure a fair evaluation of consistency. The OPS
outperforms all concurrent measures. On average, conventional
auditory-motivated measures do not perform better than energy
ratio-based measures, while spectral distance-based measures
perform worse despite their appropriateness for speech recog-
nition [[7]. The composite measure in [3Y] provides similar
accuracy and monotonicity to the OPS but lower consistency,
which indicates that the OPS generates fewer outlier values.

D. Prediction of specific scores with the TPS, IPS and APS

The results for the assessment of the preservation of the
target source (task 2), the suppression of other sources (task
3) and the absence of additional artificial noise (task 4), are
reported in Fig. [ Performance is analyzed again as a function
of the chosen distortion decomposition algorithm, distortion
salience metrics and feature vector configuration.

As a general trend, quality assessment is improved by the
proposed measures except for task 3, for which state-of-the-
art measures performed already quite well. For all systems,
the absolute values of accuracy and monotonicity for tasks
2 and 4 are about 0.1 to 0.2 lower than for tasks 1 and 3,
which show that quality is more difficult to predict regarding
the former. This is mostly due to the fact that a larger
consensus between subjects was observed for the assessment
of interference suppression than for that of target preservation
and artificial noise.
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Fig. 7. Prediction performance of specific scores as a function of the size
of the feature vector, corresponding to different feature vector configurations
shown in Table [[Tll The four curves correspond to the use of the state-of-the-
art [21] (OId) vs. the proposed (New) distortion decomposition algorithm and
of energy ratio-based (SxR) vs. PEMO-Q-based (PSM) salience features. The
solid curves correspond to the proposed TPS, IPS and APS measures. The gray
line indicates the upper performance bound corresponding to performance of
the MOS.

The benefit of the proposed measures is important for
task 2. The TPS using all four distortion salience features
increases accuracy and monotonicity by 0.5 or more compared
to nonlinear mapping of the ISR in [21]. Again, this is due
both to the proposed distortion decomposition algorithm and
to the use of PEMO-Q. The parameters of the neural network
reported in Table [Vl show that one sigmoid mainly depends
on q;-arget while the second one mainly depends on ¢3!
By contrast, the best results for tasks 3 and 4 are obtained
when using a single feature corresponding to the interference
component or to the artifacts component respectively. The
APS provides a smaller performance improvement on the
order of 0.1 compared to nonlinear mapping of the SAR
in [21] while the IPS provides small performance decrease
compared to nonlinear mapping of the SIR in [21]. Note that
an additional comparison showed that when using a single
feature, the use of non-linear mapping or of the raw feature as
a prediction measure do not change accuracy and monotonicity
significantly. Hence, the main benefit of non-linear mapping
comes from its ability to combine the features rather than to
provide a non-linearity across each feature dimension.

Hence, the major benefit of the proposed measures concerns
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the assessment of target distortion rather than that of interfer-
ence suppression and artificial noise. This can be explained by
the fact that the salience of target distortion is badly assessed
via an energy ratio due to the strong perceptual correlation be-
tween the target signal and the target distortion component. By
contrast, interference and artifacts components are relatively
independent from the target, so that fewer auditory masking
effects arise.

VI. THE PEASS TOOLKIT

We released the subjective test guidelines and the Matlab
listening test software of Section [l the 80 test sounds and
the subjective scores of Section [[Ill and Matlab software im-
plementing the OPS, TPS, IPS and APS measures proposed in
Section [[M] as a toolkit called PEASS, standing for Perceptual
Evaluation methods for Audio Source Separatimﬂ All mate-
rial is freely available under either the GNU Public License or
Creative Commons licenses, except PEMO-Q which is free for
academic use only. Among all system configurations tested in
Section [Vl we select the one leading to the best accuracy for
each of the four measures, retaining the coefficients reported
in Table [VIl This toolkit can be used both for the evaluation
of existing and future audio source separation algorithm and
for the training of future performance measures. This toolkit
is also part of the evaluation measures used within the 2010
Signal Separation Evaluation Campaign (SiSEC) [32]].

VII. CONCLUSION

We proposed a dedicated multi-criteria protocol for the
subjective evaluation of audio source separation and a family
of objective measures aiming to predict the resulting subjective
scores. Four quality criteria were considered, namely global
quality, preservation of the target source, suppression of other
sources and absence of additional artificial noise. We collected
a dabatase of 6400 subjective scores for a wide variety of mix-
tures and separation algorithms and showed that the proposed
OPS, TPS, IPS and APS measures increase correlation with
subjective scores up to 0.5 compared to nonlinear mapping
of the individual state-of-the-art SDR, ISR, SIR and SAR
source separation measures. These results show the benefit
of a subband-based decomposition of the distortion signal
into multiple components and of auditory-based methods for
the assessment of the salience of each component, as well
as the need of combining multiple salience features for the
assessment of global quality and target distortion. While an
FIR spatial and time distortion model was used in gammatone
subbands, more results in the field of auditory scene analysis
would be needed to design a truly auditory-based decomposi-
tion.

We hope that the proposed subjective test protocol could
become the basis for a future improved standardized subjective
test protocol. Also, we believe that the proposed objective
measures could be adapted to evaluate the perceived quality
in different application scenarios where the sources are not
directly listened to, but subject to remixing or simultaneous

g http://bass-db.gtorge.inria.fr/peass/
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3D rendering, enabling the evaluation of advanced rendering
attributes which cannot be accurately computed from the
mixture today. The target signal to be estimated would then be
the remix or the rendering of the true sources and the proposed
decomposition procedure could be used to decompose the
distortion into inteference resulting in spatial spreading of the
rendered sources and artifacts which may or may not be heard
depending on the presence of maskers.
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