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Height-Bounded Memory Visibly Pushdown Transductions

Emmanuel Filiot, Olivier Gauwir?, Pierre-Alain Reyniek, Frédéric Servais

! Université Libre de Bruxelles 2 Université de Mons
3 Université de Provence

Abstract. We consider the problem of the streaming evaluatian iq a single
left-to-right pass) of a nested word transduction with atithamount of memory.
A transductionT is said to be bounded memory — BM (resp. height bounded
memory — HBM) if it can be evaluated with a memory that depeowly on
the size ofT" (resp. only on the size ¢f and on the height of the input word).
We show that it is decidable for a nested word transductidimeié by a visibly
pushdown transducer (VPT), if it is BM or HBM. In the lattersea the required
amount of memory may depend exponentially on the height efvibrd. We
exhibit a sufficient, decidable condition for a VPT to be erzdibd with a memory
that depends quadratically on the height of the word. Thigliton defines a
class of transductions that strictly contains all deteinaible VPTs.

1 Introduction

Static analysis of memory requirements is an importantftm@nsuring system robust-
ness. In this paper, we investigate static analysis of mgnsage for the execution of
programs defined by transducers. We focus on the transdsatimested wordsi.e.
words, such as XML documents, with a recursive structurerddeer, we assume that
the input word is atreami.e. it can be read only once, from left to right.

First, we tackle the problem of deciding, given a transduebether the memory
needed for performing the transduction is boundedwhether it depends only on the
size of the transducer and not on the input word. In that easesay the transduction is
bounded memor{BM).

However, when dealing with nested words in a streamingggtthe bounded mem-
ory requirement is quite restrictive. Indeed, even perfogsuch a basic task as check-
ing that a word is well-nested or checking that a nested wetdrys to a regular lan-
guage of nested words requires a memory dependent on tH# (thig level of nesting)
of the input word [10]. This observation leads us to the sd@prestion: decide, given a
transducer, whether the transduction can be evaluatedawittmory that depends only
on the size of the transducer and the height of the word (budmdts length). In that
case, we say the transductiorhisight bounded memo(iABM).

When the transduction is defined by a finite state transdtiverransduction is
bounded memory if and only if the transducer is subsequeaide. This is decidable
in PTIME [5, 12]. However, as observed above, finite state machiresaradequate,
in general, to deal with nested words. A pushdown machir@valito keep track of
the nested structure. But, for arbitrary pushdown transdyy8M and HBM are both
undecidableVisibly pushdown transducef8PTs) form a subclass of pushdown trans-
ducers adequate for dealing with nested words. They definsductions of words over
a structured alphabet, partitioned into call, return aterimal symbols. Like for visibly



pushdown automata [2], the stack behavior is imposed byytie af symbols read by
the transducer: for a call symbol (i.e. when entering in agitaahal level of nesting),
the transducer has to push a stack symbol, and for a returbdy@hen exiting a
level of nesting), the transducer has to pop a stack symboth® output sideyYPTs
can produce arbitrary words on transitions. Those regtriston stack operations make
several interesting problems that are undecidable fotrarlipushdown transducers
decidable folVPTs [11, 6]. Most notably, functionality and functional equieace are
decidable, in PTME and ExPTIME respectively [6]. FunctionalPTs are strictly more
expressive than deterministiPTs. For instance, swapping the first and last letters of
a word requires non-determinism as we have to guess thettest |

In this paper, we show that BM and HBM are decidable V®1Ts. In the latter
case, the required amount of memory may depexgbnentiallyon the height of the
word. We exhibit a sufficient, decidable condition foV&T to be evaluated with a
memory that dependsuadraticallyon the height of the word. This condition defines
a class of transductions that strictly contains all determaibleVPTs. More precisely,
our contributions are the following.

Contributions First, we give a general space-efficient evaluation algorifor func-
tional VPTs. When the transducer is non-deterministic, at each stegralvansitions
may apply and produce different output words that have tadred in memory until
we can decide which of them will be part of the whole outputdva@kt any time, the
number of configurations of the (non-deterministic) trarcst as well as the number of
output candidates to be kept in memory may be exponentiatisize of the transducer
and the height of the input word (but not in its length). We asempact representation
of sets of configurations and output candidates, such thenwhe maximal difference
between any two output candidates is bounded, our algornitbes a memory poly-
nomial in the size of the transducer and the height of thetimmrd. This algorithm
applies on any reduced functiondPT, i.e. any functional/PT whose accessible con-
figurations are also co-accessible. If MBT is not reduced, it has to be reduced with
possibly an exponential blow-up.

We show that height bounded memory is undecidable for argifrushdown trans-
ductions, but decidable in NRWE for transductions defined byPTs. In particular,
we show that the previously defined algorithm runs in heightridled memory iff the
VPT satisfies some property. This property is an extension osthealledtwinning
propertyfor FSTs [4] to nested words. We call this property therizontal twinning
property, as it only cares about configurations of the transducers stiack contents
of identical height. This property only depends on the tdaigtion,i.e. is preserved by
equivalent transducers.

Then, we prove that when& T-transduction is height bounded memory, the mem-
ory needed may be exponential in the height of the word. Toerewe exhibit a
subclass of visibly pushdown transductions, tlvaaned transductiongor which per-
forming the transformation with our algorithm uses a menwurgdraticin the height
of the input word. This class is characterized by a twinningpprty that takes the
height of the configurations into account.\T satisfying this twinning property is
calledtwinned We show, via a non-trivial reduction to the emptiness otolasvn au-
tomata with bounded reversal counters, that it is decidadP TiIME whether &VPT
is twinned. Moreover, the most challenging result of thipgrais to show that being
twinned depends only on the transduction and not otVfhE that defines it. Thus, this



property indeed defines a class of transductions. As a caesegq of this result, we
can easily show that all subsequentializallTs are twinned, because subsequential
VPTs trivially satisfy the twinning property. The class of twied transductions cap-
tures a strictly larger class than subsequentializ&til@s while staying in the same
complexity class for evaluation, i.e. polynomial spaceha height of the input word
when the transducer is fixed.

Related Work XML documents are a particular case of nested words, wheralth
phabet is partitioned into opening and closing tags, an@faspening tagla), there

is a unique matching closing taga). In this context, the online evaluation problem
amounts to evaluating a functional transduction of an ingndument produced in a
streaming fashion. Streaming processing has been ex¢énsiudied for validating
[10, 9] and querying [7] XML streams. Querying consists ifeséng a set of tuples of
nodes in the tree representation of the XML document. Foradmmueries (selecting
nodes instead of tuples), this can be achieved by a fundtMiP@ returning the input
stream of tags, annotated with Booleans indicating seledty the query. However,
functional VPTs cannot encode queries of arbitrary arities. The setting\&Ts is

in fact different to query evaluation, because the outpsttbebe produced on-the-fly
in the right order, while query evaluation algorithms campot nodes in any order: an
incoming input symbol can be immediately output, while deoicandidate is still to be
confirmed. This makes a difference with the notion of coneny of queries, measur-
ing the minimal amount of candidates to be stored, and fockvhigorithms and lower
bounds have been proposed [@RTs also relate to tree transducers [6], for which no
comparable work on memory requirements is known.

2 Visibly Pushdown Languages and Transductions

Words and nested wordket X be a finite alphabet partitioned into three disjoint sets
Y., X andX,, denoting respectively theall, return andinternal alphabets.We denote
by X* the set of (finite) words over’ and bye the empty word. The length of a word
u is denoted byu|. For all wordsu, v € X*, we denote by: A v the longest common
prefix of uw andv. More generally, for any non-empty finite set of wodsC X*, the
longest common prefix df, denoted bycp(V'), is inductively defined bicp({u}) = u
andlep(VU{u}) = lep(V) Au. The set ofvell-nestedvords X is the smallest subset
of X* such thatyy C X% andforallc € X, allr € X, allu,v € X5, cur € X7,
anduv € X7 . Letu = oy ...a, € X* be a prefix of a well-nested word. A position
i € {1,...,n} is apending callif o; € X, and forallj > i, ;... a; ¢ X,. The
heightof « is the maximal number of pending calls on any prefix.pf.e.

h(u) = max<;<n|{k |1 <k <i,anisapending call ofy; ... a;}|

For instanceh(crerce) = h(cererr) = 2. In particular, for well-nested words, the
height corresponds to the usual height of the nesting streictf the word.

Given two wordsu,v € X*, the delayof v andv, denoted byA(u,v), is the
unique pair of wordgu’, v") such thatu = (u A v)u’ andv = (u A v)v’. For instance,
A(abe,abde) = (c,de). Informally, in a word transduction, if there are two output
candidates, andv during the evaluation, we are sure that we can outpntv and
A(u,v) is the remaining suffixes we still have to keep in memory.



Fig. 1. A functional VPT with X, = {c}, X, = {r,7'} and X, = {a, b}

Visibly pushdown transducergPTs) As finite-state transducers extend finite-state au-
tomata with outputs, visibly pushdown transducers extasithly pushdown automata
with outputs [6]. To simplify notations, we suppose that theput alphabet i, but

our results still hold for an arbitrary output alphabet.omhally, the stack behavior

of aVPT is similar to the stack behavior of visibly pushdown autan@PA). On a

call symbol, theVPT pushes a symbol on the stack and produces some output word
(possibly empty), on a return symbol, it must pop the top syinolbthe stack and pro-
duce some output word (possibly empty) and on an internabsythe stack remains
unchanged and it produces some output word. Formally:

Definition 1 (Visibly pushdown transducers).A visibly pushdown transduc€vPT)
on finite words over” is a tupleT = (Q, I, F, I, §) where( is a finite set of states,
I C Q is the set of initial states;’ C @ the set of final stated, is the stack alphabet,
0 = 6. W6, Wi, the (finite) transition relation, with, C Q x X, x X* x I' x Q,
0rCQRQXX. xX*xI'x@,andd, C Q x X, x X* x Q.

A configurationof a VPT is a pair(q,0) € @ x I'*. A run of T on a word
u = ai...qp € X* from a configurationq,c) to a configuration(¢’,¢’) is a fi-
nite sequenc® = {(qx,0x)}o<k<; Such thatqy = ¢, 00 = o, ¢ = ¢, 0 =
o' and for eachl < k < I, there existy, € X* and~, € I such that either
(Qk—1, Ak, Vs Yhs Qk) € Oc @NAoY, = 1Yk OF (qk—1, Gk, Vi, Vi Q&) € O @NCog_1 =
OkYk» OF (qk—1, Ak, Vi, qr) € 0, andoy = ox—1. The wordv = v ...y, is called an

outputof p. We write (g, o) AR (¢’, o’) when there exists a run anfrom (¢, o) to
(¢’,o’) producingv as output. We denote hy the empty word onl". A configura-
tion (¢, o) is accessiblgresp. isco-accessiblgif there existu,v € X* andqy € I

u/v

(resp.q; € F) such that(go, L) AR (¢,0) (resp. such thatg, o) — (g, L)). A
transducefl is reducedf every accessible configuration is co-accessible. XR is
equivalent to a reducedPT possibly exponentially bigger. A transduc@defines the

u/v

binary word relatioT] = {(u,v) € Z*x X* |3q € I,¢' € F, (q,L) — (¢', L)}

A transductionis a binary relation? C X* x X*. We say that a transductiaR
is aVPT-transduction if there exists\@PT T such thatR = [T']. For any input word
u € X*, we denote byR(u) the set{v | (u,v) € R}. Similarly, foraVPT T', we denote
by T'(u) the sefT] (). A transductionR is functionalif for all w € X*, R(u) has size
at most one. IR is functional, we identifyR () with the unique image af if it exists.
A VPT T is functional if[T] is functional. The following is known:

Proposition 1 ([6]). Functionality is decidable ifP TIME for VPTs.

The class of functional/PTs is denoted byfVPT. The domainof 17" (denoted by
Dom(T)) is the domain of[T']. Note that the domain df' contains only well-nested
words, which is not necessarily the case of the codomain.



Example 1.Consider th&/PT T of Fig. 1 represented in plain arrows. The left and right
parts accept the same input words except for the last Idtteeavord. The domain of
TisDom(T) = {c"r" | n > 2} U {cc™r™r" | n > 1}. Any wordc™r" is translated into
a™c”, and any worckc™r™r’ is translated inté™t!c* 1. Therefore the translation of
the first sequence of calls depends on the last letter’. This transformation cannot
be evaluated with a bounded amount of memory, but with a mgmbich depends on
the heightr of the input word.

A finite state transducgiFST) on an alphabe¥ isatuple(Q, I, F, §) wherel , F' C
Q andd C Q x X' x X* x @ with the standard semantics. This definition corresponds to
the usual definition ofeal-timeFSTs, as there is ne-transitions. We always consider
real-timeFSTs in this paper, so we just call theR$Ts.

A subsequentidfST (resp.VPT) is a pair(7T, ¥) whereT is an (input) determinis-
tic FST (resp.VPT) and¥ : F — X*. The outputs of. by (T, ¥) are the words.¥ (q)
whenever there is a run @f onw« producingy and ending up in some accepting state

3 Bounded Memory Evaluation Problems

In this section, we first consider classes of bounded memmangtluctions, for which
the evaluation is in constant memory if we fix the machine dedines the transduction.
We show that bounded memoRpT and VPT transductions are both decidable. We
show that bounded memo¥PT-transductions can be realized B§Ts, and therefore
bounded memory is not relevant Ts. We therefore weaken the notion of bounded
memory toheight bounded memang transduction is height bounded memory if it can
be evaluated in constant memory if we fix both the machine aadhéight of the input
word. We show this problem to be decidable as welM®&iT-transductions.

Turing Transducerdn order to formally define the complexity classes we targetin-
troduce a deterministic computational model for word tcartsions that we calfuring
Transducers (TT)Turing transducers have three tapes: one read-onlydeight input
tape, one write-only left-to-right output tape, and onendtad working tape. Such a
machine naturally defines a transduction: the input worditsaily on the input tape,
and the result of the transduction is the word written on thgpet tape after the ma-
chine terminates in an accepting state. We denotgM§y the transduction defined by
M. The space and time complexities are measured on the waidiregonly. LetN be
the set of positive integers.

Definition 2 (bounded memory).A (functional) transductio® C X* x 3* is bounded
memory (BM) if there exists a Turing transduderand K € N such thaffM] = R
and on any input word, € X*, M runs in space complexity at mast

It turns out that folFST-transductions, bounded memory is characterized by subse-
quentializability, which is decidable in RWE [12].

Theorem 1. LetT be a functionaFST.
1. [T] is BM iff T is subsequentializabl&, It decidable inPTImME if [T] is BM [12].

BM is undecidable for pushdown transducers, since it is fH&uli as deciding
whether a pushdown automaton defines a regular language:



Theorem 2. Bounded memory is undecidable for pushdown transducers.

ForVPTs, BM is quite restrictive. For instance, it imposes to verifiyether a word
is well-nested by using a bounded amount of memory. This eaddme only if the
height of the words of the domain is bounded by some consthithwdepends on the
transducer only. If the words of the domain have boundedgiigen the/PT can be
regarded as aRST. Let H € N andT be aVPT such that any word. € Dom(T")
(which is necessarily well-nested) satisfiga:) < H. Then there exists aRST that
we denote byFST(T, H) such thafT] = [FST(T, H)]. The transducefST (T, H)
is naturally constructed by taking as states the configumatig, o) of 7' such that
|o| < H. We then have the following:

Theorem 3. LetT be a functionaVPT with n states.

1. [T] is BMiff (4) for all w € Dom(T'), h(u) < n?, and(ii) FST(T,n?) is BM;
2. ltis decidable ilNPTIME whether[T] is BM.

Proof (Sketch)The first assertion is obvious by using simple pumping tempins to
show that bounded memory implies bounded height. In thedeepe define the class
of height bounded memory transductions, and show it is dédédin NPTME. On
words of bounded height, this class collapses with boundadany transductions.

Therefore if aVPT is bounded memory then it accepts input words of bounded
height only. Bounded memory is too restrictive to still bi#neom the extra expres-
siveness olVPT compared tdFST, namely the ability to recognize nested words of
unbounded height. In this section, we define a notion of bedndemory which is
well-suited toVPTs. It is calledheight bounded memargs we indeed require that the
memory usage depends on the height of the word and on thefdlretoansducer only.

Definition 3 (height bounded memory).A (functional) transductiol® C X* x X*
is height bounded memory (HBM) if there exists a Turing tdareer M and a function
f : N2 — N such thafM] = R and on any input word: € X*, M runs in space at
most/ (h(u), |M)).

Note that this definition ensures that the machine canno¢ stibthe input words
on the working tape in general. TMPT in Fig. 2(a) is not in BM, but is in HBM: the
stack content suffices (and is necessary) to determine tipeitoVhen the structured
alphabet contains only internal letters, HBM and BM coirsicthus by Theorem 2:

Theorem 4. Height bounded memory is undecidable for pushdown traresduc
The two next sections are devoted to the proof of the follgwireorem:
Theorem 5. Height bounded memory is decidableN® TIME for fVPTs.

To prove this theorem, we first give in Section 4 a generalnenévaluation al-
gorithm which applies to all functional transducers. Int&et5, we give a decidable
characterization of HBM — called theorizontal twinning property- such that when this
property holds, the algorithm of Section 4 uses a memorydbpends on the height
of the input word and the transducer only. Moreoveris at most exponential ih(u)
and this bound is tight (see Remark 2). In Section 6, we refiaenbrizontal twinning
property into a stronger decidable property that ensurasthie evaluation algorithm
uses a memory polynomial in the height of the word.
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Fig. 2. Data structure used bydpIN.
4 Online Evaluation Algorithm of VPT-Transductions

We present an online algorithmdeIN to evaluate functional word transductions de-
fined by reducedVPTs (rfVPTs). For clarity, we present this algorithm under some
assumptions, without loss of generality. First, input veod our algorithms are words
u € X* concatenated with a special symt$okt X, denoting the end of the word.
Second, we only consider input words without internal sylsbas they can easily be
encoded by successive call and return symbols. Third, iwpuds are supposed to be
valid, in the sense that they produce an output. It is indesg & extend our algorithms
in order to raise an error message when the input is not ingheadh: this happens when
no run of theVPT applies on the input.

The core task of this algorithm is to maintain the configamafor each run of the
rfVPT T on the inputz, and produce its output on-the-fly. &sis reduced, functionality
ensures that, for a given input wotd and for every accessible configuratigno) of

T, there is at most onesuch tha{g;, L) AR (¢, o). Hence, a configuration is a triple
(¢, 0, w) whereg is the current state of the rus jts corresponding stack content, and
the part of the output that has been read but not output yetalsuch a configuration
d-configurationand writeDconfs(T) = @ x I'* x X* for the set of d-configurations
of T'. Algorithm LcPIN relies on two main features.

First, the set of current d-configurations is stored in a cachptructure that shares
common stack contents. Consider for instancath& 17 in Fig. 2(a). After readingc,
currentd-configurations aféqo, v171, aa), (g0, 7172, ab), (qo, 7271, ba), (o, y272, bb) }.
Hence after reading, the number of current d-configurationgis However, the tran-
sition used to update a d-configuration relates the staclbsland the output word.
For instance, the previous set is the set of tuglgsni 7z, a1as) where (n;, ;) is
either(v1, a) or (12, b). Based on this observation, we propose a data structurd-avoi
ing this blowup. As illustrated in Fig. 2(b) to 2(d), thisstture is a directed acyclic
graph (DAG). Nodes of this DAG are tupldg,v,:) whereq € @,y € I and
i € N is the depth of the node in the DAG. Each edge of the DAG is labiekith
a word, so that a branch of this DAG, read from the rgioto the leaf, represents a
d-configuration(q, o, v): g is the state in the lea§; is the concatenation of stack sym-
bols in traversed nodes, ands the concatenation of words on edges. For instance, in

the DAG of Fig. 2(c), the branc# — (g0, L, 0) LA (go,72,1) = (qo,71,2) encodes
the d-configuratiofgo, v2v1, ba) of the VPT of Fig. 2.(a). However, this data structure



cannot store any set of accessible d-configurations ofrarpifVPTs, as the stored d-
configurations are obtained by unfolding the DAG. FeducedfVPTs, this unfolding
precisely yields d-configurations to be stored.

Second, after reading a prefix of a wordu, LcpIN will have output the common
prefix of all corresponding runs, i.&pi,(u’, T) = lcp(reach(u’)) wherereach(u') =

{v | 3qo,q,0) € IxQxI*, (go,L) LEAR (g,0)}. When a new input symbol is read,
the DAG is first updated. Then, a bottom-up pass on this DAGpgaslcp;, (u', T')
in the following way. For each node, létbe the largest common prefix of labels of
outgoing edges. Thehis removed from these outgoing edges, and concatenatee at th
end of labels of incoming edges. At the end, the largest compnefix of all output
words on branches is the largest common prefix of words onsediggoing from the
root node#.

Letout,(u') be the maximal size of outputs Bfon v’ where their common prefix
is removedout.(u') = max,ereach(u’) V| — [lcpin(uw', T')| andout}®(u) its maximal
value over prefixes of: out“;zax(u) = IaXy prefix ofu OUt£ ().

Proposition 2. LetT be arfVPT, andu € X*. The space used lycpPIN for comput-
ing T'(u) isinO(|Q|* - [I'|* - (h(u) + 1) - out?™(u)), and processing each symbokof
is in time polynomial ifQ|, |I'[, |6], h(u), out}®(u) and|X].

5 On deciding Height Bounded Memory forVPTs

In this section, we prove Theorem 5, i.e. height bounded nmgmalecidable fol/PTs.
We have seen that a transduction defined by &h 7" is HBM iff T is subsequentializ-
able. However fol/PTs, being subsequentializable is too strong to characteriz&H

Lemma 1. There exists afVPT T which is not subsequentializable but whose defined
relation is HBM.

Proof. Consider thevPT of Fig. 1 defined by the plain arrows. The transduction it
defines is in HBM by Proposition 2, as at any time the delay betwtwo outputs is
bounded by the height of the inpeit)®(u) <2h(u). However it is not subsequential-
izable, as the transformation oefnto a or b depends on the last return. a

SubsequentidfSTs (or equivalently BMFST-transductions) are characterized by
the so calledwinning property[5], which is decidable in PIME [12]. We use a similar
characterization of HBM/PTs-transductions, called th@orizontal twinning property
(HTP). The restriction of the horizontal twinning propettyFSTs is equivalent to the
usual twinning property foFSTs (see Appendix C.1). Intuitively, the HTP requires that
two runs on the same input cannot accumulate increasingibdégay on loops.

Definition 4 (Horizontal Twinning Property (HTP)). LetT be anfVPT. T satisfies
the horizontal twinning property (HTP) if for alky, us, v1,ve, w1, we € X*, for all

9,9, € Qr,forall ¢,¢' € Q, and for allo, o’ € I'* such that(¢, o) and (¢, ") are

co-accessible,

y { (a0, 1) 2 (g,0) 22 (g0)

ur Jwn sz Jws thenA(vl,wl) = A(’Ul’UQ, w1w2).
(Q67J_) - (qlaal) - (qlaal)
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Example 2.Consider the VPT of Fig. 1 (including dashed arrows). It deessatisfy
the HTP, as the delays increase when loopingren... Without the dashed transitions,
the HTP is satisfied.

Lemma 2. The HTP is decidable iNPTIME for fVPTs.

Proof. In the next section, we prove decidability of a stronger timg property by
reduction to the emptiness of pushdown machines with ra/bminded counters. The
procedure can be easily modified to decide HTP, as we expléinef. a0

The next result shows that HTP characterizes HBRIT s-transductions. Since the
HTP is decidable, it achieves to prove Theorem 5.

Theorem 6. LetT be anfVPT. Then[T] is HBM iff the HTP holds fof".

In addition, if [T] is HBM and T is reduced, Algorithm EPIN runs in space
complexity O(|Q|* - |T'|2#(")+2 . (h(u) 4+ 1) - M) when evaluating: on T, where
M =max{[v| | (¢,a,v,7,4) € 6}.

Proof (Sketch)To prove that the HTP is a necessary condition to be in HBM, mwe p
ceed by contradiction. We find a counter-example for the Hmé& \&e let X' be the
height of the input word of this counter-example. It implteat the twinning property
for FSTs does not hold fdfST (T, K'), and therefor&ST (T, K) is not subsequential-
izable. By Theorem 1[FST(T, K)] is not in BM. If [T'] is HBM, then it is in BM if
we fix the height of the input words. We get a contradiction.

For the converse, we show that if the HTP holdsTgrthen for any input word
u € X*, the maximal delaput}®(u) between the outputs af is bounded by(|Q| -
|T|M%))2 M. This is done by a pumping technique “by width” that reliestomproperty
A", ww') = A(A(v,w) - (v',w")) for any wordswv, v', w, w’. In particular for an
input word for which there are two runs that pass by the sanmigurations twice
at the same respective positions, the delay of the outpujusldo the delay when
removing the part in between the identical configurationsalfy we apply Proposition
2 and ifT is not reduced, we first reduce it modulo a possible expoaldritw-up. O

6 Quadratic Height Bounded Memory Evaluation

In the previous section, we have defined an equivalent cteaization of HBMVPT-
transductions. We have shown that such a transduction iBiM Hf the horizontal
twinning property holds, and if it is in HBM, then the algdwih of Section 4 uses a
memory which is at most exponential in the height of the wafdke transducer is
reduced (doubly exponential otherwise). To avoid this eguial cost, we identify in
this section a subclass of HBM containing transductionsvioich there exists an eval-
uation algorithm which uses a memagyadratic in the height of the word herefore,
we strengthen the horizontal twinning property by addinmemroperties for well-
matched loops. Some of our main and challenging resultsoasbdw the decidability
of this property and that it depends only on the transdugtienis preserved by equiva-
lent transducers. We also show that subsequéevifidls obviously satisfy this condition
and as a consequence, our clasBsumethe class of subsequentializable transducers.



The property we introduce is a strengthening of the horiomtinning property
that we therefore call thevinning property (TP)Intuitively, the TP requires that two
runs on the same input cannot accumulate increasing oughay @n well-matched
loops. They can accumulate delay on loops with increasimgkgbut this delay has to
be caught up on the matching loops with descending stack.

Definition 5 (Twinning Property). LetT = (Q, I, F,I',)) be aVPT. T satisfies the
twinning property (TP) if for allu;, v;, w; € X* (i € {1,...,4}) such thatus is well-
nested, andisu, is well-nested, for alk, i’ € Qy, for all p,q,p’,¢' € @, and for all
01,02 € L.I'*, forall 01,04 € I'* such thatq,01) and(¢’, o2) are co-accessible:

us /’U3 Uq /'U4

. uy /v us /v
¢[00 2 o) B poo]) B (goieh) 2 (o)
(i, 1) 0 (1 ) 22 () 0a0h) L (o) S (g o)
then A(vivs, wiws) = A(vivavsvs, wiwowswy). We say that &/PT T is twinned
whenever it satisfies the TP.

Note that the TP trivially implies the HTP when andu, are empty.

Example 3.The VPT of Fig. 1 with plain arrows does not satisfy the TP tesdelay
between the two branches increases when iterating the.l@pssider now the VPT
obtained by replacing by r’ in the transition(q;, r, ¢, v, g2). It is obviously twinned,
as we cannot construct two runs on the same input which havéotm given in the
premises of the TP. However this transducer is not subséalizable, as the output on
the call symbols cannot be delayed to the matching returrbsisn

Deciding the TP is done by a non-trivial reduction to the emgsts of pushdown
machine with bounded-reversal counters [8], which is dedlielin NPTME [6].

Theorem 7. The twinning property is decidable MPTIME for fVPTs.

Proof (Sketch).etT be afVPT. We constructin polynomial time a pushdown automa-
ton with s counters' (one reversal) that accepts any ward= u; ususzuy that satisfies
the premise of the TP but such thAtv,vs, wiws) # A(v1v2vsv4, W1wowswy) (i-€.
the TP is not verified). Therefore the TP holds if and only ifnmard is accepted by the
automaton. This can be checked in NRE [6].

The automaton simulates any two runs, and guesses the desbioipu usuz iy
(it checks that the decomposition is correct by verifyingtteach run is in the same
state after reading, anduo, and in the same state after readimgand uy). With
two counters it can check thatvs| = |wawy], if it is not the case then it accepis
(indeed the TP is therefore not verified). The automatonkhtfat A (v vs, wiws) #
A(vivavsvy, wiwawswy ) With the hypothesis (checked in parallel) thats| = |wawy].
Let A, B,C, D be four words withA = ay...a;,B =b1...0,,,C =c¢1...¢cp, D =
dy...dp, 1 > m. We show in Appendix D.1 (Lemma 11), tha(A, B) # A(C, D)
holds if, and only if, at least one out of four simple condids true. For example, the
first condition states that there exigtsuch thaw;_j, # b;_x and either(i) k > |C|, or
(%) ¢n—k = dn—k. The automaton guesses which condition holds and verifiggtit
the help of counters.

! The number does not depend on the transduger
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We detail how to check the first condition, the others can beckéd with the
same technique. The automaton guesses the ¥admel with two counters verifies that
aj— # bj_y as follows. First it initializes both counters te- k (e.g. with an epsilon
loop that increments both counters). Then it counts theretf both wordsd and B
up tol — k and records;_;, andb;_;, and verifies that they are not equal. Finally it must
verify that either(:) or (i) is satisfied. The verification @f) is easy. To verifyii), i.e.
cn—r = dn_, it uses two additional counters and proceeds similarlyoaslhiecking
aj—x 7 bk, but checks equality instead of inequality. a

Remark 1.As the HTP is a particular case of the TP, one can modify thésider
procedure of Theorem 7 to decide the HTP in NiRd, yielding the proof of Lemma 2.

The most challenging result of this paper is to show that tA@iily depends on the
transduction and not on the transducer that defines it. Thef pelies on fundamen-
tal properties of word combinatorics that allow us to giveeagral form of the output
wordswvy, vg, v3, Vg, W1, We, w3, wy iNVolved in the TP, that relates them by means of
conjugacy of their primitive roots. The proof gives a deegight into the expressive
power ofVPTs which is also interesting in its own. As many results of woothbina-
torics, the proof is a long case study, so that we give it inéqpx D.2 only.

Theorem 8 (Preservation by Equivalent Transducers)LetT;, T, be twoVPTs such
that[T1] = [Tz]. Ty is twinned iffT% is twinned.

Subsequential transducers have at most one run per inpdt s@we get the following:
Corollary 1. SubsequentializabMPTs are twinned.

The TP is not a sufficient condition to be subsequentialzas shown for instance
by Example 3. Therefore the class of transductions defindhbgducers which satisfy
the TP is strictly larger than the class of transductionsngeffiby subsequentializable
transducers. However, these transductions are in the saimglexity class for evalua-
tion, i.e. polynomial space in the height of the input wordddixed transducer:

Theorem 9. Let T be anfVPT andu € X*. If T is twinned and reduced, then Algo.
LcPIN runs in space complexit® (p(T) - (h(u) + 1)?- M) onT andu € X*, with

M = max{[v| : (q,a,0,7,¢') € 5} andp(T) = |Q|* - | 211" +2,

Proof. (Sketch) We use a pumping technique to show that for any woed X* on
which there is a run of’, we haveout]®(u) < (h(u) + 1)¢(T") for some functiory,
whenever the TP holds f@f. This is done as follows: any such words can be uniquely
decomposed as = wupciuics. .. cpu, With n < h(u), eachu, is well-nested and
eachg; is a call. Then if theu; are long enough, we can pump them vertically and
horizontally without affecting the global delay, by usidgetpropertyA(ve’, ww') =
A(A(v,w).(v',w")). Then we can apply Proposition 2. O

7 Conclusion and Remarks

This work investigates the streaming evaluation of nestetwransductions, and in
particular identifies an interesting class\@®? T-transductions which subsumes subse-
quentializable transductions and can still be efficientiglgated. The following theo-
rem summarizes our results olassesf transductions:

11



Theorem 10. BM C Subsequentializable VRTtwinned VPTC HBMC fVPTs.
Moreover, BM, twinned VPT and HBM are decidableNRTIME.

Remark 2 (HBM is tight)We have mentionned that the space complexity of a reduced
VPT in HBM is at most exponential. We give here an example ilatgtg the tightness

of this bound. The idea is to encode the tree transdugtioru) — f(t,a) U f(¢,b) —
f(t,b) by a VPT, where is a binary tree ovef0, 1} and is the mirror oft, obtained by
replacing the) by 1 and thel by 0 in ¢. Thus taking the identity or the mirror depends
on the second child of the rogt To evaluate this transformation in a streaming manner,
one has to store the whole subttée memory before deciding to transform it int@r

t. The evaluation of this transduction cannot be done in pmiyial space as there are a
doubly exponential number of trees of heighffor all n > 0. This cannot be encoded
by a space polynomial in. a

Further Directions The decidability status of the class of subsequentialezsiiT-
transductions remains a challenging problem. In additiemalso plan to extend our
techniques to more expressive transducers, such as thomatlyeintroduced in [1],
which extendvVPTs with global variables and are as expressive as MSO-tratisdisc
and can therefore swap or reverse sub-trees.
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A Bounded Memory Evaluation Problems

Proof of Theorem 1

Proof. Statement 2 is provedin [19] (it is proved that subsequkrdiaility is decidable

in PTIME). We prove statement 1. Clearly,[iT'] is definable by a subsequential trans-
ducerTy, then evaluating’; on any input word: can be done with a space complexity
that depends on the size Bf only.

Conversely, iff T] is BM, there existd( € N and a TTM that transforms any input
word v into [T](u) in space complexity<. Any word on the working tape aof/ is of
length at mostK. As M is deterministic, we can therefore sg€ as a subsequential
FST, whose states are paifg w) whereq is a state of” andw a word on the working
tape (modulo some elimination eftransitions). O

Proof of Theorem 2

Proof. We reduce the problem of deciding whether the language ofshgawn au-
tomatonP over an alphabed is regular to BM. Any letter ofd is seen as an internal
symbol. We associate witR a pushdown transducép which defines the identity on
L(P). Clearly, if L(P) is regular, it is defined by a finite automaton which can edssly
turned into a Turing transducer definififi-] and which uses a memory that depends
on the size of the automaton only. Converselj/if] is BM, there exists a functioffi
and a TTM equivalent tolp and which uses at mog{(1, | M) bits of memory, i.e. an
amount of memory which depends on the sizelbfonly. The machiné/ can easily
be turned into a finite automaton which defif@swhose states are the configurations
of the working tape of\/. a

Proof of Theorem 3

Proof. If [T] is BM, there exist and a TTM such thaf\/ evaluates any inputword in
space at mosk’. We can easily extract fro/ a finite automaton that definBem(T),
whose number of states only depends o/ andK . By a simple pumping argument,
it is easy to show that the words Bom(7") have a height bounded by. If the height
of the words irDom(T") is bounded, then their height is bounded#dy Indeed, assume
that there exists a word € Dom(7') whose height is strictly larger thar?. Then there
exists a run ofl” onu of the following form:

(i, 1) 2 (q,0) 2212, (g, 00") 2L (p,00’) L% (p,o) 220 (f, 1)

such thatu = ujususugsus, o’ is not empty, and (resp. f) is an initial (resp. final)
state ofT". The existence of this decomposition follows from the cdesation of the

set of pairs of positions in corresponding to matching calls and returns of well-nested
subwords ofu. Then one can iterate the matching loops aroyrahdp to generate
words inDom(T') with arbitrarily large heights, yielding a contradictiofherefore
FST(T,n?) is equivalent tdI'. As in the proof of Theorem 1, we can regalfl as

a subsequentidiST T, whose set of states are configurations of the machine. The
FST T is equivalent tdl’, and therefore t&ST (T, n?). SinceT), is subsequential,
FST(T,n?) is subsequentializable and therefore by TheoreR$T,(T, n?) is BM. The
converse is obvious.
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Therefore to check whethdf'] is BM, we first decide if the height of all input
words accepted by is less or equal than?. This can be done in RWiE O(|T| - n?)
by checking emptiness of the projectionBfon the inputs (this is a visibly pushdown
automaton) extended with counters umtor 1 that counts the height of the word. Then
we check in NPTME whether evaluatind” can be done in constant memory if we fix
both the transducer and the height of the word (Theorem &eShere the height is
bounded by:?, it is equivalent to checking bounded memory. a

B Online Evaluation Algorithm of Visibly Pushdown
Transductions

All over this section we assume thatis areducedfVPT. We also assume an imple-
mentation ofVPTs such that the sef of transitions with a given left-hand side can be
retrieved in timeD(]S|). We define the current height of a prefix of a nested word in the
following way: he(u) = 0 if u is well-nested, andc(ucv) = he(u) + 1 if ¢ € X and

v is well-nested.

B.1 Nalve algorithm

We start with the algorithm Nive, that we will later improve to obtain ¢PIN. The
algorithm Nalve simply computes all the runs (with their respective outpofsthe
fVPT T on the input word:, stores them in a data structure and, at the end ofitputs
the only output word: it will be the same in all accepting ruasl’ is functional.

NAIVE consists in maintaining the set of d-configurations comesing to the runs
of T" on the input word:. Hence, it is based on the operatigsdate(C, a) that returns
the set of d-configurations obtained after applying ruleg afsing input symbok to
each d-configuration af'. The functionupdate : Dconfs(T') x X' — Dconfs(T") maps
a set of d-configurations and an input symbol to another sttominfigurations. For call
symbolsc € ¥,

update(C,c) = | J {(¢,ov,00)) | (g,¢,v,7,¢) € 6c}
(q,0,v)€C

and for return symbols € X,

update(C, r) = "o, v r,v " e éb,
pdate(C, q,0, qTv,7,q
(g,07v,)€C

The functionupdate can be considered as the transition function of a transitysa
tem with state®confs(T") (i.e. an infinite number of states). We can easily turn it aro
infinite state transducer, i.e. &S T with infinitely many states: this transducer returns
e at every input symbol, except for the last one $, where itrretthe output word. This
is illustrated in Fig. 3. Formally, an infinite state tranedtt (IST for short) is defined
exactly like anFST, except that its number of states may be infinite (but couejab
In particular, the acceptance condition remains the saoheg the transductioft] is
still a set of pairs of finite wordéu, v).

14



qo, 7171, aa)

(
(g0, 71, @) (g0, 7172, ab)
(qo,72,D) (g0, v271, ba)
(qo, v272, bb)

7”1/6

(q1,71,aa)
(q17 Y2, ba’)

C/ba Y2 T2/E772
(&) AVPTT;. (b) Part of thdST ¢ corresponding t@%, computed orcryrs.

Fig. 3. lllustration of the computations of NVE on an input word.

Given the functionaV/PT T = (Q, I, F, I, §), consider théST ¢ = (Dconfs(T) &
{g¢r}, It, {qs}, 6:) wherel, = {{(g0,L,€) | go € I}}. To deal with the last symbol
$, we have to characterize the sets of d-configurations relafter reading words in
Dom(T). T being functional, each of these sets of d-configurati@nsomes with a
single output word:

c— {(C,v) € Deonfs(T) x 5* | \%qf f; f},q)’ ég) ji and v}

Rules ind; are:

o e, update(C, a) for C € Dconfs(T') anda € ¥

o g for (C,v) € C

Lemma 3. (u,v) € [T iff (u$,v) € [¢].

Proof. It can be checked easily by induction r) that for everyu € X*, the current

state oft after readingu is U, </{(¢,0.v) | (q0,1) ule, (¢,0)}. Let us check

whether reading the last symbol $ leads to a correct state: keX™*. If « ¢ Dom(T),

then there is no run df onw of the form(q, L) AN (¢, L)withq € Iandq’ € F.

Hence, the staté€' reached by after reading., if it exists, is such thatC, v) ¢ C for
allv e X*, sou ¢ Dom(t). If w € Dom(T"), then the state ofreached after reading

isC = U,er{(g: L,v) | (90,1) AR (g, 1)}. AsT is functional, there is a unique
forall (¢, L,v) € C such thay € F, and such elements 6f exist, so thatC, v) € C,
and(u$,v) € [t]. O

As t is deterministic, the algorithm NVE only consists in computing the unique
run of ¢ on the input wordu. Letout(u) = max,ereach(u) [v[, and letout™(u) be its
maximal value over prefixesut™®(u) = maxy- prefix of w OUt(w’).

Proposition 3. The maximal amount of memory used\vE for processing: € X*
isinO(|Q| - |T'|"™) - out™(w)). The preprocessing time, and the time usedNlay e
to process each symbol efare both polynomial in@|, ||, |6], h(u), out™(u) and
|2
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Proof. As T' is functional, there cannot be two distinct co-accessibt@idfigurations
(¢,0,v) and(q,o,v") in C. This remark proves the space complexity. For time com-
plexity, updating a d-configuration is just a research aésub apply. Each of them will
generate a new d-configuration, and is retrieved in constant a

B.2 Compact representation of runs of VP Ts: NAIVE compact -

We present the data structusé representing all d-configurations stored byiMe on
theVPT T after reading., i.e., the state of reached after reading This structure is
illustrated in Fig. 2. This firstimprovement avoids the emenotial blowup ini(u). The
structureST is a labeled DAG (directed acyclic graph) whose nodes arégumations

of T' (with an additional root nod¢t, and each node has a depth) and edges are labeled
by delaysnode$S!) = {#}wQ x (I'U{L}) x N andedge$ST) C node$S.) x

X* x nodegST). This DAG will have as leaves (nodes without outgoing edgasent
configurations. The structus is defined inductively om according to the following
algorithms.

edge$S”) = {# < (¢,L1,0) | g€ I}

When a call letter: € X, is read, the structur§! is updated such that, for every
leaf of ST, a child is added for every way of updating the correspondargiguration
accordingto arule df. If a leaf cannot be updated, it is removed, and also the pplessi
new generated leaves (proced®EMOVE_EDGES). Algorithm 1 describes hows!,
is computed fromSZ. For a return letterr € X, we try to pop every leaf: if it is

Algorithm 1 Updating structures with a call symbol.
procedure UPDATE_CALL (S, ¢)
2: newFEdges +— ()
orphans « ()
4: for (q,~,1) € leavegsS) do
if Jv,7',q" | (g,¢,v,7',¢) € d then
6: for (v,7',4") | (a.¢,v,7.¢") € ddo
newEdges.add((q,7,i) < (¢',7',i + 1))
8: else
orphans.add((q,~,1))

10: edge$S) «— edges$S) U newEdges

12: procedure REMOVE_EDGEYS, orphans)
while orphans # () do
14: n «— orphans.pop()

for m | Jv, m <> ndo
16: remove (S, m < n)

if #n’,v’, m < n’ then orphans.add(m)

possible, the leaf is removed and the new leaves updateztyatie we remove the leaf
and propagate the removal upwards (procedRE®IOVE_EDGES). This is described
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Algorithm 2 Updating structuré with a return symbol.
procedure UPDATE_RETURN(S, )
2: newFEdges +— ()
orphans «— ()
4: for (ge,7e, 1) € leavesS) do
if Jv,q | (qe,7,v,7¢,q) € § then

6: for (v,q) | (qe,7,v,7e,q) € 6 do
for (qo,70,v0) | (go,70,7 — 1) = (qe, e, ) € edgesS) do
8: for (n,v1) | n <> (qo,70,i — 1) € edge$S) do

newFEdges.add(n SN (g,70,7— 1))
10: else
orphans.add((qe, ve, 1))

12: remove_edges(S, orphans)
remove_leaves(S)
14: edge$S) «— edges$S) U newEdges

16: procedure REMOVE_LEAVES(S)
for n € leavegS) do

18: for (m,v) | m < n € edge$s) do

remove(S,m < n)

in Algorithm 2. Only edges and reachable nodes need to bedstso thatS!| <
(he(u) +1)-1QJ? - |T)? - out(u, T).

We prove the correctness of this construction using thesitian function =,
based on edges 6ff, that gathers the stack content and delay. The relatign is the
smallest relation if@ x I'* x N) x X* x (Q x I'* x N) containing — such that:

if (Qm 00, Z) :U>U (Q17 Ul’ij) and (qla’}/vj) L’ (q277/7j + 1) then (qoa 00, Z) éu
(g2,017Y',j + 1) (we may haver = ¢ andy = ). The set of d-configurations stored
in ST is defined by:C(ST) = {(g,0,v) | 3i, (g,0,i) € leave$S!) and# =,
(q,0,1)}. The following lemma shows thaf! exactly encodes the d-configurations
computed by théST ¢.

Lemma 4. C(ST) is the state of théST ¢ after readingu.

Proof. As mentioned in the proof of Lemma 3, the current state after readingu

is U.ql-.ez{(%fﬂ“) | _(qi,L) LN (g,0)}. Hence proving the following invariant is
sufficient to prove this lemma:

For every0 < i < he(u), # = (q,0,1) iff there existsq; € I such that
(g, 1) 2

We prove it by induction ofu|. If |u| = 0, theni = 0 and the equivalence holds, as we
can assume-loops (without output) on initial states.

Assume that the property holds for a givenwe prove that if also holds for the
well-nested prefixuc. Let orphans be the set of leaves collected by the outermost
for-loop of UPDATE_CALL. These are the leavés, v, he(u)) of ST such that no rule

(q,0) wherek = max{j | hc(ui---u;) =1}
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(g,¢,v,v',¢’) exists ind. Hence, corresponding configurations are blocked, andean b
removed. The proceduREMOVE_EDGESpropagates these deletions, so that after the
call to this procedure, the structure exactly contains goméfitions that can be updated
by ¢. Hence, by induction hypothesis, the equivalence hold$ fer i < hc(u). For

i = he(uc) = he(u) + 1, letk = max{j | hc(u ---u;) =i}. We have:

# =>uc (q,077',1)

Iﬁ qua # :v>uc (C]hU%i - 1) and (qla/}/ai - 1) (L) (qa/y/a Z) (1)

Iﬁ qua qu S Ia (qia J—) ﬂ) (qlaU/Y) and (C]h%i - 1) i’ (Q7’yl7i) (2)

iff g1, 3 €1, (¢;, L) AR (g1,07v) and (q1,c,v,v',q) €6 (3)
uc/vv’

iff 3¢iel, (¢, L) —— (g, 07Y)

(1) is by definition of =, . (2) holds because, as mentioned ab®@EyOVE_EDGES
removes non-accessible configurations, and by inductigothesis. Here, we also
havek — 1 = max{j | hc(ui---u;) = i — 1}, asuc ends with a call symbol: so
uy - up—1 = wanduy - - - up = uc. (3) is due to the way)PDATE CALL operates: it
adds children to leaves according to rules of

Now we show that the property holds for the well-nested prefixf it holds for w.
Let h = he(u). ProceduresPDATE_RETURN checks, for each leaf, whether a rule can
be applied. If not, the leaf is removed, and orphaned edgesa®explained for call
symbols. Then, théth level is removed and thg — 1)th updated, according to rules
of T'. Hence the property remains true foK ¢ < h — 2. We have:

# =ur (¢:0770,h = 1) /
it 3q0,q1, a0, 70, V', v0,v1, # = (q1,07,h —2) and
(a1,7h —2) = (40,70, h — 1) € edge$ST) and
(40,70, b — 1) = (qe, e, h) € edgesST) and
(qe, 7, V", ve,q) € 6 andv = v'vyvpv” (1)

iff HQOaQEa’YE,U/aUOa # é>u (qo,UVVOa h — 1) and
Vo

(QOa’YOa h — 1) — (QLWJL) € edges‘gg) and

(qlv T, vlla Ye, q) S 5 andv = ’Ul’Uo’U” (2)
iff 3qe, 70,0, # =-u (@0, 07072, h) € edgesST) and
(ge, 70", e,q) € 6 andv = v'v” (3)
. u/v’
iff H(JLWM)/, qi € I (Qz‘, J—) — (qg, 0"7’70’7@) and
(qlv T, ’U”, Ye, q) S 5 andv = ’U/’U” (4)
ur /v

iff qu € Iv (Qia J—) - (QaU’V’YO)

Equivalence(1) reflects howuPDATE_RETURN generates the new leavég) and (3)
come from the definition of=-, . (4) is obtained by induction hypothesis and the fact
that, if t = max{j | he(ui---u;) = h}, thenu, ---up = . O

The depth of the DAG obtained after readings the current height of, plus 1,
each level has at molD| - |I'| nodes, and each edge is labelled with a word of length
less tharout(u).
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Proposition 4. The maximal amount of memory usedNWIVE coppact ONu € X™* IS
inO(|Q|?-|I')? - (h(u) + 1) - out™(w)). The preprocessing time, and the time used by
NAIVE to process each symbolwofre both polynomial in@|, | |, |0], h(u), out™(u)
and|X|.

B.3 LcrpIN algorithm

We extend the definition of the largest common prefix to setd-ocbnfigurations: if
C C Dconfs(T'), thenlcp(C) = Iep({v | (g,0,v) € C}). Letrem_Icp be the function
that removes the largest common prefix to a set of d-configmstrem_lcp(C) =

{(¢q,0,v") € Dconfs(T") | (q,0,lcp(C) -v") € C}. From anfVPT T', we define the
IST 7 = (Dconfs(T') W {qs}, I+, {qs},d-) wherel, = {{(qo, L,€) | qo € I}}. We

keep the same definition 6fas in NaIvVE, and rules ob,, are:

¢ pldate(@0)), rem_lcp(update(C, a)) for C' € Dconfs(T') anda € X
$/v

O—>qf fOI’(O,U)EC

We start by proving the correctness of the definition of ith€ 7. This definition is
illustrated in Fig. 5.

c2/e,v2 ro/cabeab, v2

c3/fys ~T3/cab,y3
B\

r1/gh, M

c3/ab,vys ~ r3/e, s
/

Cl/dfc7 ga! 7”1/9}1,’}/1

c2 /abe, 2 ro/cab, 2

Fig. 4. A functional VPT on X. = {c1, c2,c3} and X, = {r1,r2,7r3}.

(g2,71735€)
(g5, 7273, cab)

(‘hﬁlv E)
(q47 V2, fC)
r3/cab
(g3,71,¢€)
(g6, 72, ¢€)

Fig. 5. Part of thelST 7 corresponding to th&PT in Fig. 4, computed by EPIN on input
C1C37T3T1.
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Lemma5. (u,v) € [T] iff (u$,v) € [7].

Proof. By an induction or{u|, it can be checked that, e D) \whereCy is

the only elementid, andC is obtained from the run dfonu: C' = rem_lcp(C”) with
Co Kn C'. The remainder of the proof is similar to the proof of Lemma 3. O

We now provide algorithms for the second step of the comjmurtggerformed by
LcPIN on an input symbaod. Recall that the first step is the same as KN coppac,
i.e. Algorithm 1 if a is a call symbol, and Algorithm 2 if it is a return symbol, whic
transformsS? to a new structuré’. The second step is the computationapf(C'(S")),
which is output, and removed from every branckt6fusing Algorithm 3.

Algorithm 3 starts with the proceduffactorize that processes every nodes in a
bottom-up manner (from leaves to the root #). For every ntiae|cp of all outgoing
edges is moved to all incoming edges. This is illustrateddn &-

NS v

n
abc aba a
EEN SN
(a) Internal node: of the DAG. (b) Noden after update byactorize

Fig. 6. Changes performed bactorizeon a node.

For every node: € node$S?.), let S, be the structure obtained frofif just after
returning fronfactorizg S, n, done), and let=-,, be the relation defined likes-, , but
on S, . Note that the structure has the same set of nodes and edgesaing processed
by Algorithm 3, only the labels of edges are updated.Bgbe the set of branches from
noden to a leaf:B,,, = {(no,n1,...,nx) | V0 <i <k, Jv;, n; SN n;y1 andny, €
leaves$ST)}. For a branclb, we writeV,, (b) for its output in the structurs,,, andV/ (b)
forits outputinSZ: V,,((no, . ..,nk)) = vo - - - vi—1 Wheren; SR n;y1 forall0 <i <
kin S, . We extend this definition to sets of branchiEs(B) = {V,,(b) | b € B}. Note
also that each node is processed once ufdntprize and in a bottom-up way: when
processing node, all its descendants have been updated before (cf linesd 12n
The following property is the main invariant proving the i@mtness of Algorithm 3.

Lemma 6. For every node: # #, let{ = lcp(V (B,,)). Then,
1. forevery branclh € B, V(b) = ¢- V,,(b)

2. for everyp, v such thatp <> n in S, v = v'£ With p < n in ST

Proof. We prove the following property by bottom-up induction oe gtructure. This
property is true on leaves, éactorizedoes not modify their incoming edges. Assume
that the property holds for all descendants of a nadéet ¢ = Icp(V(B,)), and
consider abranche B, . The functiorfactorizeapplied at» computes the Icp of edges
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Algorithm 3 Compute lcp(C(S)), and updateS to the structure encoding
rem_lcp(C(S5)).

procedure OUTPUT_LCP(S)

2: factorize(S, #,0)
L—lep({v | In, # < n})
4: output £
for m,v | #‘imdo
6: letp be suchthat =/¢-p
replace# <> mby # <> min S
8:

function FACTORIZE(S, n, done)
10: if n ¢ leavegS) then

for m,v | n < mandm ¢ done do

12: done «— factorize(S, m,done)
if n = # then return done U {n}
14: factor — lep({v | Im, n <> m})
for m,v | n <> mdo
16: letp be such that = factor - p
replacen <> mbyn < min S
18: for p,v | p < ndo

v-factor

replacep <> nbyp —— 5 nin S
20:  return done U {n}

outgoing fromn and removes it on every branch. Hencey/ibe the node processed by
factorizebeforen, then:

Vo (b) = lep({v | 3p, n <> pin Sp}) - Vi (b) (1)

Let p be the second node in branth= (n,p,...). As p and all its descendants are
processed before and not modified until the call dactorizeon p, we haveV,,, (b) =

V,,(b). Let us decomposk, (b) according top: V,,(b) = v - V,(b,) wheren < pin
S, andb,, is the branch obtained frommby removingn. Using the induction hypothesis

applied atp, we getvy = vi¢' with ¢/ = Icp(V(Bp)), n <% pin 8T, andV (b,) =
0V, (by). ThusV,(b) = vy - £/ - V(by) = v1 - V(by) = V(b). Equation (1) becomes:

V(b) =lcp({v | Ip, n <= pin Sp}) - Vin(b) )

Letus write?” = Icp({v | Ip, n < pin S,/ }). Itremains to prove that’ = ¢. Notice

that this will prove both parts of the lemma. We hate= Icp({v | Jp, n <= pin S,})
because and its descendants are unchanged between calctairizeon p andn’.
Using the induction hypothesis on egghwe obtain:

" = lep({-lep(V(By)) | n = pin Sy}) =lep(V(Bn)) = £

This concludes the proof. a
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The next lemma ensures thHactorizepreserves the semantic of the structure, i.e.
the set of encoded configurations.

Lemma 7. C(F(ST)) = C(ST).
Proof.

(¢,0,v) € C(S])

iff 34, (¢,0,i) € leave$ST) and# =, (q,0,1)

iff 3i, (q,0,1) € leave$S!) andIp, # < pandp 2, (g,0,4) with v = vgu;

iff 3i, (¢,0,1) € leave$ST) andIp, # —> p andv = vV (b)
whereb is a branctp =, (¢, 0,1)

iff 3, (¢,0,i) € leave$ST) andIp, # — p andv = vy - lep(V(B,)) - Vi (b)
whereb is a brancty =, (q,0,1) (1)

iff (¢,0,v) € C(F(S]))

Equivalencel) is by Lemma 6. a

Proof (Proposition 2)Correctness of Algorithm 3 is ensured by Lemma 6, and the
fact that at the root node, it uses the same technique torfaetand output the Icp. In
terms of memory requirement, the number of nodeSpfemains bounded as before,
while words on edges have length at mest]}®(u), as each of them participate in a

d-configuration inC'(S), as proved by Lemma 7 and Lemma 4. All procedures are in
polynomial time. a

C Ondeciding height bounded memory forVPTs

Before going into the proofs of the results of this sectioe finst prove that our horizon-
tal twinning property, when restricted &#5Ts, is equivalent to the twinning property
for FSTs defined in [13].

C.1 Twinning properties for FSTs

Since we use results on the twinning propertyf6i's in this paper, we clarify the def-
inition of twinning property forFSTs. In the core of the paper, it is said that restricting
the horizontal twinning property t6STs correspond to the usual twinning property of
FSTs. By “usual” we mean the following definition, taken from [13]

Definition 6 (Twinning property for FSTs of [13]).

LetT = (Q, I, F,d) be anFST. T satisfies the twinning property if for afb, ¢}, €
I,forall ¢, ¢’ € Q suchthat; andq’ are co-accessible, for allwords, v1, w1, us, vo, we €
DI |

w1 /v1 uz /v2 ;) ui/wy ;o u2/w2 /
g — q — (¢ qo
Then eitherns = wy = ¢, or the following holds:
(#) [v2] = |ws]
(#7) v1(v2)* = wi(w2)*
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Our twinning property folFSTs is obtained by restricting the horizontal twinning
property ofVPTs to FSTs. By restricting we mean the following:

Definition 7 (Twinning property for FSTs of this paper).LetT = (Q, I, F,0) be an
FST. T satisfies the twinning property if for ajh, ¢(, € I, for all ¢,¢' € @ such thay
andgq’ are co-accessible, for all words;, vy, w1, ug, vy, we € X*, if:

uy /vy uz /2 ; ur/wa ;) u2/w2 /

9o —— ¢ —— ¢ o

ThenA(vl, wl) = A(’Ul’vg, wlwg).
The two definitions are equivalent, as shown by the next lemma
Lemma 8. Definitions 6 and 7 are equivalent.

Proof. First suppose that Definition 6 holds.df = wy = ¢, then clearlyA(vy, w;) =
A(vivg, wiwe). Otherwise|va| = |ws| and vy (v2)¥ = wq(w2)¥. Then necessarily
vy = wy (i.e. vy is a prefix ofw;) or w; < vy. Wlog suppose that; < wi, i.e.
wy = vnw) for somew]. ThereforeA(vy,w1) = (e,w)), and A(vyve, wiws) =
A(vg, wiws).

We now prove thatA(vy, wiws) = (¢, w]). Sincevy(ve)¥ = wy(wz)“, we have
(v2)* = w](w2)¥. Thereforevaw| (w2)¥ = v§ = wj(w2)*. Sincelvs| = |ws|, we get
vow) = wjws, from which we haved(vy, wiwse) = A(ve, vaw]) = (e, w)).

Conversely, suppose that Definition 7 holds ands # €. Since A(vy, w1) =
A(v1v2, wiws ), we have either; < w; orwy < v1. Wlog suppose that; < w, i.e.
wy = vyw] for somew). Therefore we have:

A(vy,wy) = (6,w)) = A(viva, wiwe) = A(ve, wiws)

Consequentlyys < wjws, and in particulanw)ws = vaw}, which gives us the follow-
ing series of equalities:

wy (w2)® = viw) (w2)® = vivaw) (w2)* = vy (v2)*w) (w2)* = -+ = vy (v2)* O

C.2 Proof of Theorem 6

Let T be anfVPT. If [T] is HBM, then the HTP holds foF' by Lemma 9 (proved in
this section). Conversely, T satisfies the HTP arifl is reduced, then we apply Lemma
10 (proved this section) which bounds the maximal diffeeehetween outputs df,
and then Proposition 2 gives the complexity the evaluatigarahm.

If T"is not reduced, we cannot apply Lemma 10 directly but we fastho reduce
T into T;. while preserving the satisfiability of the HTP. Let, . . ., ¢,, be the state of
T and F' be the set of accepting states’®f It is well-known that we can construct
deterministic finite-state automaty, , . . ., 4,, over the stack alphabétsuch that for
all ¢ € @, a stack content € I'* is accepted by, iff the configuration(q, o) is
co-accessible [16]. The reduction step is then easy. ltcasffio enrich the state space
of T" with co-accessibility information. In particular, @@, is the set of states of, for
all ¢ € @, then the set of states @ is Q x Q4 X --- X Qq,. The stack alphabet is
also of the forml™ x @Qq, x -+ X Qg,. We give only an informal explanation of this
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construction. When a run has reached the configurdti@m;,...,p,), o), it means
thatT has reached the configuratién o) and for alli, the automatod,, is in state
q; after readingr, with the following invariant (which ensures thBt is reduced): lej
be such thag = ¢;, thenp; is an accepting state of; = A,. On a call symbol, a copy
of the states of the automat, before reading the call symbol have to be stored on the
stack so that when reading the matching return, the statdeeaiutomatad, can be
restored (and again if; is the state reached . after reading the return symbol then
we have to check whethegr is an accepting state).

The transducer’ can be obtained frofi,. by projecting on the first component, and
therefore it is clear thaf}. satisfies the HTP whenevérsatisfies it. O

Lemma 9. LetT be anfVPT. If [T] is HBM, then the HTP holds fdF.

Proof. By definition of HBM and BM, if[T] is HBM and there exist& € N such that
forallw € Dom(T'), h(u) < K, then[T] is BM.

Now suppose thatthe HTP does not holdfoiTherefore there are words, us, us,
uk, v1, Vg, U3, W1, Wa, w3, w3 € X*, stackss, o’ and stateg, ¢’ € Q, qo,¢, € I and
qr,qs € F'suchthat:

(a0, 1) 2% (q.0) 25 (g,0) S5 (g, 1)
uy /w ’ 0'/) u2 /wa (q/ 0'/) us /w3

I (g, L)

and A(vy,w1) # A(vive, wiws). Let K = max(h(ujugug), h(ujusus)). By def-
inition of FST(T, K') (states are configurations @f) and of the twinning property
for FSTs, the twinning property folFSTs does not hold fofrST (T, K). Therefore
FST(T, K) is not subsequentializable [14] and by Theorefif3T (7', K')] is not BM.
Therefore[T] is not HBM, otherwise[T"] could be evaluated in space complexity
f(T|, h(u)) on any input wordz, for some functiony. That corresponds to bounded
memory if we fix the height of the words f§ at most. a

For the converse, we can apply the evaluation algorithm ofi@e4, whose com-
plexity depends on the maximal delay between all the canglidatputs of the input
word. We first prove that this maximal delay is exponentibtiyinded by the height of
the word.

Lemma 10. LetT be a reducedVPT. If the HTP holds fofl’, then for alls € X* we
haveoutD®(s) < (|Q| - |T "2 M, whereM = max{|t| | (¢,a,t,7v,¢) € 5}.

Proof. Let s € X*. We consider two cases. We first assume that Dom(T'). Let

u € X* be a prefix ofs, we will prove thatout.(u) < (|Q| - |I'|"*))2M. Note that
there existN = |Q| - |I'|*) configurations reachable by words of height less than
h(u). The proofis similar to that of [13] for FST. It proceeds bdirction on the length

of u. If |u| < N2, then the result is trivial. Otherwise, assume that> N2 and let

ul|v

(q,0,w), (¢, 0’,w") € Q x I'* x X* such that there exist runs: (i, L) — (g,0)

andp’ : (i/,1) = (¢',0"), with ¢,7" € I, (¢,0) and(q¢’,c’) co-accessible iT,
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v = lepin(u, T) - w, v = lepin(u, T') - w’, and such thadut:(u) = |w|. As |u| > N?,
we can decompose these two runs as follows:

) uz/vs (

. uy /v us /v
{p:m) I (g, 00) 2L (g1, 0 q,0)
!
1

1,
. uy v} ug /v uz /v
pe(i L) —= (¢}, 01) == (¢, 01) —> (¢, o)

In addition, we have: = wjusus, us # ¢, v = lepin(u, T) - w = vyvgvz, @andv’ =
lepin(u, T) - w" = vivhvs. Indeed, by the choice af, there must exist a pair of config-
urations that occurs twice. By the HTP property, we obta{n, vs, vjvh) = A(vy, v]).
By Lemma 12 (see Appendix D.2), this entails the equalltfy,vovs, vivivs) =
A(A(v1vg,v1vh) - (vs,v5)) = A(A(v1,v]) - (vs,vh)) = A(vivs, vivh). Thus, we
obtain A(w,w’) = A(v,v") = A(vivavs, vivhvs) = A(vivs, vivs). As vivg and
vjvs are possible output words for the input warghs, whose length is strictly smaller
than|u|, we obtainw| < out.(u;u3) and the result holds by induction.

We now consider the second caseZ Dom(T). Let s’ be the longest prefix of
such that there exist$’ such that’s” € Dom(T'). SinceT is reduceds’ correspond to
the longest prefix of on which there exist a run &f. Therefore we haveut}®(s) <
out}®(s") and we can apply the proof of the first case {as a prefix of a word that

belongs toDom(T')) and we gebutT®{(s’) < (|Q| - |I'|"(*7)2M. Moreoverh(s') <
h(s), thereforeout™(s) < out?{(s') < (|Q| - |I'|**))>M and we are done. O

D Quadratic Height Bounded Memory Evaluation

D.1 Decidability of the twinning properties

Lemmall. Let A, B,C,D € X* suchthatd = ay...a;,B = by...b,,C
c1...¢n,D=dy...dp,andl —m =n —p > 0. We have that\(4, B) # A(C,D
and only if one of the following conditions is satisfied:

==

)it

1. there exist& such thaty;, . # b, and either(i) k > |C|, or (i) cp—k = dn—k;

2. there existé such thate,,_, # d,,—, and either(i) k > |A|, or (ii) aj—x = bj—x;

3. there existg such thata;_j, # ¢, and either(?) k < I — m, or (i7) there exists
k" with ay 75 by andk + k' < ;

4. there exisk, &’ such that,,,_ # d,—; anday # by andk + k' < m.

Proof. Let us define? = AA BandF = C A D, and alsad’, B, C’, D' € ¥* such
thatA = FA',B = EB',C = FC'"andD = FD',i.e.(4,B") = A(4,B) and
(C',D") = A(C, D).

We first prove that each condition impligg A, B) # A(C, D), i.e.that(A’, B') #
(C', D). If |A'| # |C'] or |B'| # |D’| then the result is immediate. Now, assume that
A = |C’| and|B'| = |D/|.

1. By hypothesis we have,_, # b, therefore|A’| > k + 1 (asa;—, € A’) and
|B'| > k+1—(l—m) (asb,_ € B’). Thus|C’'| > k+1and|D’| > k+m—1+1.
In particular, this implies that we are in caég) as|C| > |C'] > k + 1. We
consider two casegu) if a;—; # c,—r we haveA’ # C’ (becausey_, € A’
andc,_, € C’ and are at the same position ff andC’ as|A'| = |C’|), or
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(b) if aj— = cn— this means thab,_, # d,—, (becausey_, # b;_, and
Cn—k = dn_g), and soB’ # D' (becausé,_, € B’ andd,,_, € D’ because
|B'| = [D')).

. Similar to proof of 1.

3. We prove that conditioy) implies A(A, B) # A(C, D). Condition(i:) is proved
similarly. We know thafA’| > |A| — |B| = I — m > k thereforeq;_, € A'.
Similarly, |C’| = |A’| > k, sOc,— € C'. By hypothesisi;_; # ¢,—, therefore,
as|A’| = |C’|, A’ andC’ differ on theirkth letter from the right.

4. Similar to proof of 3.

N

Now suppose that\(A, B) # A(C, D) and let us show that one of the conditions
is satisfied. First note that B’ = ¢, thenB is a prefix of4, and thugA’| =1 — m. In
particular, we obtaind’| < |C’| < |C|. We call this propertyfz). Similarly, D’ = ¢
entails|C’| < |A’| < |A|, what we denote byfp).

We prove the property by considering several cases:

— |A’] > |C|: takek = |A’| — 1, we haveu;_j # b;,_j. Note thath;,_;, does not exist
iff I —k > m, i.e. B = . By property(f5), this can not occur. In addition, by
definition ofk, we havek > |C| and thus condition.(7) is satisfied.

— |C'] > |A|: takek = |C'| — 1, we haver,,_j # d,_j (as above(}p) ensures that
d;_r, is well defined) and: > | A|: condition2.(¢) is satisfied.

— |A'| <|C|and|C’| < |Al:

o |A'| > |C| (thisimplies|B’| > |D'|): takek = |A’| — 1, we haven;_x, # bi_j,
andc,_ = d,,— (existence ob;_, andd,,_, is ensured by{g) and({p)):
conditionl.(i7) is satisfied.

e |C'| > |A| (this implies|D’| > |B’|): takek = |C'| — 1, then conditior®. (i7)
is satisfied.

e |A'| = |C’| (this implies|B’| = |D’|), we supposel’ # C’ and prove that
condition 3 holds (the casdB’ # D’ is similar with condition4 holding).
Becaused’ # C’ and they have the same size, there must be<a|A’| with
aj—k 7 cn—k, We consider two cases:

x |A'| < |A| — |B], this implies thatt < |A| — |B| = | — m therefore
condition3.(7) is satisfied.
x |A'| > |A| — |B|, takek’ = 1 — |A’| 4+ 1 (the first position ofd” in A).
Then we have;, # by, and thus conditios. (i) is satisfied.
O

D.2 TP s preserved by equivalent transducers

In this section we prove Theorem 8. We extend the concatamttipairs of words and
denote it by, i.e. (u,v) - (v/,v") = (w’/, v0").

Proof of Theorem 8

Proof. To prove this theorem, we assume tfiatdoes not satisfy TP, and show tHat
does not satisfy the TP either.
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SinceT; does not satisfy the TP, we have the following situation fors of T
(where(q, 1) and(q, o2) are co-accessible):

. / / /
(i1, L) % oy, 00) 222 (py, 0181) 2L (g1, 0461) L% (g1, )
(i, L) L% o) 221 (ol ol By) 2L (g, 0t 3) L (gf, o)
andA(vyvs, vivs) # A(vivevszvg, vivhvsuy).

If we repeat the loopis/u4 sufficiently many times, it is easy to prove that there
existk, > 0 andky, ks > 0 such that we have the following situationh:

uy ((uz); / Euz))]jj/ Euz);: u3 (214) )‘ 2/ EU4);2 /

(i2, 1) aiiic A (p2,02) =, (p2,0202) 2l (g2, 02/32) =, (q2,02)
Ul/(UZI)k;/ (UZI)I:/ (U%)];:US( )/ (U%)];:/

(i 1) A oy WA oy ATy YT o)

such that(g;, 01) and(gz, 02) (resp.(¢i,o1) and (g4, 04)) are co-accessible with the
same input word:; (resp.uj). For alli > 1, let us define the following words:

V=01 (02)" (v2)*2 (v2)F2 03 (va)*3 (04
W(?) :w1(w2)k1(w2)1k2(w2)k3w3( 4)*
V'O = v (vg)™ (0) %2 (vg) s v (v])* 3()

W) = w) (wh)* (wé)“”( oM (w)

We now prove that there exisf, X’ € X* such that: forali > 1, V® = W® X
orforalli > 1V@OX = W@, andforalli > 1, V0 = WX’ orforalli > 1,
V'O X" = W', Itis becausd’ andT; are equivalent. We prove the result figf?)
andW ) only, the proof of the other case being exactly the same byrsstny. Since
(g2,02) and(q1, 01) are co-accessible with the same input wagdand7T; and7> are
equivalent, there exist;, ws andgy, € F1 andgy» € F> such that:

us /v us /w
(q1,01) == (g5, L) (q2,02) Sofus, (qr.2, 1)

and for alli > 1, V(Wys = W@ws, which achieves to prove the result.
We now prove the following key result: for allj > 1,

AWV V@) £ AV VD)) implies AW, W) £ AW W)
We again consider two cases (the other ones being symmetric)
—forall¢>1,V® =Ww® X andV’®) = W) X', Then we have:

V@ yra) £ AV y6))

WO X WX £ AW 7)X W@ X"

AW, W0 (X, X)) # AA <W<J> W) - (X, X)) (Lemma 12)
# AW

A(
A(
A(
AW ) w4

=
=
=
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—forall¢>1, VO = w®X andV'O X’ = W@ . Then we have:

A(V(Z) |7 l)) (Vm V/(J))
= AWOX, V@) AW X, V@)
= AAW®D V'®). (X » (AOVU>V“)y(X¢D (Lemma 12)
:A(”VW) AW
= AAW® VD). (e, n (AUVU>VWU (¢, X')) (Lemma 13)
= AW® V'OX) av¢>v7ﬂX) (Lemma 12)
= AW®, W) AW@D, W)

Now by Lemma 15, sinced(vivz, vivs) # A(vivavzvs, vivavsvs), there exists
ip such that for alli,j > g, if i # j then A(vy(va)vs(va)?, vy (vh)ivs(v))!) #
A(vy(v2)Tv3(va)?, v (vh) vh(vh)7). Sinceky > 1, we havek; + iky + k3 > i for
all i. Therefore for all > i, we getA(V® V') £ A(V 6D 76+ and by the
last intermediate result, we geit(TV (%), W’(i)) # AW, W’(i“)). Therefore the
TP does not hold fo¥s. O

Lemma 12. For all u, v, v,v" € X*, A(uv/,vv") = A(A(u,v) - (u/,0")).

Proof. Let X = uu’ Avv’ andY = uAw. There existsA, B, C, D suchthatAA B = ¢,
C AND =¢, and:

wy' = XA u=YC
w' = XB v=YD
Al ') = (A,B) Mu,v) = (C, D)

We have necessarilyX| > |Y| since X is the longest common prefix af.’ andvv’
andY is the longest common prefix of andv. Now we haveYCw' = X A and
YDv = XB,i.e.Cu' = Y ' XAandDv' = Y 1XB. SinceA A B = ¢, we have
A(Cu',Dv") = (A, B), i.e. A(A(u,v) - (u/,v")) = (A, B) = A(uu/, vv’). O

Lemma 13. For all u, v, v, v, w,w’ € X*, we have
A(A(u, ) - (w,w')) = A(A(v, ') - (w, w')) iff A(u, v') = A(v,0)
Proof. There existsA, B, C, D and X, Y such that:
A(u,v') = (A,B) A(w,v')=(C,D) u=XA v'=XB v=YC v =YD

Let alsoFE, F, G, H such thatA(Aw, Bw') = (E, F) and A(Cw, Dw') = (G, H).
Clearly, if A= C andB = D, we haveE = G andF = H.

Conversely, suppose thdt # C (the caseB # D is symmetric). We show that
E # G or F # H. By definition of the delay, we know that A B = ¢, andC A D =
e. Therefore we have the following cases, for some wotdsB’, C’, D’ and letters
a,b,c,dsuchthat # b ande # d:

1. A=aA’andB = bB’, C = ¢C’ andD = dD’ for someA’, B’,C’, D’. There-

fore A(Aw, Bw') = (Aw, Bw') = (E,F) and A(Cw, Dw') = (Cw, Dw') =
(G, H). SinceA # C, we getE # G;
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2. A = aA’"andB = bB’, andD = e. ThereforeA(Aw, Bw') = (Aw, Bw') =
(E,F)andA(Cw, Dw') = A(Cw,w’") = (G, H). We have necessarilyf| <
|w’|. SinceB # ¢, we havd F'| = |Bw'| > |w'| > |H|. ThereforeF" # H;

. A=aA"andB = bB’ andC = ¢. We can apply the same argument as case 2;

. A=candC = cC" andD = dD’. This case is symmetric to cagp

. B=¢andC = ¢C’" andD = dD’. This case is symmetric to cage

. A = eandC = e. This case is not possible since we have assumedC;

. A=eandD = ¢ (C # €). We haveA(Aw, Bw') = A(w, Bw') andA(Cw, Dw') =
A(Cw,w’). Suppose thatl = G andF' = H. Then there exist&, Z’ such that
w=ZE, Bw' = ZF,Cw = Z'E andw’ = Z'F. ThereforeBw' = BZ'F =
ZF,andBZ' = Z,sothatw = BZ'E andCw = CBZ'E = Z'E, i.e.CB =,
which contradicts”' # ;

8. B = eandC = e. This case is symmetric to the previous case;

9. B =eandD = e. Then we havel\(Aw, Buw') = A(Aw,w") andA(Cw, Dw') =
A(Cw,w’). Again suppose thal = G andF' = H, therefore there existg, Z’
such thatAw = ZE,w' = ZF,Cw = Z'E andw’ = Z'F. ThereforeZ = 7,
which impliesAw = Cw. This contradictsA # C.

~NOoO Ol hw

O
Lemma 14. Letvy, vo, v3, vg, w1, we, w3, wy € X* and for alli > 0, let
V(i) =" (Ug)i’l}3 (’U4)i W(l) = w1 (wg)iw3 (w4)i.

If there existX’ > 0 and X € X* such that forali > K, V® = w® X then for all
i>0, VO =whXx,

Proof. First note that We.havb;gp4| = |weowy/, this is a straight consequence from the
fact that for alli > K, V(*) = W@ X . We consider two cases:

— |va| # |vg|: in that case we can show that the primitive rootsffuv,, wy, wy are
conjugate (see for example [15]) and therefore have the samgéh. Therefore we
can apply Theorem 1 of [17] which yields the result.

— |ua| = |v4l: in that case we also hayes| = |ws|, and supposé | > |w;| (the
cas€lvy| < |ws| is similar). There exist¥” € X'*, such that for any > K we have
v1vet = wiws'Y andYvsvyt = waws? X. Therefore we can apply Theorem 2 of
[17] which shows that these equalities hold for anyor anyi we haveV ) =
U1U2i1}3v4i = wlwgiYUg’lMi = wlwgiw3w4iX = W(l)X

O

Lemma 15. Letvy, vo, v3, vg, w1, we, w3, wy € X* and for alli > 0, let
VO = 0 (v2) 03 (04)’ W = wy (ws) ws(wa)'.

If A(V©O, W) £ AV® WD), then there exists > 1 such that for alli, j > io,
if i # jthenA(VEO W®) £ A(VE) W),

Proof. First note that sinced(V(®), WW(©) £ AV W), we clearly havévov,| #

€ Or jwawy| # €, We writeu < v if u is a prefix ofv, andu||v if © andv are incompa-
rable, i.eu A v = e. We consider several cases:
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1. there isKk > 1 such thatforali > K, V® < wW® or w® < vV(® Consider
the lengths of ) andW (). WhenK is large enough, one &f ) and W is
always the prefix of the other, far> K: V) < WO if |vyvy| < |wowy|, and
W® < v otherwise. Let us assume thasvy| < |wowy, i.€., for alli > K,
there existsX; such thatiV(® = V() X;. The other case is symmetric. We have
(WD — WO | = Jwawa| = VIV | 4| Xipa| = [VO] = | Xy, i.e. [wowa| =
VO 4 Jogva| + [ Xiga| = VO] = | X, 1.8 | Xiga| = [ Xs| = |wowa] — [vova]. We
again consider several cases:

1.1 |wowy| > |vavs|. We havel X k| < | X k41| < |[XK42|..., and by definition
of the delayA(V®, W) = (¢, X;). Therefore the delay always increases in
size ag icreases and we get the result;

1.2 |lwowy| = |ve2v4]. We show that this case is not possible. Indeed, it implies
that | Xx| = |Xxy1| = |Xkie|.... Therefore by definition o/ and
W@, there existsk” > K andX € Y* suchthatX = Xg = Xgiq =
Xkiqa.... By Lemma14, we getV (O = VO X andW® = V() X, which
contradictsA(W (), V() £ AW 1), V(”g.

2. forall K > 1,thereisi > K such thal/ (|17 (), We show in this case that one of
the two components of the delay always increases in size winereases. We con-
sider several cases depending on where the first differezteesbni’ () and W (*)
occurs. The cases we consider also depenH oim particular, by taking a larg&
it can reduce the number of cases we have to consider. Forespme, a3 € X*
anda,b € X such thata # b, and for aK large enough, one of the following
condition holds:

2.1 thereis > K suchthaw; (v2)® = ajaas andw; (w2)? = ajbas, as illustrated
below.

vy (vg)? v3(vs)
f H | V(@)
(23] aD(Q
aq as
b,
f H y w @
w1 (wz)* w3 (wy)"

Then for allj > i:
AWVD WD) = (aca(v2)’ " vs(v4)?, barg(ws) " ws (wy)?)

Since|vavy| # € Or Jwawy| # €, SOme of the two components of the delays is
always increasing in size gscreases, which proves the result;

2.2 wy = eandv; = ajaas and there is > K such thatv;ws(ws)® = a1bas, as
illustrated below.
Then for allj > i:

AWV WD) = (acnvdvs(va), bas(wsg)? )
Sincewvsvy # € Orwy # €, one of the two components of the delays is always

increaing in size;
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2.3

vy (v2)*v3(va)®

{ v (@)

D{jE

ol @2

b
k H { w (@)

wiwz(wy)?

there isi > K such thatv; (v2)! = ajacs andw; (ws)'ws = ajbaz, with
|1 > |vi] and]aq| > |wi(we)?| (otherwise it is case 2.1). We also assume
thatw, # € (otherwise it can be proved similarly as case 2.1). Theeafprt

e. This case is illustrated below:

vy (v2)* v3(vg)?
I 1l ] ]
. ! 1 V(Z)
a
ay ag
ag as
b _
f H | w®
] » -
wi (w2)" 3 (wa)*

We have takerk large enough, so that andwi have a common factor of
length at leastus| + |ws|. The strong theorem of Fine and Wilf [18] implies
that the primitive roots of, andw, are conjugate: there ate, to € X* and
n,p > 1 such thaty = (¢1t2)™ andws = (ta2t1)P. It can be shown (see for
instance [15]) that we can choosgandis such that there exigt;, ko > 0
verifying:

v = (1)1 A wl)(tgtl)kl tQ w1 = (’Ul A ’LU1)(t2t1)k2
Let o) be such thaty; = w;(w2)%e). There existks, X andY such that

o) = (tat1)® X with tot; = XaY, andws = o bag, as illustrated below (we
assume thatw,| < |v1| on the picture).

vy (v2)? v3(va)

H { V@

1

| %1 ag |
| |
| |

HtA
tatitatitatitat1tot tat tat1tatf ot 1tat 1tat 1ttt
| |

| ! a/l
| aq ! N b a3
+ + —— .
f H y w®
w i w i
o1 (w2)" 3 (wa)*
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We have for allj > i:

A(V( 7, W)
Alv (03703 (027, w1 (w3 ) w3 (104)7)
A((’Ul A\ ’wl)(tgtl)kltg(tltg)Jn’l)g(U4)J w1 (wg)Jwg(w4) )
A((’Ul A wl)tg(tltg)k1+Jnvg(v4)J wl(’LUQ)J’LU3(U)4) )
A((’Ul A\ wl)tg(tltg)k1+3nvg(v4) (’Ul A\ wl)(tgtl)’” (w2)3w3(w4) )
A(tg(tltg)k1+jn1)3(v4) (tgtl)k2“pw3(w4)3)
= A((t2t1)k1+jnt2v3(v4) (tgtl)k2+3pw3(w4) )
We now consider the following subcases:
2.3.1 |vz| > |ws|. As a consequence, > p, and we can assume thatis big
enough, so that; — ks + j(n — p) > 0. We get:

AV WY = A((tgty)F R+ =Py (04)7, ws (wy)?)
= A((tatr)Fr =R T M=Pt05(v4)7, o) bovs (ws)7)
= A((totr)Fr =R P byus(04)7, (tat1 )*2 X bag(wa)?)

We can takg such thate; — k2 + j(n — p) > ks, and therefore we finally
have:

AV, W)

A((fgtl)kl_kz-i_j(n_p)‘_k?’ tavs (U4)ja XbaS(.w4)j) )
A(XaY (taty)fr ki (n=p)=ks =1t (0)7, Xbag(wa)?)
= (@Y (taty )M —F2tin=p)=ka =11, 05 (14)7 b (wy)7)

Sincetyt; # €, we get that the first component of the delay always in-
creases in size whenincreases;

2.3.2 |vg| < |wa|. We can takés large enough such that this case never happens,
i.e. (v2)* andws do not overlap.

2.3.3 |vz| = |ws|. Thereforen = p, and we have for alj > i:

A(V(j), W(J)) = A((tztl)k1t203(04)‘j, (tztl)kz’u)3 (w4)j)

As case2.3.1, since by hypothesis there is an overlap betwgen’ and
ws, we havek; > ko + ks, and we get:

AWV, W<J>) A((tat1)" 7" t203(va)7, w3 (wa)?)
A((tatr) = F2tyu5(v4)7, (t2t1)"* Xbors(wa))
((tgtl)klfkrk‘*tzvg(my XbOég(’LU4)j)

= A(XaY(tgtl)kl_kz_k3_1t2v3(v4)j7 Xbas(ws)?)

= (aY (tot1)" PP uz(vg)7, bag(ws)?)

Therefore ifv, # € andw, # €, we are done as one of the two components
of the delay will increase in size wherincreases. Ity = w, = € we can
explicitly give the form ofA(V (), W (©)) and AV, Ww):
A(V(O), W(O)) = A((tgtl)kltgvg, (tgtl)k2+k3Xb063)
= A((tgtl)kl_kz_kStQ’Ug, XbOég)
= A((fgtl)kltg(tltg)nv3, (fztl)k2+k3+nXb043)
= A(V(l),W(l))

This is excluded by hypothesis, so this case is not possible.
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2.4 the other cases (the first difference occurs betweghand(w,)?, or between
vs andws, or betweenys and (w,)?, or between(v,)? and (w,)*) are proved
similarly as case 2.3 by decomposing the words as power of phienitive
roots. For instance, if the first difference occurs betweeandws, then either
vy = wy = € and it is the same as case 2.1,8r# ¢ andws = € but we
can takeK large enough so that this case is impossibleo# ¢ andw, # e.
In this latter case we can takté large enough so that the primitive rootsgf
andw, are conjugate. We have again to distinguish several casbe oelative
lengths ofv, andw, (as for 2.3) but the proofs are similar. Similar techniques
were already applied to prove that functionality is declddbr VPTs [15].

D.3 Proof of Theorem 9

We can use the same proof as the proof of back direction of fEne®, the only dif-
ference is the lemma that bounds the maximal differencedmvoutputs of". In the
proof of Theorem 6, we also needed preservation of satilifiabf the HTP under
reduction of the/PT. This is also the case for the TP.

We prove the following lemma, which states that the TP ingplieat in the evalua-
tion algorithm, the delays stored by the algorithm can benbled linearly in the height
of the input word.

Lemma 16. LetT be areducedVPT. If the TP holds fofl’, then for any words € 3%,
we haveout®(s) < (h(s) + 1) ((|Q| | rjelty? 4 1) - M, whereM = max{[t| |
(¢,a,t,7,¢') € 6}

Proof. Lets € X*. We assume thate Dom(T") (we can handle the caseZz Dom(T)
as in the proof of Lemma 10 for the HTP). We use the notiocusfent heightic(u) of

a prefixu of s as defined at the beginning of Appendix B. Consider a wopdefix of
s. There exists a unique decompositionuoés follows:u = ugciuics . .. Up_1C Uy,
wheren = he(u), and for anyi, we havec; € ¥, andu; is well-nested. Indeed, as
n = hc(u), the wordu contains exactly: pending calls, that correspond ¢gs, and
other parts of: can be gathered into well-nested words.

If each of theu;’s is such thatu;| < (|Q| - |I'|!2!")2, then the property holds as
length of wordu can be bounded bihc(u) + 1) - ((|Q| -|rjiertyz 4+ 1).

Otherwise, we prove that there exists a strictly shorteutimgord that produces the
same delays as when evaluating the transduction on it. Therefore, comsideord

w such that(qo, 1) 2w, (¢,0) for somegy € I. Then there exist rung, ¢ in T

producing respectively as output wordsindv’, such thaty = (v A v’) - w. Consider
the smallest indexsuch thatu;| > (|Q| - |I']9!")2. We distinguish two cases:

1. if h(u;) < |QJ*, then we can reduce the lengthwafusing the HTP by exhibiting
two configurations occurring twice in runsand ¢’. This yields an input word
u/, strictly shorter thany, that produces the same delayswaésee the proof of
Lemma 10).

2. if h(u;) > |Q*, then we prove that we can “pump vertically?, and then reduce
its length too. Indeed, lét be the first position in word,; at which height:(u;) is
obtained. Asu; is well-nested, we can define for ea@h< j < h(u;) the unique
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positionle ft(j) (resp.right(j)) as the largest index, less tharfresp. the smallest
index, larger thark), whose heightig. As h(u;) > |Q|*, there exist two heights
andj’ such that configurations reached at posititnfg(;), left(;'), right(j) and
right(j') in runsp andy’ satisfy the premises of the twinning property, considering
the prefixuge; . .. c;u; of u. Thus, one can replace in this prefix by a shorter
word «} and hence reduce its length, while preserving the delayhesbafter it.
Letu’ be the word obtained from by substitutingu, to u;, hencelv’| < |u|. By
Lemma 12, this entails that the delays reached afeandw’ are the same, proving
the result. O
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