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Abstract: In this work we present the parameter optimization of a distributed
model for the classification of temporal sequences. The model we present codes
information with a population of units, and it can be applied to discriminate
between several spatiotemporal sequences. The implementation of this classi-
fication technique strongly depends on how the the connection weights are set
according to the sequence we want to code. This “learning” phase depends on
several parameters, for which we present a detailed analysis in this work. In the
first part, we give some examples and we retrieve the model parameters in 1D
by extending other existing studies. Later on we extend the analysis into 2D,
proposing at the end of the report a strategy to code any given spatiotemporal
sequence that can be described as a set local spatiotemporal trajectories. The
derivation of parameters is performed analytically and numerical simulations
are performed to verify our results.
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Codage de motifs spatiotemporels par Champs

neuronaux: Estimation optimale des paramètres

Résumé : Dans ce rapport nous présentons l’optimisation du paramétrage
d’un modéle distribué de discrimination de séquences temporelles. Le modèle
que nous présentons code l’information au moyen d’une population d’unités, et il
peut être appliqué à la discrimination de plusieurs séquences spatio-temporelles.
L’implantation de cette technique de discrimination dépend fortement de la
façon dont les poids de connexion sont fixés en fonction de la séquence que nous
voulons coder. Cette phase d’apprentissage dépend de plusieurs paramètres,
pour lesquels ce rapport présente une analyse détaillée. Dans la première par-
tie, nous donnons quelques exemples et nous montrons comment déduire les
paramètres du modèle dans sa forme 1D à partir d’autres travaux existants.
Ensuite nous étendons l’analyse au cas 2D, en proposant à la fin du rapport une
stratégie pour coder n’importe quelle séquence temporelle pouvant être décrite
comme un ensemble de trajectoires spatio-temporelles locales. Les paramètres
sont déterminés analytiquement et des simultations numériques sont réalisées
pour vérifier nos résultats.

Mots-clés : champs neuronaux, reconnaissance de motifs, systémes dy-
namique, neuroscience computationnelle, séquences spatio-temporelles
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1 Introduction

In this report we present the details of a bio-inspired model for the coding and
classification of spatiotemporal patterns based on the Continuous Neural Field
Theory (CNFT). In particular we report, the way in which this model can be
tuned in order to obtain coding and classification properties.

A spatiotemporal pattern can be understood as a volume in space and time,
where space is a generic dimension depending on the problem (position, fre-
quency or features in general). In computer vision, action recognition from
video sequences is an example of classification of spatiotemporal patterns. Sim-
ilarly, speech recognition in the audio processing field is another example of
spatiotemporal pattern classification. Both problems have in common that is
not just to recognize (and to code), the right picture or phoneme, but also to
verify the right temporal sequence at a specific speed of presentation.

In the Continuous Neural Field Theory (or CNFT), we code space whatever
its nature, as a population of units that represent it locally (close units code
for close stimuli in space) and we study the temporal activity of these neurons
with no transmission delay among units [1] and a linear dependency with the
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input activity. The advantage of this kind of model is a distributed represen-
tation of space suitable to be deployed in parallel implementations and even
tolerant to failures: for example if some of the units that represent the space
“fail”. The CNFT provides also a macroscopic description for the behavior of
massive populations of units presenting an interesting bridge of discussion with
neuroscience, from a theoretical point of view.

This work presents a variant of the CNFT theory able to code spatiotemporal
patterns, considering them as a temporal sequence of spatial patterns. For this
model that we are introducing, we show both analytically and experimentally
that it can be effectively tuned to code and retrieve simple, yet generic, temporal
sequences.

2 Spatiotemporal patterns

Spatiotemporal patterns can be found in different contexts, as we have men-
tioned. The main property of these patterns is the temporal dependency (there
is a sequence), while the spatial dimension may change depending on the prob-
lem: for video processing it is usually the 2D space, for audio processing it is
usually the Fourier domain. We will begin the presentation of our work with
an illustrative example from the image processing domain for the coding and
classification of spatiotemporal patterns. After this example, we will focus on a
special kind of pattern, suitable to be described as a set of local spatiotemporal
features. Later, we will show how it can be modeled with the help of the CNFT,
and we derive the precise parameters required for it.

2.1 An example pattern: video sequences

In image processing, any video sequence can be seen as a temporal stack of im-
ages, where each image is a static pattern. Once we have seen a given sequence,
we can ask, given a new sequence, if it corresponds to one of the sequences we
have already seen. If we consider a special kind of videos: human motion, we
can think of sequences such as to walk, to box or to wave, see Figure 1, and
we could ask for a new video sequence, which of the actions we have already
seen is the most similar. This kind of classification task must deal with the
generalization/over-fitting problem [2].

2.2 Coding with snapshots

In general, a given spatiotemporal pattern will not have any structure, and
we will be forced to completely record each “2D” spatial pattern (or snapshot,
in the video example). Also, considering cyclic movements, the phase is not
necessarily 0, i.e. the sequence does not necessarily start at the same point in
time.

Suppose we want to code a simple on-to-off sequence as in Figure 2(a). The
spatial dimension we are considering is light intensity (ℓ), a continuous variable
that for the on-to-off sequence goes from 0 to 6. If after black (no light) it
comes white again and between each light intensity there is a fix time, we can
consider it as a cyclic sequence. We want to answer the question: is a given
series of n images with speed of presentation v, in the on-to-off sequence?, see
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Figure 1: Human movements (a) to walk, (b) to fight and (c) to wave. In white
we mark more relevant locations in terms of the information they can contribute
to be differentiated from other sequences. (d) The set of trajectories in time for
the joints in the walking sequence.
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Figure 2: Continuous and discrete light intensities. Also slow and fast discrete
on-to-off sequence.

Figure 2(b) for different speeds of presentation. Additionally, we require answers
with partial inputs (n < 7) and we will suppose that sequences do not always
start at the same point in time (different phase).

Let us consider that the solution to this problem should first verify for each
image of the set n, if it matches some image in the sequence. Only after this,
we verify the temporal sequentiality. We will study this kind of solution, and
propose a practical implementation using a variant of the CNFT.

2.2.1 Complete Snapshots coding (1D ACNFT)

The classification problem can be solved with several methods [2] from statistical
decision theory such as LDA and Fisher’s LDA, regression based techniques as
MLP, RBF and SOM, nearest-neighbor or prototypes methods like k-nearest-
neighbor and LVQ, without forgetting SVM’s. Yet, if we require the solution to
give partial answers while the input is displayed and also to answer in case of
time distortions1 (see Figure 2(b)), then the solution becomes less evident, even
more if we want a robust distributed representation. In this case, an interesting

1usually called time-warping
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Figure 3: The similarity function for P33, and the sequence of similarities that
corresponds to a part of the on-to-off sequence. Here we plot d(Il, P kk ) for several
P kk , using d(Il, P kk ) = exp(−(Il − P kk )2)

approach to consider is by Giese et al. [3], where they consider a similarity
function d between an input image (I) and a prototype image (Pk): in our
discrete on-to-off example, we need 7 light intensity prototypes Pk (see 2(a)
below). Note that in general the input (I) and prototypes (Pk) are images and
as in the on-to-off sequence, images are single colored, we note Il and P kl for the
light intensity l of: the input image and the kth prototype image respectively.
Also, as we can choose freely where to start to count the prototypes we impose
P kk .

For each input image at any time we will have an answer from all prototypes,
as the pattern may start at any light intensity, in our example. We can see the
profile of responses for three prototypes with respect to light intensity of different
inputs (I l), in Figure 3(b). The shape of the profiles in Figure 3 will be given
by the similarity function, but we still need to verify that images appears at
precisely the right order and speed. To illustrate how the mechanism work we
will explain it recursively. Suppose that we are verifying that image I at time t
(or I(t)) belongs to the sequence, we know that until time t− 1 the sequence is
correct and we also know that next image in the sequence must be Pn. In this
case we need to verify that image I(t) corresponds to the prototype Pn. If both
elements: history and current image are correct, we can stand that the image
I(t) correspond to the sequence.

In the CNFT, we represent the spatial dimension (light intensity) as units,
where we describe the variation of the activity for each unit as a differential
equation with a decay term (for the on-to-off sequence there are 7 units), see
the left part of Eq. 1. In this specific case we consider the input as the similar-
ity function that we mention, and we require the interaction between units to
account for the verification of the sequence. All of which can be summarized in
Eq. 1.

τ
∂m(k, t)

∂t
+m(k, t) =

[

∑

k′

w(k′ − k)m(k′, t) +D(I(t), P k)

]+

(1)

RR n° 7543
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where we note D(I, P k) = d(Il, P kk ) to simplify the notation, [ ]+ is the non-
linear rectification equivalent to max( , 0). The function w(k′ − k) codes the
sequence and the speed the light should change. Here, w must be asymmetric
with respect to k′ − k, to account for the sequentiality. The precise degree
of asymmetry (the parameters of w) codes for the speed and it requires to
determined, as it will be explained further in Section 3.1. To the the variation
of the CNFT with an asymmetric kernel (w) we call it Asymmetric CNFT, or
ACNFT.

To answer if an input image sequence is in the on-to-off sequence with a
given speed, we look at the value of,

A(t) =
∑

k,t

m(k, t) = 2π
∑

t

r0(t) (2)

which should be maximal for the on-to-off sequence at the speed for which we
tune the system. In Eq. 2, r0(t) accounts for the total instantaneous activity
over space. Any other spatiotemporal sequence either with different spatial
patterns or temporal order should deliver a lower value of A. This model allows
to correctly verify a given sequence, and to answer as input images become
available, not necessarily with the complete sequence.

There are several metrics we can use as d function, in general any RBF as
other authors have proposed [4]. However, for the exact shape of w in terms of
the input speed v there is no analytical result to our knowledge. The authors
of [4] report manual tuning by using data directly. In the next section we will
show how to effectively tune the model for a given input speed v, in such a way
to guarantee a maximal value of A for the right sequence.

2.2.2 Complete Snapshots coding, an example

Following the on-to-off example, we show now how Eq. 1 provides an effective
way to code and classify spatiotemporal patterns.

To check the sequentiality, we will consider two possible input sequences: the
on-to-off and the exact inverse off-to-on sequence and only one population of
units coding the on-to-off sequence. The values of A as function of time t, with
A defined as in Eq. 2, can be seen in Figure 4(a), where it can be observed that
the ACNFT is able to distinguish the on-to-off sequence before the complete
pattern is presented (at t = 6) as the value of A(t) is higher with the on-to-off
sequence as input than with the off-to-on sequence, converging quickly to the
stable state of the system as can be seen in Figure 4(b),

Until now, we have introduced a variant of the CNFT, able to code spa-
tiotemporal patterns, mainly developed by [4, 5, 6]. In Section 3.1 we present
the theoretical analysis for the optimization of parameters in the 1D case, to
make the model viable to be implemented as a classification system. Details
about the parameters and methods of the numerical simulation, can be found
in the Appendix E.

2.3 Coding with local features

As we have seen, we can code an arbitrary spatiotemporal sequence as a series of
spatial patterns keeping full record of each spatial pattern, and for the temporal

RR n° 7543
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Figure 4: Temporal evolution of: (a) the total activity A(t) and (b) the instan-
taneous activity r0(t) for the 1D example.

part, we can use a differential equation to represent the speed the sequence
should appear. To perform this we require a distance function d, to compare
the input pattern with the prototypes that compose the sequence stored in
advance (Pk).

In fact, we do not need the metric d and we do not need to store the complete
spatial patterns if the spatiotemporal pattern can be described as a sparse set of
local features in the spatiotemporal volume. Many sequences can be decomposed
as a set of “trajectories” in time: in human movements if we enlight the joints,
the sequences can be described with a few trajectories, see Figure 1. The sparse
local feature coding that we propose in 2D using the ACNFT, takes advantage
of this idea.

2.3.1 Sparse local feature coding (2D ACNFT)

The idea to code a spatiotemporal volume using local features has been ad-
dressed before with the local-feature description, specially in the image pro-
cessing domain [7]. In these methods common issues are: how they respond to
variations in speed (time compression/dilation), the lack of response for par-
tial patterns and phase-dependent recognition. For those reasons, a model that
combines both elements (the advantages of local feature detection with a dis-
tributed mechanism to compare patterns improving these issues) appears as an
interesting and appealing idea.

To code spatiotemporal patterns in 2D, we consider only those that can be
described as a set of trajectories (joints trajectories for human movement in
Figure 1). The main restriction for the local-features is that they have to be
“close” in time, forming continuous trajectories in the space-time volume. We
apply the ACNFT model to the set of trajectories, but without loss of generality
we first focus on a single trajectory.

The 2D ACNFT directly uses a local feature detection g over the image (see
Eq. 3). The difference with the metric d in 1D is the absence of prototypes,
performing an isotropic feature detection in g, in other words an implicit repre-
sentation of the prototypes. Furthermore, we modify the kernel w, to code the

RR n° 7543
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Figure 5: Temporal evolution of: (a) the total activity A(t) and (b) the instan-
taneous activity r0(t) for the 2D example.

location where the trajectory goes through and its corresponding speed. This
can be summarized as,

τ
∂m(~x, t)

∂t
+m(~x, t) =

[
∫

Ω

w(~x′, ~x)m(~x′, t)d~x′ + g(I(~x, t))
]+

(3)

Eq. 3 differs from Eq. 1 by the spatial variable ~x of the pattern and by the
input defined as g(I(~x, t)), where g(·) is transformation independent from the
sequence we want to code (local descriptors [7], see also [8] for a discussion
of existing pattern coding schemes). Also, the w function no longer depends
only on the distance, but also on the position of the unit (because we code
the precise trajectories). To answer if an input image sequence belongs to a
previously coded sequence with a given speed, we look at the total value of
Eq. 2 as in the 1D case.

2.3.2 Sparse local feature coding, an example

To visualize the kind of pattern we could potentially code, we consider for ex-
ample several moving trajectories that correspond to the positions of the joints
for a moving person in a video sequence, see Figure 1. The first example we
will consider is the simple case of one left-to-right and one right-to-left trajec-
tory moving at the same speed, where we use the same ACNFT population to
discriminate between both.

We can see the results of the 2D ACNFT in Figure 5(a), where the value
A(t) is larger for the speed the system codes for, and the convergence to the
stable state is fast, see Figure 5(b). In this example, the input speeds where
{5,−5} in rad/frames (same conditions as in the 1D example), and the system
had the same parameters for both inputs, see Appendix E for more details on
the numerical simulation. In this particular example, we use a version of the
2D ACNFT detailed in Section 3.2 able to code only one trajectory at a time.

RR n° 7543
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Figure 6: (a) Input function, at difference contrast levels. (b) Asymmetric
kernel function for β = 1.5, considering a neuron at position 0, only neurons at
position −1.5 or close will have positive weights.

3 Parameter tuning

The model presented in the first part of the previous section and introduced
by [3, 4, 5], is able to code any video sequence by saving snapshots (complete
pictures) at each time instant (the 1D ACNFT). In the second part, we intro-
duced a new model able to code any 2D sequence that can be decomposed into
a set of local features (the 2D ACNFT). However, for both cases, in order to
implement them, we need to precise the shape of w and link it to the speed
of the input sequence v. The following analysis has been inspired by the work
of [5] in 1D and extended to the 2D case.

3.1 1D ACNFT

To determine the shape of w, we will use the form proposed by [6] see Fig-
ure 6(b),

w(k′ − k) = J0 + J1 cos (k′ − k + β) (4)

where k is the spatial variable. The w function should be asymmetric, periodic
and continuous at least for the analysis, but this precise form only simplifies
the analysis. This function has its highest value at k′ − k = −β. This implies
k > k′ if β > 0, or for the on-to-off sequence that this function gives a maximal
positive value to units placed at distance β to the left of the unit k (i.e. before
in terms of time of the sequence).

As we have mentioned, to code different speeds of appearance for the stack
of images, the β parameter in Eq. 4 should be tuned accordingly to the input
speed v. To derive β(v), this should maximize A as define in Eq. 2 when the
input is at speed v. To start the analysis we rewrite A in the continuous case
as

∫ (∫

m(k, t)dk′
)

dt = 2π
∫

ro(t)dt, and we impose also a system with stable
response, i.e. dr0/dt = 0, allowing us to write A = (tf − t0)r0.

RR n° 7543
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In fact, r0 is the first Fourier component of m; to simplify the calculations
we consider k to be an angular variable, to account for cyclic patterns and to
avoid border conditions,

r0(t) =
∫ π

−π

m(k, t)(2π)−1dk (5)

r0 is calculated in [5, 6] for the 1D system assuming that the expected activity in
m(k, t) evolve as one single “bump” moving at input speed v and that this front
has width 2kc(t), where kc(t) is an unknown function of time. Using kc(t), we
can deal with the non-linearity [ ]+ in the right side of Eq. 1, which is non-zero
only in the interval [φ(t) − kc(t), φ(t) + kc(t)]), where φ(t) is the position for the
center of the bump.

Considering the single bump assumption, introducing kc(t) and imposing
simultaneously that dr0/dt = 0 and dr1/dt = 0, r0 can be written as (see
details in Appendix A),

r0(t) =
S

−J0 − cos(kc)/f0(kc)
(6)

where f0 is a increasing function of kc as defined in [5, 6], S is the contrast of the
sequence parameter (or the rate between the minimum and maximum values,
see Figure 6(a)). As we want β(v) to maximize r0, in Eq. 6 this is equivalent
to minimize kc (J0 < 0 and S > 0). To minimize kc, we use the constraint
of a single bump of activity in Eq. 7, first introduced in [6] and detailed in
Appendix A,

S′ =
J0f0(kc) + cos(kc)

√

J2
1f

2
1 cos(∆)2 − 2J1f1 cos(∆) cos(∆ + β) + 1

(7)

here S′ is a parameter that depends on the shape of the input sequence, f1 is
a function of kc and ∆ = arctan(τv). Deriving Eq. 7 with respect to v and
asserting dkc/dv|v=vm

= 0 (see details in Appendix B), we obtain the following
expression for the optimal speed (vm) as function of β (here our analysis goes
beyond [5]):

vm =
J1f1(kc)τ − 2τ cos(β) −

√

J2
1 f

2
1 (kc)τ2 − 4τ2J1f1(kc) cos(β) + 4τ2

2τ2 sin(β)
(8)

all the terms in Eq. 8 are known except for kc(t), but the solution we look for
must be independent of the input if we want to apply it to other sequences and
link vm with β. Considering the limit when the input width tends towards a
localized input, this implies kc tends towards zero, simplifying vm,

vm(β) =
1 − cos(β)
τ sin(β)

(9)

To verify this result, we took the known no-contrast limit of [5] (or width
of the input → ∞) and our high contrast limit at Eq. 9 (or width of the input
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→ 0), and we ran simulations to check that inputs with medium contrast are
better represented by our high contrast limit, see Figure 7. In Figure 7 we see
that as the input contrast (ǫ) is higher our approximation of vm(β) is better, or
in other terms, for a given input speed we can derive more precisely the right
β so that the mean activity r0 is maximal. By consequence, we maximize A as
function of β. We can also notice that in the high contrast limit the relation
between the optimal β and the input speed v is almost linear.

3.2 2D ACNFT

In 2D, the ACNFT codes a set of trajectories in space with the same population,
where each unit has a local kernel w. We will consider in this analysis the case
where w has the size of the input image, i.e we can code only one trajectory with
our system (one joint at a time, in Figure 1). If features are sparse “enough”
this will be the case in general.

w(~x, ~x′) = p(y, y′)q(x, x′) = A (1 + cos(y′ − y)) (J0 + J1 cos (x′ − x+ β)) (10)

where ~x = (x, y) and ~x′ = (x′, y′). In Eq. 10 we impose w(~x, ~x′) = p(y, y′)q(x, x′)
where the asymmetry will be only in the q function as in the 1D case, and the
p(y, y′) function is a RBF or something close (cosine in our analysis). The
separability of w helps with the analysis, since as along the x-axis we have
a system similar to the 1D case, see Figure 8(b). The input we consider is
again a spatial bump, moving in the x-direction without loss of generality, see
Figure 8(a).
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Figure 8: (a) Input function, the deplacement is only in the x-axe. (b) Asymmet-
ric kernel function for β = 1.5 for a neuron at (0, 0), only neurons at x = −1.5
or close will have positive weights.

The first Fourier component of Eq. 3 needs to be computed as in the 1D
case,

r0(t) =
∫ π

−π

∫ π

−π

m(~x, t)(2π)−2d~x (11)

where the spatial variable y is also considered as angular and (x, y) ∈ [−π, π] ×
[−π, π]. Using the separability of variables of w and the single bump restriction
as for the 1D case, we can derive an expression for r0 (see Appendix C for
details).

r0(t) =
(C +D2)

−AJ0 − (2 cos(xc) + cos(xc)2) /g0(xc)
(12)

The main difference is that now the first Fourier component (r0) or the total
activity depends on the size of the bump of activity in both axes. The size can
be expressed as xc for the width in the x-axis and yc for the height in the y-axis.

As in the 1D case, we want to tune parameter β of this system so as, to
maximize r0, see Eq. 12. The value of r0 depends on g0(xc) which is an increasing
function of xc and yc (see details in Appendix D), which is equivalent to say that
r0 is a decreasing function of xc and yc. The next step is to use the single bump
constraint of the solution, and to make dxc/dv|v=vm

= 0 and dyc/dv|v=vm
= 0.

We thus obtain (see details in Appendix D),

vm =
AJ1g1(xc, yc) − 2 cos(β) −

√

(AJ1)2g2
1(xc, yc) − 4AJ1g1(xc, yc) cos(β) + 4

2τ sin(β)
(13)
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Figure 9: The β(v) function for the maximal mean activity (r0) at different
values of the contrast. Continuous lines correspond to theoretical results in low
and high contrast limits, the others tree dotted curves to simulations. Note that
we use C = 4D2 − 1, to have an amplitude of 1 in all the cases.

vm is the magnitude of the speed, as the input is defined to be moving only in
the x direction. The difference with the 1D case is the g1 function, defined in
Appendix 13. For vm we can again use the high contrast limit (g1(xc, yc) → 0),

vm(β) =
1 − cos(β)
τ sin(β)

(14)

which is the same results as in Eq. 9. In a similar way for the the low contrast
limit vm = tan(β)

τ
can be found in the 2D case, as obtained by [5] in the 1D

case. To verify both limits in the 1D case, we perform simulations, see Figure 9,
where it can be seen that at different input contrast levels (in the 2D case, the
contrast is defined by C and D) the optimal value of β is close to the high
contrast limit we obtained, yet is not as precise as the 1D case, probably due
a to several constraints we assume that do not completely hold in general, see
the end of Appendix C for details.

3.3 Generic 2D trajectories

Until now we have considered straight line trajectories in 2D, moving along a sin-
gle axis with constant speed. Yet, curved trajectories can still be coded consid-
ering them locally as rectilinear ones. Concerning trajectories where dv/dt 6= 0,
they can still be coded with our model if it is possible to consider them as
piece-wise functions with constant speed.

In the general case, if we want to code a given trajectory we have each
position available in space ~xi = (xi, yi) in pixels and its derivative ~vi = (vix, v

i
y),
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Figure 10: Schematic view illustrating training and evaluation stages for the
classification task with our proposed method.

in pixels per frame. Due to implementation issues the size of the kernel should
be much smaller than the total size of the field σ ≪ Σ, and obviously this size
limits the maximal speed the local kernel will be able to code as |β| < σ/2.
On the other hand, the minimal speed is constrained to the equivalent of 1
pixel/frame, or |β| > 2π/σ.

The position in pixels within the trajectories identifies the unit which kernel
should be modified directly as ~xi = (xi, yi). Then, the direction of movement θ
can be calculated as θ = arctan(viy/v

i
x), this angle is the rotation necessary to

put the x-axis in the direction of motion. The magnitude of the speed in pixels
|~vi| must be transformed into radians per frame with vir = |~vi|2π/σ, then used
so as to calculate the asymmetry in the axis of movement to obtain βi.

xθ = (x− xi) cos(θ) − (y − yi) sin(θ) (15)

yθ = (x− xi) sin(θ) + (y − yi) cos(θ) (16)

w(~xθ) = exp
(

−
1

2σ2

(

(xθ − βi)2 + y2
θ

)

)

cos
(

2πxθ
σ

+ βi
)

(17)

4 Conclusions

In this work we have presented an analytic optimization of the parameters in the
asymmetric CNFT, where we assume a precise form of the input and the kernel.
More precisely, we maximize the amplitude of the activity, for the stable state
as function of the asymmetric parameter β in both, 1D and 2D scenarios. The
optimization in 1D and the complete analysis in 2D are our main contributions,
and allow us to propose a new classification model based in the decomposition
of spatiotemporal volume into set of local trajectories, see Figure 10.

The results we have shown indicate that as the input stimuli gets more
and more localized in space (less noisy), the relation between the asymmetry
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parameter (β) and input speed (v) becomes almost linear, far from the intrinsic
velocity of the system in the absence of stimuli. A simple relation like this for
the asymmetric CNFT is interesting: as other inputs (with different shapes) get
more localized, they will have a function β(v) close to linear so as, to maximize
the amplitude. Following this idea this we propose how to generalize the ACNFT
for generic trajectories, see Figure 10, in order to build a classification model
based in our ideas.

The kind of analysis we have presented is different to some other approaches,
for example numerical ones [9, 10], where no assumptions about the input are
performed. Yet, as we have shown in this work, even if we use a specific input
function the results may hold in general cases, for example taking the appropri-
ates limits. Nevertheless, it will be interesting to compare numerical approaches
as the ones proposed by [9, 10], to see how the solutions differ (or not).

Appendices

A Analytical expression of r0(t)

This first analysis has been performed elsewhere (see [5, 6]), and we only make
explicit and clarify some of the steps. Given Eq. 1, we first look for a closed
form for the mean activity (first Fourier component), as defined in Eq. 5. To
achieve this we use the same input as in [5, 6],

I(k, t) = C [1 − ǫ+ ǫ cos(k − vt)] − T (18)

at t = 0 this represents a bump around k = 0, shifting towards the right at
speed v, where the parameters C, ǫ and T control the ratio between maximal
(C − T ) and minimal (C − T − 2ǫ) activity. We also need the dynamics of the
second Fourier component r1(t) defined in Eq. 19, because r0(t) depends on it,
as we will see later on.

r1(t) =
∫ π

−π

m(k′, t)(2π)−1ei(k
′
−ψ(t))dk′ (19)

In Eq. 19 ψ(t) is an unknown function of time, that makes r1(t) a real and
positive number, in other words for a single bump solution, this is the peak of
the bump position (or phase in the complex plane). Introducing Eq. 18 and
Eq. 4 into Eq. 1 and identifying r0 as defined in Eq. 5 we can rewrite Eq. 1 as,

τ
∂m(k, t)

∂t
+m(k, t) =

[

J0r0(t) + C(1 − ǫ) − T+

Cǫ cos(k − vt) + J1

∫ π

−π

m(k, t)(2π)−1 cos(k′ − k + β)dk′

]+

(20)

here the point is to simplify as much as possible any dependency in the space,
and to impose a single bump solution. To do this, we can rewrite the right-side
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of Eq. 20 in the complex plane to simplify calculations (considering only the
real part) and then using Eq. 19,

J0r0 + C(1 − ǫ) − T + Cǫe−i(k−vt) + J1

∫ π

−π

m(k, t)(2π)−1ei(k
′
−k−β)dk′

J0r0 + C(1 − ǫ) − T + Cǫe−i(k−vt) + J1

∫ π

−π

m(k, t)(2π)−1ei(k
′
−k−β+ψ−ψ)dk′

J0r0 + C(1 − ǫ) − T + Cǫe−i(k−vt) + J1

∫ π

−π

m(k, t)(2π)−1ei(k
′
−ψ)ei(−k−β+ψ)dk′

J0r0 + C(1 − ǫ) − T + Cǫe−i(k−vt) + J1r1(t)ei(−k−β+ψ) (21)

To ensure a bump solution, we assume a single cosine shape as total input
(all the terms inside [ ]+) introducing another variable: φ(t), which represents
the spatial position of the total input center in Eq. 21 (not in m as ψ(t)). Taking
only the real part of Eq. 21, and introducing φ− φ we obtain,

I0(t)+ cos(φ− k)(J1r1 cos(ψ − β − φ) + Cǫ cos(vt− φ))+

sin(φ− k)(J1r1 sin(ψ − β − φ) + Cǫ sin(vt− φ)) (22)

where I0(t) = J0r0(t) + C(1 − ǫ) − T . The single bump shape for the solution
translates then into imposing Eq. 23.

J1r1 sin(ψ − β − φ) + Cǫ sin(vt− φ) = 0 (23)

Using Eq. 22, the condition in Eq. 23 and the auxiliary variable I1(t) =
J1r1 cos(ψ − β − φ) + Cǫ cos(vt− φ), we can rewrite Eq. 1 as:

τ
∂m(k, t)

∂t
+m(k, t) = [I0(t) + cos(k − φ(t))I1(t)]+ (24)

Until now, we have imposed a shape for the solution (single bump) and thus
we have obtained a restriction (Eq. 23). Rewriting the system, we have derived
Eq. 24. The next step is to deal with the non-linearity [ ]+ and to show the
existence and the stability of the solution, i.e. dr0(t)/dt = 0 and dr1(t)/dt = 0.
In order to simplify the non-linearity we use variable kc(t) (the unknown width
of the total input bump). When kc = k− φ, the right side of Eq. 24 is zero and
we obtain I0(t) = −I1(t) cos(kc), this allows us to write,

τ
∂m(k, t)

∂t
+m(k, t) = [I1(t) (cos(k − φ(t)) − cos(kc))]

+ (25)

Before using dr0(t)/dt = 0 and dr1(t)/dt = 0, the last step is to trans-
form Eq. 25 into the Fourier domain by integrating each term in Eq. 25 with
∫ π

−π
(2π)−1dk for the first Fourier component, and with

∫ π

−π
(2π)−1eikdk for the

second component. The second component derives into two equations since it
is complex, describing the dynamics of the system with a total of 3 coupled
equations in the Fourier domain, see Eqs. 26, 27 and 28.
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τ
∂r0(t)
∂t

+ r0(t) = I1(t)f0(kc) (26)

τ
∂r1(t)
∂t

+ r1(t) = I1(t)f1(kc) cos(φ− ψ) (27)

τr1(t)
∂ψ(t)
∂t

= I1(t)f1(kc) sin(φ− ψ) (28)

f0 and f1 are increasing functions of kc defined as in [5, 6]. The system is
coupled because I1(t) depends on r1(t). Now, we can impose dr0(t)/dt = 0,
dr1(t)/dt = 0 and dψ(t)/dt = v (input and solution for m(k, t) move at the
same speed), to finally obtain the closed form of r0 and r1,

r0(kc) = f0(kc)
S

−J0f0(kc) − cos(kc)
(29)

r1(kc) = f1(kc)
S

−J0f0(kc) − cos(kc)
cos(∆) (30)

where S = (C(1 − ǫ) − T ) and ∆ = arctan(τv). This solution exists (and if it
exists we know it is stable) if the condition in Eq. 23 can be achieved. To check
this we inject Eqs. 29 and 30 into Eq. 23, obtaining:

S′ =
J0f0(kc) + cos(kc)

√

J2
1f

2
1 cos(∆)2 − 2J1f1 cos(∆) cos(∆ + β) + 1

(31)

where S′ = (1 − (Cǫ/C − T )−1)2. Then the system has a solution, which is
stable, only if Eq. 31 can be verified for a given set of parameters. This verifi-
cation cannot be performed analytically (we do not know kc), but numerically
changing v and β and fixing the other parameters there is a range of parameters
where Eq. 31 can be verified.

B Optimization of v(β)

The analysis detailed now is original from this work and it differs from [6] in
the asymmetry and in the results we obtain and the limits we verify from [5].

Once the shape of r0(t) has been determined, see Appendix A for details,
we want to optimize it as a function of the input speed v. In other words, we
want β(v) to maximize r0 for stable solutions, i.e. that verify Eq. 31.

First, it can be noticed from Eq. 32 that maximizing r0(kc) is equivalent to
minimizing kc in Eq. 29 as f0 is an increasing function of kc, J0 < 0 and S > 0.

r0(kc) =
S

−J0 − cos(kc)/f0(kc)
(32)

In the other hand, Eq. 31 can be derived in terms of v and setting the
extrema at zero i.e. ∂kc/∂v|v=vm

= 0, we can obtain the minimum kc in terms
of v, or vm. If we apply the operator ∂

∂v
in Eq. 31, we obtain two solutions for

vm:
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vm =
J1f1(kc)τ − 2τ cos(β) ±

√

J2
1f

2
1 (kc)τ2 − 4τ2J1f1(kc) cos(β) + 4τ2

2τ2 sin(β)
(33)

In order to choose between both solutions, we verify that at the limit J1f1 →
1

cos(kc) , the solution must verify the only admissible solution v = tan(β)/τ to
the system, see details on how to obtain this limit in [5]. This makes us choose
the “−” solution. It can be noticed that as the optimization starts with a
stable solutions, the solution we found belongs to this regime. This remark is
important, as this kind of system usually gets unstable as the input speed is
more distance from the intrinsic speed of the system (usually as lurching waves,
see [11]). To determine the range of operation (where activity is stable), and
to obtain the small perturbations analysis a linearization of the system must be
performed to obtain its eigenvalues, for more details check the chapter on small
perturbations in [12], and the application to this case in [11, 6, 5].

C Analytical expression of r0(t), 2D

The following 2D analysis has not been performed elsewhere to our knowledge.
The idea is to follow the 1D idea, and to find an expression for the first Fourier
component, or the mean total activity and 3 other Fourier components needed
to express the dynamics of the system. The first step is to assume an input
function,

g(I(~x, t)) = E(~x, t) = D2 [1 + cos(y)] [1 + cos(x− vt)] + C (34)

where D and C are parameters controlling the bump highest activity and the
spontaneous activity level. If x ∈ [−π, π] and y ∈ [−π, π], then E(~x, t) defines
a single bump moving from left to right (v > 0). For the kernel function we
consider the same equation as in Eq. 10,

w(~x, ~x′) = A [1 + cos(y′ − y)] [J0 + J1 cos (x′ − x+ β)] (35)

where the asymmetry is only in the x-axis, therefore we are considering only
sequences moving on that axis. If y ∈ [−π, π], then w is a decreasing function of
y. As in 1D we start by writing the dynamics of m(~x, t) in terms of quantities
that are space independent (Fourier components). We know the definition of
r0(t) in 2D from Eq. 11, but we require also higher Fourier terms:

r1(t) =
∫ π

−π

∫ π

−π

m(~x, t)ei(x−ψ(t))(2π)−2d~x (36)

r2(t) =
∫ π

−π

∫ π

−π

m(~x, t)ei(y−Ω(t))(2π)−2d~x (37)

r3(t) =
∫ π

−π

∫ π

−π

m(~x, t)ei(x+y−λ1(t))(2π)−2d~x (38)

r4(t) =
∫ π

−π

∫ π

−π

m(~x, t)ei(x−y−λ2(t))(2π)−2d~x (39)
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where the unknown functions of time ψ(t), Ω(t), λ1(t) and λ2(t) are such that
they make each quantity real and positive. Before using the different Fourier
components, we express the dynamics of m using Eq. 35,

τ
∂m(~x, t)

∂t
+m(~x, t) =

[

E(~x, t) +AJ0r0(t) +
AJ0

4π2

∫ ∫

cos(y′ − y)m(~x′, t)d~x′+

AJ1

4π2

∫ ∫

cos(x′ − x+ β)m(~x′, t)d~x′ +
AJ1

4π2

∫ ∫

cos(y′ − y)

cos(x − x′ + β)m(~x′, t)d~x′

]+

(40)

All the right side of Eq. 40 is the total input, and the [ ]+ operator must be
applied to it. Now, we rewrite the total input in the complex plane to simplify,

=
[

E(~x, t) +AJ0r0(t) +
AJ0e

i(y−Ω)

4π2

∫ ∫

e−i(y′
−Ω)m(~x′, t)~x′ +

AJ1e
−i(x−β−ψ)

4π2

∫ ∫

ei(x
′
−ψ)m(~x′, t)~x′ +

AJ1

2

{

ei(x+y−λ1+β)

∫ ∫

ei(x
′+y′

−λ1)

4π2
m(~x′, t)~x′+

ei(x−y−λ2+β)

∫ ∫

ei(x
′
−y′

−λ2)

4π2
m(~x′, t)~x′

}]+

(41)

where we omit the limits of the integrals as they are all either π or −π. In-
troducing now Eqs. 36, 37, 38 and 39 we can write more compactly Eq. 41
as,

=

[

E(~x, t) +AJ0r0(t) +AJ0e
−i(y−Ω)r2(t) +AJ1e

−i(x−β−ψ)r1(t)+

AJ1

2

{

ei(x+y−λ1+β)r3(t) + ei(x−y−λ2+β)r4(t)

}]+ (42)

In the complex plane, we will impose a total input with the shape of a single
bump moving along the x direction. This implies that the modes associated to
x+ y and x − y must have the same coefficients, i.e. r3 = r4 and λ = λ1 = λ2.
Using this and Eq. 34, the total input can be written as:

=
[

I0(t) + ei(x−φ)I1(t) + e−i(y−Ω)I2(t) + I3(t)e−iα(ei(x+y) + ei(x+y))
]+

(43)

where I0(t) = AJ0r0(t) + C + D2, I1(t) = AJ1e
i(β−ψ+φ)r1(t) + D2ei(φ−vt),

AJ0e
−iΩr2(t) + D2 and I3(t) = (AJ1e

i(β−λ+α)r3(t) + D2ei(α−vt))/2. In Eq. 43
we have also introduced two variables φ(t) and α(t), that are used later to
ensure a single bump. Eq. 43 can be simplified into Eq. 44 using the identity
ei(x+y) + ei(x−y) = 2 cos(y)eix.

=
[

I0(t) + ei(x−φ)I1(t) + e−i(y−Ω)I2(t) + I3(t)2 cos(y)ei(x−α)
]+

(44)
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As in the 1D case, we want a single bump for the total input and we impose
I1(t) to be real and to ensure that we introduce φ(t) similarly for I3(t) and α(t).
Also in 2D, we want Ω(t) = 0 as the total input should remain static in the
y-axis. Furthermore, the total input expressed in Eq. 44 requires ψ(t) = λ(t)
and φ(t) = α(t) to be a single bump, which implies r1(t) = r3(t), otherwise two
bumps could exist. Using these assumptions, and taking back Eq. 44 into the
Real domain, we obtain,

= [I0(t) + I1(t) cos(x− φ) + I2(t) cos(y) + I1(t) cos(y) cos(x− φ)]+ (45)

There is one aspect of Eq. 45 that requires to be addressed; to have a
symmetric single bump we must have I1(t) = I2(t) or, using both definitions,
A(J0r2 −J1r1 cos(β+ψ+φ)) = D2(cos(φ−vt)−1), in other words r1(t) ∝ r2(t).
This property will help to obtain r0(t). Using this assumption Eq. 45 can be
simplified into Eq. 46

= [I0(t) + I1(t) cos(x− φ) + I1(t) cos(y) + I1(t) cos(y) cos(x− φ)]+ (46)

The total input is a single bump in 2D of width xc and height yc, using the
symmetry of the total input we get xc = yc. At point (xc, xc) we know that the
total input is zero or I0 = −I1(2 cos(xc) + cos(xc)2), allowing us to write:

= I1(t) [cos(x − φ) + cos(y) + cos(y) cos(x− φ) − 2 cos(xc) − cos(xc) cos(xc)]
+

(47)
Eq. 47, implies that we can describe the dynamics of m in 2D, using two

Fourier components: r0(t) and r1(t) as in the 1D case, and integrating Eq. 47
by

∫ ∫

d~x′/(2π)2 and
∫ ∫

eixd~x′/(2π)2:

τ
∂r0(t)
∂t

+ r0(t) = I1(t)g0(xc) (48)

τ
∂r1(t)
∂t

+ r1(t) = I1(t)g1(xc) cos(φ − ψ) (49)

τr1(t)
∂ψ(t)
∂t

= I1(t)g1(xc) sin(φ− ψ) (50)

where the only differences with the 1D case are functions g0 and g1 that we
define in Eq. 51 and Eq. 52.

g0(xc) =
1
π2

∫ xc

0

∫ l(xc)

0

(cos(x) + cos(y) + cos(y) cos(x) −K(xc))d~x (51)

g1(xc) =
1
π2

∫ xc

0

∫ l(xc)

0

(cos(x) + cos(y) + cos(y) cos(x) −K(xc)) cos(x)d~x

(52)

using K(xc) = 2 cos(xc) + cos(xc)2. The function to be integrated in Eq. 51
represents a bump, with the same form in the four quadrants (symmetry). More
precisely l(xc) = arccos[(K(xc) − cos(y))/(1 + cos(y)].

RR n° 7543



Optimal parameter estimation 22

The set of equations 48, 49 and 50 describes the dynamics of m(~x, t) and as
we want a stable activity, we impose dr0/dt = 0, dr1/dt = 0 and dψ(t)/dt = v
and use I0 = −I1(2 cos(xc) + cos(xc) cos(xc)) to obtain,

r0(xc) =
(C +D2)

−AJ0 −K(xc)/g0(xc)
(53)

in this expression the main difference with the 1D case is the term with g0, yet
r0(t) is still a decreasing function of xc as g0 is an increasing function of xc
and K(xc) is a decreasing function (C,D,A > 0 and J0 < 0), making the term
K(xc)/g0(xc) a decreasing function of xc.

The final expression we have obtained in Eq. 53 for r0 holds if several condi-
tions can be verified, in particular if the total activity is one symmetric bump.
We have not verified the symmetry condition, but numerically the shape of the
bump seems symmetric. However, in the 2D case is common to observe small
asymmetries in the shape of the bump.

D Optimization of v(β), 2D

In this appendix we derive the expression of the asymmetry parameter β in
terms of the input speed v, to maximize the total activity r0. Considering the
expression for the total activity for the population r0 of units m obtained in
Appendix C for the 2D case, this is equivalent to minimize xc (the size of the
activity bump). To impose this we use the constraint of a single bump for the
total input of activity,

AJ1 sin(β − ψ + φ)r1 +D2 sin(φ− vt) = 0 (54)

Using the expression we derived for r1 in the 2D case (analogous to r0 in
Eq. 53) in Eq. 54, we can derive and expression for the existence of the stable
solution,

S′ =
J0g0(xc) +K(xc)

√

J2
1 g

2
1 cos(∆)2 − 2J1g1 cos(∆) cos(∆ + β) + 1

(55)

As in 1D this expression can be checked numerically for a given set of parame-
ters as we do not know xc. Yet, deriving by ∂/∂v and imposing ∂xc/∂v|v=vm

= 0
we can find an expression for vm(β),

vm =
J1g1(xc) − 2 cos(β) ±

√

J2
1 g

2
1(xc) − 4J1g1(xc) cos(β) + 4

2τ sin(β)
(56)

where there is still a dependency with xc expressed by g1(xc). Checking the
expression and choosing the appropriate solution (−), we obtain the low xc → ∞
(or J1g1 → 1

cos(β) ) and high contrast xc → 0 (or g1 → 0) limits, re-obtaining
the known solution from the literature in the 1D for the first case, and the
expression we obtained in Appendix B for the high contrast expression,

vm(β) =
1 − cos(β)
τ sin(β)

(57)
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E Numerical Simulations

The numerical simulation of Eq. 1 and Eq. 3 have been performed with the
RK4 method (Runge-Kutta 4th order). Here we will give the parameters and
discretization of the simulation in the 1D case, an only the extra parameters for
the 2D case. First, we rewrite Eq. 1 as,

∂m(k, t)
∂t

=
1
τ

(−m(k, t)+

[

∑

k′

w(k′ − k)m(k′, t)dk + C [1 − ǫ+ ǫ cos(k − vt)] − T

]+

)

(58)
where we applied directly the RK4 method, see [13], to discretize the integral we
use a trapezoidal rule. Here we use the parameters: dt = 0.1, dk = 2π/60, τ =
.15, J0 = −9.8, J1 = 13.5, C = 5, T = 4.9 and the total activity was computed
over 1000 iterations. For the 2D case the parameters where: A = .2, dk = 2π/21
and the total activity was computed over 100 iterations. Numerically, the system
is quite robust to simulate and we where able to obtain similar results using
the Euler method. Both implementations where performed in Matlab and are
available from the first author website.
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