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ABSTRACT

Separating multiple tracks from professionally produced music
recordings (PPMRs) is still a challenging problem. We address this
task with a user-guided approach in which the separation system
is provided segmental information indicating the time activations
of the particular instruments to separate. This information may
typically be retrieved from manual annotation. We use a so-called
multichannel nonnegative tensor factorization (NTF) model, in
which the original sources are observed through a multichannel
convolutive mixture and in which the source power spectrograms
are jointly modeled by a 3-valence (time/frequency/source) tensor.
Our user-guided separation method produced competitive results at
the 2010 Signal Separation Evaluation Campaign, with sufficient
quality for real-world music editing applications.

Index Terms— Audio source separation, user-guided, nonneg-
ative tensor factorization, generalized expectation maximization.

1. INTRODUCTION

This paper considers multichannel audio source separation from
convolutive mixtures, possibly underdetermined (more sources than
sensors). We are specifically interested with the challenging problem
of professionally produced music recording (PPMRs) separation.
This task consists in separating individual tracks (parts played by
individual instruments) from multichannel (typically, stereo) music
recordings. Providing efficient solutions for the PPMR separation
problem can facilitate a wide range of music editing applications
including post-production (e.g., stereo to 5.1 upmixing of old record-
ings) and active-listening.

In general, the PPMR separation problem cannot be solved in
a fully blind setting due to the following reasons. First, in PPMRs
some sources are often panned in the same direction, and this ten-
dency is observed more and more in modern recordings. Thus, spa-
tial diversity cannot be used alone to separate such sources from
each other. Second, some sources do not follow the traditionnal
point source assumption. E.g., the drums track is often a sum of
several drum elements (bass, snare, hi-hat, etc.) mixed in differ-
ent directions. Given the such ill-posed nature of the PPMR sep-
aration problem, additional information is required to achieve effi-
ciency. As such, some state-of-the-art approaches have addressed
less ambitious sub-problems, e.g., extraction of lead singing voice
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[1]. Other approaches rely on additional information that can be
available, e.g., musical score sheet [2], or separated sources [3]. Fi-
nally, there are so-called user-guided approaches that rely on infor-
mation manually input by an operator during or prior to the separa-
tion process. As such, the source directions are manually selected in
[4] and the source to be extracted is hummed in [5].

This paper introduces a novel user-guided approach, where,
prior to separation, the user is asked to segment the recording
into homogeneous parts containing the target instruments, e.g.,
vocals/drums, vocals/drums/piano, etc. A similar strategy was con-
sidered in [1, 6] for single channel source separation, in the limited
cases of either two sources [1] or more than two sources but with a
very specific segmentation structure [6]. We extend this strategy to
the multichannel case for any given segmentation.

In our framework the segmental information is input to the sys-
tem through structure constraints in the activation coefficients of the
sources model, here a nonnegative tensor factorization (NTF) model.
As the sources are not observed directly but only through a multi-
channel mixture, we term our approach multichannel NTF and we
aim at estimating both the mixing and source model parameters.
This model was proposed in [3] and generalizes our multichannel
nonnegative matrix factorization (NMF) model proposed in [7]. Be-
sides the contribution regarding the use of segmental information
in the multichannel setting, this paper describes a novel generalized
expectation maximization (GEM) algorithm based on multiplicative
updates (MU), referred to as GEM-MU, that exhibits faster conver-
gence than a GEM algorithm derived from our previous work [7].

The paper is organized as follows. Section 2 describes the source
and mixing models. Section 3 describes GEM-MU for maximum
likelihood estimation. Section 4 describes how to include the seg-
mental structure into the separation process. Section 5 reports real-
world music separation results (with stereo to 5.1 upmix results) and
discuss on our results obtained at the 2010 Signal Separation Evalu-
ation Campaign (SiSEC) [8]. Section 6 concludes.

2. MULTICHANNEL NTF MODEL

2.1. Mixing model

We assume that J unknown signals (the sources) have been convolu-
tively mixed through I channels to produce I observed signals (the
mixtures). With the standard narrowband approximation, this mix-
ing can be expressed in the Short-Time Fourier Transform (STFT)
domain as

xfn = Af sfn + bfn, (1)



where xfn = [x1fn, . . . , xIfn]T and sfn = [s1fn, . . . , sJfn]T

are the vectors of complex-valued STFTs of the mixtures and the
sources, respectively, and Af = [aij,f ]ij ∈ CI×J is the frequency-
dependent mixing matrix (f = 1, . . . , F is a frequency bin index,
n = 1, . . . , N is a time frame index). bfn = [b1fn, . . . , bIfn]T rep-
resents multichannel residual noise, modeled as zero-mean isotropic
Gaussian with covariance Σb,f = σ2

f II .

2.2. Source model

The 3-valence tensor of source STFTs S = {sjfn}jfn, of size
J × F ×N , is modeled as a sum of K complex-valued latent ten-
sor components Ck = {ck,jfn}jfn. The entries of these compo-
nents are modeled as the realizations of independent proper complex
zero-mean Gaussian random variables with variances qjkwfkhnk

(qjk, wfk, hnk ∈ R+), such that

sjfn =
XK

k=1
ck,jfn, ck,jfn ∼ Nc(0, qjkwfkhnk). (2)

Thanks to the Gaussian and independence assumptions, the model
may also be rewritten as

sjfn ∼ Nc(0, vjfn), vjfn =
XK

k=1
qjkwfkhnk. (3)

Let us introduce the matrices W = [wfk]fk ∈ RF×K
+ , H =

[hnk]nk ∈ RN×K
+ and Q = [qjk]jk ∈ RJ×K

+ . Each component
Ck is characterized by the spectral shape given by the kth column
of W, with amplitude modulations through frames described by the
kth column of H. The columns of Q model the possible couplings
between the components. The columns of W and rows of Q are as-
sumed normalized (so that, e.g., they sum to 1), relegating all scale
information into H. This general model was proposed in [3] and
extends our multichannel NMF model of [7]. Indeed, in [7] we as-
sumed separate NMF model for each of the sources, equivalent to
assuming only one nonzero coefficient per row of Q while this as-
sumption is now relaxed. The interested reader may also refer to [9]
for related discussions. Let us also mention that our setting is differ-
ent from [3] which considers a simpler “informed” source separation
application in which the parameters Q, W and H are learnt from the
original sources S, assumed available. In our case only the mixtures
X = {xifn}ifn are known.

2.3. Maximum likelihood criterion

Let us denote by θ the set of model parameters {A,Σb,Q,W,H}.
The minus log-likelihood function of the parameters writes (up to
irrelevant constants)

CX(θ) =
X

fn
trace

“h
xfn xH

fn

i
Σ−1

x,fn

”
+ log detΣx,fn, (4)

where Σx,fn = Af (
P

k Σc,kfn)AH
f + Σb,f with Σc,kfn =

diag([qjk]j)wfkhnk.

2.4. Components reconstruction

Given an estimate of θ, the multichannel contribution of the kth la-
tent component to the mixture cim

k,fn = Afck,fn (with ck,fn =

[ck,1fn, . . . , ck,Jfn]T ), refered to as component image, can be esti-
mated via Wiener filtering such that

ĉim
k,fn = AfΣc,kfnAH

f Σ−1
x,fnxfn. (5)

The decomposition is conservative, i.e.,
P

k ĉim
k,fn + b̂fn = xfn,

where b̂fn = Σb,fsΣ
−1
x,fnxfn is the residual noise estimate.

3. GEM-MU ALGORITHM

We now describe a GEM algorithm for minimization of the like-
lihood objective function (4). The algorithm is similar in spirit to
the one in [7], except that we here consider a reduced latent data
set, namely S (size J × F × N ) instead of {Ck}K

k=1 (total size
K×J×F×N ). Note that if the power spectrograms pjfn = |sjfn|2
of the true source were available, as in [3], then maximum likelihood
estimation of Q, W, H would amount to minimize

CS(Q,W,H) =
X

jfn
dIS

“
pjfn

˛̨
˛
XK

k=1
qjkwfkhnk

”
, (6)

where dIS(x|y) = x/y − log(x/y) − 1 is the Itakura-Saito di-
vergence, as explained in [9]. Given that the quantities pjfn are
not observed directly, they are basically replaced by their posterior
value given θ and data X. As such, one iteration of the GEM
algorithm, sketched below, essentially consists of 1) updating the
mixing parameters, noise covariance and source power spectrogram
posterior estimates p̂jfn, 2) update the source model parameters by
minimizing (6) with pjfn = p̂jfn, which can efficiently be achieved
with multiplicative NTF updates [9].

One iteration of GEM-MU :

• E step. Conditional expectations of natural statistics:

bRxx,f =
1

N

X
n

xfnxH
fn, bRxs,f =

1

N

X
n

xfnŝH
fn, (7)

bRss,fn = ŝfnŝH
fn + (IJ −Gs,fnAf )Σs,fn, (8)

bRss,f =
1

N

X
n

bRss,fn, p̂jfn = bRss,fn(j, j), (9)

where

ŝfn = Gs,fnxfn, Gs,fn = Σs,fnAH
f Σ−1

x,fn, (10)

Σx,fn = AfΣs,fnAH
f + Σb,f , (11)

Σs,fn = diag

„hXK

k=1
qjkwfkhnk

i
j

«
. (12)

• M step. Update the parameters:

Af = bRxs,f
bR−1

ss,f , (13)

Σb,f = trace
“
bRxx,f − bRxs,f

bR−1
ss,f

bRH
xs,f

”
II/I, (14)

Q = Q¯ < V¯−2 ¯ bP,W ◦H >{2,3},{1,2}
< V¯−1,W ◦H >{2,3},{1,2}

, (15)

W = W ¯ < V¯−2 ¯ bP,Q ◦H >{1,3},{1,2}
< V¯−1,Q ◦H >{1,3},{1,2}

, (16)

H = H¯ < V¯−2 ¯ bP,Q ◦W >{1,2},{1,2}
< V¯−1,Q ◦W >{1,2},{1,2}

, (17)

where V = {v̂jfn}jfn, bP = {p̂jfn}jfn, ¯ denotes
element-wise operation (the division ·/· is here element-wise
as well), A◦B is the F×N×K tensor with elements afkbnk

(similar to Khatri-Rao product), and < S,T >KS ,KT de-
notes the contracted product between tensors S and T, de-
fined in Appendix B of [9].

• Normalize A, Q, W and H, following section 2.2 or [7].



4. USER-GUIDED SEPARATION

So far we have kept the level of exposition of the source separation
system at a general level and have not made specific structure as-
sumptions on any of the model parameters. Structure constraints can
easily be set on Q, W or H in the forms of zero coefficients, be-
cause these coefficients will be unchanged under the multiplicative
updates. The proposed method describes as follows.

1. The user (manually) performs a temporal segmentation of the
tracks to separate and decides on the number of components
per track (e.g., 2 for bass, 7 for vocals, etc.)

2. The temporal segmentation and the number of components
per track are reflected in H in the forms of zeros. E.g., if
source 1 is assigned two first components and is silent be-
tween frames 100 and 200, then we set hn1 = hn2 = 0 for
n = 100 . . . 200. The other coefficients are randomly initial-
ized to positive values.

3. The remaining parameters are initialized using and ad-hoc
procedure described in Section IV.H of [7], based on NMF of
the stacked channel spectrograms (initialization of W) and
clustering of the spatial cues (initialization of A and Q).1

4. Run the GEM-MU algorithm of Section 3.
5. Compute estimates of every component ĉim

k,fn with Eq. (5).
6. The operating sound engineer may listen to reconstructed

components, and if some sources share the exact same tem-
poral segmentation (e.g., when two sources always play to-
gether) the operator may manually fine-tune the components
grouping.

5. EXPERIMENTS

5.1. Convergence of GEM-MU vs. GEM

We have applied the proposed GEM-MU algorithm and the GEM al-
gorithm from [7] to 4 linear instantaneous mixtures and 8 synthetic
convolutive mixtures of 3 sources from the SiSEC 2010 “Under-
determined speech and music mixtures” task development dataset.
Figure 1 shows the resulting average cost functions (4). GEM-MU
converges faster than GEM with respect to the likelihood value. The
computational complexities of one iteration of GEM-MU and GEM
are comparable.
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Fig. 1. Comparison between GEM-MU (proposed) and GEM in
terms of average cost value for linear instantaneous (left) and syn-
thetic convolutive (right) mixtures, as a function of the iteration num-
ber.

1As a matter of fact the initialization provides a sparse matrix Q which
fixes the repartition of components per source, amounting to our initial mul-
tichannel NMF model [7]. Full update the label matrix Q under sparse con-
straints is left for future work. See also discussion in [9].
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Fig. 2. Time-codes (orange = track is active) (left) and scatter plots
(left vs. right channel samples) (right) of three PPMRs.

5.2. Separation and upmixing to 5.1

Our method was applied to three recordings having the following
different characteristics: the first one has a poor segmental diversity
(much overlap between the sources in time), but rich spatial diver-
sity, the second one has both rich segmental and spatial diversity,
and the third one has rich segmental diversity, but poor spatial diver-
sity (it is a mono recording), see Fig. 2. The estimated tracks were
then remixed to 5.1 by professional sound engineers in the context of
the ANR-SARAH project.2 Objective source separation evaluation
could not be performed as the original sources are not available for
these recordings. As such, we set a companion webpage were audio
samples can be listened to, including results with a user-guided ver-
sion of the DUET algorithm [11] for comparison (stereo data only).3

Informal listening shows that, as compared to results by the DUET
algorithm, separation results obtained by our method do not suffer
from disturbing “musical noise” artefacts. Moreover, DUET was
not able to separate the tracks of the 3rd (mono) recording, as well as
some tracks from the 1st and 2nd recordings, possibly because they
are mixed in the same direction. Note that the manual intervention
required by our approach is moderate, typically not more than 40
minutes are needed to annotate a 5 minute-long recording, and this
could certainly be reduced with a dedicated annotation software.

5.3. SiSEC 2010 results

Finally, we report results of the “PPMR” separation task of SiSEC
2010 [8], to which our method of Section 4 entered. Only three
methods entered the task and all involved some degree of user-
guidance. The results are displayed Table 1. Our results are com-

2http://sarah.audionamix.com/
3http://www.irisa.fr/metiss/ozerov/multi_ntf_

demo.html



Glen Philips Nine Inch Nails Shannon Hurley
“The Spirit of Shackleton” “The Good Soldier” “Sunrise” Average
vocals drums bass vocals drums vocals drums bass piano

Algorithm 1 SDR (dB) 3.3 2.3 -4.0 1.1 5.7 2.2 3.6 2.6 -2.3 1.6
Proposed OPS (0-100) 19.5 31.9 14.3 30.2 27.9 15.5 39.2 8.3 18.1 22.7

Algorithm 2 SDR (dB) -0.3 - - -2.6 - 0.8 - - - -
J. Janer & R. Marxer [4] OPS (0-100) 15.9 - - 18.8 - 15.2 - - - -

Algorithm 3 SDR (dB) 3.9 3.6 -2.0 1.1 1.2 2.2 4.7 3.4 -3.8 1.6
M. Spiertz [10] OPS (0-100) 15.4 37.3 8.7 25.2 25.0 8.0 40.6 5.8 10.4 19.6

STFT SDR (dB) 5.6 6.4 2.0 1.5 5.1 7.8 7.3 8.2 0.7 4.9
Ideal Binary Mask OPS (0-100) 21.0 30.6 11.3 29.3 37.9 15.4 35.5 20.6 19.2 24.5

Cochleagram SDR (dB) 3.9 1.1 0.7 1.4 1.6 6.1 1.5 1.6 0.4 2.0
Ideal Binary Mask OPS (0-100) 15.7 26.2 15.6 17.6 37.5 11.2 42.8 30.4 12.1 23.2

Table 1. SiSEC 2010 PPMRs task results (test2 dataset with full-length recordings).

parable to Spiertz’s in terms of average Source to Distoration Ratio
(see [12] for description) and slightly better in terms of average
overall perceptual score (OPS), a newly proposed auditory moti-
vated measure [13]. Interestingly, ideal binary masks (using the
ground truth) only give a small improvement in terms of average
OPS as compared to our method, illustrating the validity of our
model together with Wiener filter-based estimates.

6. CONCLUSION

We have presented a novel user-guided audio source separation
method based on a multichannel NTF source model that can eas-
ily include structure constraints. Also, the approach is general
enough to accomodate various mixing hypotheses (underdeter-
mined/overdetermined, instantaneous/narrowband convolutive). In
particular, our method is suited to the challenging PPMR separa-
tion task, which has been the primary objective of this paper. The
ill-posed nature of PPMR separation imposes some level of user-
guidance, consisting in our case of manual annotations. This is a rea-
sonable requirement for the music-editing application (mono/stereo
to 5.1 upmix) that we considered in this paper.

As for further research, one direction would be to replace user-
guided segmentation by an automatic source identification system,
or more generally to go towards joint source identification and sepa-
ration approaches. Another interesting research direction would be,
instead of fixing a priori structured constraints on multichannel NTF
model parameters (i.e., Q and H), to learn this structure a posteriori
using some sparsity-inducing constraints.
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