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Compressible Distributions
for High-dimensional Statistics

Rémi Gribonval Eenior Membér Volkan Cevher $enior Membér and Mike E. DaviesNlembe})

Abstract—We develop a principled way of identifying proba-
bility distributions whose independent and identically distributed
(iid) realizations are compressible, i.e., can be well-appximated
as sparse. We focus on Gaussian random underdetermined liae
regression (GULR) problems, where compressibility is know to
ensure the success of estimators exploiting sparse reguitzation.
We prove that many distributions revolving around maximum a
posteriori (MAP) interpretation of sparse regularized esimators
are in fact incompressible, in the limit of large problem sizs. A
highlight is the Laplace distribution and ¢! regularized estimators
such as the Lasso and Basis Pursuit denoising. To establishig
result, we identify non-trivial undersampling regions in GULR
where the simple least squares solution almost surely outglerms
an oracle sparse solution, when the data is generated from
the Laplace distribution. We provide simple rules of thumb to
characterize classes of compressible (respectively incpnessible)
distributions based on their second and fourth moments. Gen
eralized Gaussians and generalized Pareto distributionsesve as
running examples for concreteness.

Index Terms—compressed sensing; linear inverse problems;
sparsity; statistical regression; Basis Pursuit; Lasso; ampressible
distribution; instance optimality; maximum a posteriori e stima-
tor; high-dimensional statistics; order statistics.

I. INTRODUCTION

High-dimensional data is shaping the curremtodus
operandiof statistics. Surprisingly, while the ambient dimen

sion is large in many problems, natural constraints andrpara

eterizations often cause data to cluster along low-dinoeasi
structures. Identifying and exploiting such structureingis
probabilistic models is therefore quite important for istital
analysis, inference, and decision making.

In this paper, we discussompressible distributionsvhose
independent and identically distributed (iid) realizasacan be
well-approximated asparse Whether or not a distribution is
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compressible is important in the context of many applicatijo
among which we highlight two here: statistics of natural
images, and statistical regression for linear inverse lprob.

Statistics of natural imagesAcquisition, compression, de-
noising, and analysis of natural images (similarly, meidica
seismic, and hyperspectral images) draw high scientific and
commercial interest. Research to date in natural image mod-
eling has had two distinct approaches, with one focusing on
deterministic explanations and the other pursuing prdistbi
models. Deterministic approaches (see e.g. [9], [11]) ateer
under the assumption that the transform domain representa-
tions (e.g., wavelets, Fourier, curvelets, etc.) of images
“compressible”. Therefore, these approaches threshadd th
transform domain coefficients for sparse approximatiori¢ctvh
can be used for compression or denoising.

Existing probabilistic approaches also exploit coeffitien
decay in transform domain representations, and learn proba
bilistic models by approximating the coefficigmistogramsor
moment matching-or natural images, the canonical approach
(see e.g. [25]) is to fit probability density functions (PB)’
such as generalized Gaussian distribution and the Gaussian
scale mixtures, to the histograms of wavelet coefficientdewh
trying to simultaneously capture the dependencies obdenve
their marginal and joint distributions.

Statistical regression:Underdetermined linear regression
(ULR) is a fundamental problem in statistics, applied math-
ematics, and theoretical computer science with broad appli
cations —from subset selection to compressive sensing [16]
[6] and inverse problems (e.g., deblurring), and from data
streaming to error corrective coding. In ULR, we seek an
unknown vectorx € R¥, given its dimensionality reducing,
linear projectiony € R™ (m < N) obtained via a known
encodingmatrix & € R™*V  as

1)

wheren € R™ accounts for the perturbations in the linear
system, such as physical noise. The core ULR challenge in
decodingx from y stems from the simple fact that dimen-
sionality reduction loses information in general: for amctor

v € kerne(®), it is impossible to distinguisk from x + v
based ory alone.

Prior information onx is therefore necessary to estimate
the truex among the infinitely many possible solutions. It is
now well-known that geometrisparsity models (associated
to approximation ofk from a finite union of low-dimensional
subspaces iRY [3]) play an important role in obtaining
“good” solutions. A celebrated decoder is tii& decoder
A(y) := argming.y_sz ||X||; whose performance can be
explained via the geometry of projections of tHeball in high

y =Px+n,
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dimensions [15]. A more probabilistic perspective conssde Il. MAIN RESULTS

as drawn from adistribution As we will see, compressible : . - L
. o : . In this paper, we aim at bringing together the deterministic
(iid) distributions [8], [1] countervail the ill-posed nae of g S :

. LU . . and probabilistic models of compressibility in a simple and
ULR problems by generating vectors that, in high dimensions . S
tvoically fulfill the geometric sparsity model general manner under the umbrella of compressible distribu
ypicaly g P y ' tions. To achieve our goal, we dovetail the concept of order

. . o statistics from probability theory with the deterministimdels
A. Compressible vectors, compressible distributions . .
of compressibility from approximation theory.

Under certain conditions, thé-decoder provides estimates o technical contributions are summarized as follows:
of “compressible vectors” with controlled accuracy [127],[

[13]. Informally, compressible vectors can be defined as fol ° The almost sure limit of the relative errat, (xy)q

lows:

Definition 1 (Compressible vectorsDefine therelative best
k-term approximation erroG(x), of a vectorx as

_ ok(%)
ka(x)q = ||X|| q? (2)
q
where o (x)q = inf)y,<k [|x — yllq is the bestk-term

approximation error ofx, and ||x||, is the ¢9-norm of x,

q € (0,00). By convention|x|[o counts the non-zero coeffi-
cients ofx. A vectorx € R” is g-compressibléf 5, (x), < 1
for somek < N.

Is a vector generated from iid draws of a given distribution
p(x) typically compressible ? This is the question investigated

in this paper. Informally, we are thus interested in comgitds
distributions as defined below.

Definition 2 (Compressible distributions)Let X,,(n € N)
be iid samples from a probability distribution function (Fp
p(z), andxy = (X1,...,Xn) € RY. The PDFp(z) is said
to be g-compressiblevith parameterge, x) when

when x € RY is drawn iid from a “regular” PDF
p(z) and limy oo ky/N = & € (0,1) is established
(Proposition 1);

Forx drawn according to distributions as in Proposition 1
with bounded second moment, such as the Laplace dis-
tribution, it is shown (details in Section Ill) that standar
sparse recovery results based on the notioinsfance
optimality fail to predict that the/! relative error of the

¢! decoder can ever be smaller than that of a trivially
poor decoder

The asymptotic? relative error achieved by the simple
least squares decoder, as well as that achieved by a family
of oracle sparse estimators, are established (Section 1V)
and compared (Section V). Whenis drawn iid from a
distribution as in Proposition 1 with finite fourth moment,
the almost sure asymptotié relative error of the least
squares estimator ismaller (hencebette) than that of

the best oracle sparse estimat@rheorem 1).

On a more positive note, whex is drawn from a PDF

as in Proposition 1 with infinite second momettte ¢!
decoder almost surely provides an arbitrarily smah
relative error, in the limit of largeN (Theorem 2).

a.s.
lim sup G, (x < ¢, (a.s.: almost sure 3 . ' . . .
N_mp kv (Xv)g < 6 I ) « Section VI gives a concluding discussion and examples.

for any sequencéy such thatliminfy_, %N > K.

The case of interest is when < 1 and x < 1: iid A. Relative sparse approximation error
realizations of ag-compressible distribution with parameters By using Wald’s lemma on order statistics, we charac-
(e,r) live in e-proximity to the union ofxN-dimensional terize the relative sparse approximation errors of iid PDF
hyperplanes, where the closeness is measured ifftherm. reglizations, whereby providing solid mathematical g@un
These hyperplanes are aligned with the coordinate axé&in to the earlier work of Cevher [8] on compressible distri-
dimensions. More formal characterizations of the “comgresyytions. While Cevher exploits the decay of the expected
ibility” or the “incompressibility” of a distributionp(z) will  order statistics, his approach is inconclusive in charezite
be exhibited in this paper, with a particular emphasis on thge “incompressibility” of distributions. We close this ma
context of ULR with a Gaussian encodé. These will in  py introducing a function?,[p](x) so that iid vectors as in

turn be used to discuss the compressibility of natural imag@efinition 2 satisfylimy o0 75y (xn)? % Gy4[p](x) when
in relation to a compressive sensing scenario. lima o0 by /N = 5 € (0, 1), q

Proposition 1. Supposexy € RY is iid with respect to

: . , .. p(x) as in Definition 2. Denotg(z) := 0 for = < 0, and
The main results are stated in Section Il together with ,afx) — p(x) + p(—z) for = > 0 as the PDF of|X,,|, and

discussion of their conceptual implications. The sectien 1= . . N )
P P (t) :== P(|X| < t) as its cumulative distribution function

concluded by Table I, which provides an overview at a glan 8 : . : . .
. . . . DF). Assume thaf' is continuous and strictly increasing
of the results. The following sections discuss in more dietaltfm some intervala b], with F(a) = 0 and F(b) = 1, where

our contributions, while the bulk of the technical conttibas ) .
is gathered in an appendix, to allow the main body of the pap([garS @ <b < oo Forany0 < <1, define the following
I

B. Structure of the paper

to concentrate on the conceptual implications of the resu netion:
We focus on the incompressibility of the Laplace distribati FY1—R) oo
) . Jo x9p(z)dx
as a running example for concreteness, and on a Gaussian Gqlpl(k) = ) (4)

encoder®. Jo° w9p(a)da



R. GRIBONVAL, V. CEVHER AND M.E. DAVIES: COMPRESSIBLE DISTBUTIONS 3

1) Bounded moments: assumeE| X |? < oo for someq € techniques. The decodéy s is the traditional minimum least-
(0,00). Then,G,[p](x) is also well defined fok = 0, squares solution, which is related to the Tikhonov regnéari
and for any sequencley such thatlimy_,~ %N =k € tion or ridge regression. It uses the Moore-Penrose pseudo-

[0, 1], the following holds almost surely inversed ™ = &7 (®P7)~1. The oracle sparse decod®¥acie
o . can be seen as an idealization of sparse decoders, which
ey (xv)g = Glpl (k). (3)  combine subset selection (the choice /of with a form of

linear regression. It is an “informed” decoder that has the
side information of the index seét associated with the largest
components irk. The trivial decodeiviar plays the devil's
advocate for the performance guarantees of the other decode

2) Unbounded moments: assumeE|X|? = oo for some
q € (0,00). Then, for0 < x < 1 and any sequencky
such thatlimy_ o ’“WN = k, the following holds almost

surely 1) Almost sure performance of decodewshen the encoder
lim Gy (xn)2 2 Gylp](k) = 0, © provides near isometry to the set of sparse vectors [5], the
N—o0 decoderA; features ainstance optimalityproperty [12], [13]:
Proposition 1 provides a principled way of obtaining the |AL(®x) — x||1 < CW(®) - 03 (x)1, ¥x; (14)

compressibility parameter&, ) of distributions in the high

dimensional scaling of the vectors. An immediate applarati where C,(®) is a constant which depends dn A similar

is the incompressibility of the Laplace distribution. result holds with the| - || norm on the left hand side. Unfor-
tunately, it is impossible to have the same uniform guaente

Example 1. As a stylized example, consider the Laplacg 5 ¢ with o, (x), on the right hand side [12], but for any
distribution (also known as the double exponential) withlsc given x, it becomes possibl probability [12], [14]. For a

parameter 1, whose PDF is given by Gaussian encodef\; recovers exact sparse vectors perfectly

1 from as few asn = 2eklog N/k with high probability [15].
pi(@) := 5 exp(—[a]). @ " _ >
Definition 3 (Gaussian encoder) et ¢; ;, i,j € N be iid
We compute in Appendix I: Gaussian variabledV(0,1). Them x N Gaussian encoder is
1<i<m,1<j<N"

the random matrix® x := |¢;,; //m
Gl[pl](m):l—m-(l—i-lnl/n), o [9/ N}_ :
In the rest of this paper, we consideiGaussian encoder

Galp(k) =1 — k- (1 +1Inl/k+ l(ln 1/;1)2). (9) leading to Gaussian ULR (GULR) problems. In Section IV, we
2 theoretically characterize the almost sure performancief
Therefore, it is straightforward to see that the Laplaceirilis estimatorsA s, Aqracle for arbitrary high-dimensional vectors
bution is not g-compressibldor ¢ € {1, 2}: it is not possible x. We concentrate our analysis to the noiseless sét(ing=

to simultaneously have bothand e = G4[p1](x) small. 0). The least squares decodirs has expected performance
Es || ALs(®x) —x||2/|/x]|3 = 1 -4, independent of the vector
x, where

B. Sparse modeling vs. sparsity promotion in ULR 5= m/N (15)

We show that thenaximum a posteriofMAP) interpreta- ) ) ) ] .
tion of standard deterministic sparse recovery algorithens IS the undersampling raticassociated to the matri# (this
in some sense, inconsistent. To explain why, we consider fifgminology comes from compressive sensing, whires
following decodingapproaches to estimate a vectofrom its & sampling matrix). The expected performance of the oracle

encodingy = ®x: sparse decodehgracle Satisfies
< Eg || Aorace ®x, A) — x]|3 1 ok (x)*
A1(y) = argmin [|X[1, (10) = : :
Ry —®x [1x]13 1- A [x]3
Ais(y) = E}rgngl} 1%]]2 = ®Ty, (11) This error is the balance between two factors. The first facto
x:y=dx

grows with k& (the size of the sef\ of largest entries ok
- . used in the decoder) and reflects the (ill-)conditioninghsf t
x:supporfx)=A ' . .

Are —0 13 submatrix ®,, while the second factor is the bektterm

tivial () = 0. (13) relative approximation error, which shrinksfamcreases. This

The decoderA; regularizes the solution space via tie  highlights the inherent trade-off present in any sparstnast
norm. It is thede factostandard Basis Pursuit formulationfOr, namely the level of sparsity versus the conditioning of
[10] for sparse recovery, and is tightly related to the Bast§€ Submatrices ob.

Pursuit denoising (BPDN) and the least absolute shrinkaﬁ_ez) A few surprises with sparse recovery guarante@é
and selection operator (LASSO) [27]: ighlight two counter-intuitive surprises below:

Aoracle(}’a A) = argmin ||y - (I’SCHQ = CI’XYa (12)

. 1 12 B 1Coping with noise in ULR problems is important both from aqtical
ABPDN(y) = argmin g - Hy - ‘I>XH2 + )xHXHl and a statistical perspective. Yet, the noiseless setsimglévant to establish
x 2 negative results such as Theorem 1 which shows fttilere of sparse

. . estimatorsin the absence of noisdor an 'undersampling ratiod bounded
where\ is a constant. Bot\; and the BPDN formulations away from zero. Straightforward extensions of more pasitesults such as

can be solved in polynomial time through convex optimizatioTheorem 2 to the Gaussian noise setting can be envisioned.
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a) A crucial weakness in appealing to instance optimabetter to use least-squares reconstruction than minimitim
ity: Although instance optimality (14) is usually considered asorm reconstruction (or any other type of sparse estimator)
a strong property, it involves an implicit trade off: whénis unless the number of measuress at leasti5% of the original
small, thek-term erroro(x) is large, while for largek, the vector dimensionV. To see how well Theorem 1 is grounded
constantCy (@) is large. For instance, we ha¥®,(®) = oo, in practice, we provide the following example:

whenk > m. Example 2. Figure 1 examines in more detail the performance
In Section Il we provide new key insights for instance pi€ 2. 19 b

Lo . of the estimators for Laplace distributed data at variousen
optimality of algorithms. Informally, we show that Whensam ling values. The horizontal lines indicate variousal
xy € RY is iid with respect top(z) as in Definition 2, and piing X 9

whenp(z) satisfies the hypotheses of Proposition 1, if to-distortion-ratios (SDR) o8dB, 10dB and20dB. Thus for
p yp P ' the oracle estimator to achieviddB, the undersampling rate

G1[p)(ko) > 1/2, (16) must be greater than 0.7, while to achieve a performancé leve
20dB, something that might reasonably be expected in many
nsing applications, we can hardly afford any subsampding
since this requires) > 0.9.

: . of
wherexg ~ 0.18 is an absolute constant, then the best possﬁ@g
upper bound in the instance optimality (14) for a Gaussiad?l
encoder satisfies (in the limit of larg¥)

Ok (i)) - O (X)l Z ||X|| = || Atrivial (X) _ X” 1. L Relative Error for Laplace Distributed Data

In other wordsfor distributionsp(z) satisfying(16), in high

dimensionN, instance optimality results for the decodag RN

with a Gaussian encoder can at best guarantee the perfor- o

mance (in the/! norm) of ...the trivial decodeNyiyia! 0.8

Condition (16) holds true for many general PDF’s; it is eas-

ily verifiable for the Laplace distribution based on Example o RN

and explains the observed failure of tHedecoder on Laplace e RN

data [26]. This is discussed further in Section Il I \
b) Fundamental limits of sparsity promoting decoders: N -

The expected? relative error of the least-squares estimator 1 ous S

ALs degrades linearly as— ¢ with the undersampling factor ol__20d8 -

d := m/N, and therefore does not provide good reconstruction 0 02 Undersampling rate, & 08 !

at low sampling rate$ < 1. It is therefore surprising that

we can determine a large class of distributions for which tl’l‘l%. 1. The expected relative error as a function of the watapling rates

oracle sparse decodeéXace IS outperformed by the simple § for data iid from a Laplace distribution using: (a) a lineeast squares

Ieast—squares decoday; s. estimator (solid) and (b) the best oracle sparse estimdéshed). Also plotted
is the empirically observed average relative error overOsid8tances for the

Theorem 1. Suppose thaky € RY is iid with respect to A1 estimator (dotted). The horizontal lines indicate SDR &alof3dB, 10dB

p(x) as in Definition 2, and thap(x) satisfies the hypothesesand20dB’ as marked.

of Proposition 1 and has a finite fourth-moment

Relative Error

EX* < oo. This may come as a surprise since, in Bayesian terminology,
£'-norm minimization can be interpreted as the MAP estimator
under the Laplace prior, while least squares is the MAP under
the Gaussian prior. Such MAP interpretations of ULR deceder

are further discussed below and contrasted to more geametri

There exists a minimum undersampling ratip with the
following property: for anyp € (0, 1), if @ is a sequence of
mpy x N Gaussian encoders wittim oo my /N = 6 < do,
andlimy_,o kv /my = p, then we have almost surely

interpretations.
lim ||Aoracle(q)NXN7AN) - XNH% a.s. GQ[p](P5)
N—o0 x5 I-p C. Pitfalls of MAP “interpretations” of decoders
g gy MAs(®axn) - xn[3 Bayesian ULR methods employ probability measures as
N—o0 xn]3 “priors” in the space of the unknown vectar and arbitrate

Thus if the data distributiop(z) has a finite fourth moment the solution space by using the chosen measure. The decoder
and a continuous CDF, there exists a level of undersamplifg has a distinct probabilistic interpretation in the statist
below which a simple least-squares reconstruction (Mgicallterature: if we presume an iid probabilistic model feras
a dense vector estimate) provides an estimate, which igrclog(Xn) & exp (=c|Xn[) (n = 1,..., N), then Agpon can be
to the true vectorx (in the ¢2 sense) than oracle spars¢/iewed as the MAP estimator
estimation! — — :

Section V describes how to determine this undersampling Awap(y) : argm’?Xp(xly) argmin{ logp(x[y)}
boundary, e.g., for the generalized Gaussian distribui@n when the noisen is iid Gaussian. However, as illustrated
the Laplace distributiondy ~ 0.15. In other words, when by Example 2, the decodefyap performs quite poorly
randomly sampling a high-dimensional Laplace vector, it #®r iid Laplace vectors. The possible inconsistency of MAP
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estimators is a known phenomenon [24]. Yet, the fact thhtny_, .. mx/N = § where0 < § < 1 is arbitrary, and let
Awnap is outperformed byA s —which is the MAP under &y be a sequence ofiy x N Gaussian encoders. Then
the Gaussian prior— wher is drawn iid according to the

. L . . . . HAl(q’NXN)_XNHQ a.s.
Laplacian distribution should remain somewhat of a suepris lim =

N—o0 ||XNH2
to many readers.
It is now not uncommon to stumble upon new proposals As shown in Section VI there exist distributiop&r), which

in the literature for the modification of\; or BPDN with combine heavy tails with a non-smooth behaviour at zerdj suc
diverse thresholding or re-weighting rules based on difier that the associated MAP estimator is sparsity promoting. It
hierarchial probabilistic models—many of which corresgonlikely that the MAP with such priors can be shown to perform
to a special Bayesian “sparsity priop(x) o exp(—¢(x)) ideally well in the asymptotic regime.
[28], associated to the minimization of new cost functions

0. (17)

Ay(y) o1 | Bx||? + 6(x) D. Are natural images compressible or incompressible ?
=a —ly — .
o et gy 2 * Theorems 1 and 2 provide easy to check conditions for
It has been shown in the context of Additive White Gaussidff')compressibility of a distributiop(x) based on its second
Noise denoising that the MAP interpretation of such pendlf fourth moments. These rules of thumb are summarized in
ized least-squares regression can be misleading [18].adustl@Ple I, providing an overview at a glance of the main results
illustrated above withg(x) = Al|x|:, while the geometric Obtained in this paper. _ _
interpretations of the cost functions associated to sucti-“p We conclude this extended overview of the results with
ors” are useful for sparse recovery, the “priorsixp(—¢(x)) stylized application of these rules of thumb to wavelet and
themselves do not necessarily constitute a relevant “ctiver discrete cosine transform (DCT) coefficients of the natural
model” for the vectorsHence, such proposals are losing 4nages from the Berkeley database [22].
key strength of the Bayesian approach: the ability to evalua Figure 2 illustrates, in log-log scale, the average of the
the “goodness” or “confidence” of the estimates due to tiBagnitude ordered wavelet coefficients (Figures 2-(g)-er)d
probabilistic model itself or its conjugate prior mechanic  Of the DCT coefficients (Figure 2-(b)). They are obtained
In fact, the empirical success &, (or Agppn) results from  BY randpmlylsa.rnpllngloo image patches of varying sizes
a combination of two properties: N =2/ x2 (j = 3,...,8), and taking their transforms
(scaling filter for wavelets: Daubechies4). For comparison

; I : we also plot the expected order statistics (dashed lines), a
the non-dlffer.entlablllty at zero of the’ cost fupcuon; describedpin (8], of thz following distributions ch Sedati®V-B )

2) thecompressiblenature of the vectok to be estimated. and VI)

Geometrically speaking, the objectiyig|; is related to the « GPD: the scaled generalized Pareto distribution
¢'-ball, which intersects with the constraints (e.g., a raniyo Lp, o(¢/)), T = 1, with parameters = 2.69 and A = 8
oriented hyperplane, as defined py= ®x) along or near the (AFi;LSJI’e 2_(;1)). ’
k-dimensional hyperplanes (< N) that are aligned with the Student's ¢ ’the scaled Student'st distribution
canonical coordinate axes R"Y. The geometric interplay of 1p. J(z/A), T = 2, with parameterss = 2.64 and
the objective and the constraints in high-dimensions ey § ;15 (Fi'gure 2-(b’))' '
promotes sparsityAn important practical consequence is the '
ability to design efficient optimization algorithms for ¢ga-
scale problems, using thresholding operations. Thergthee
decoding process of\; automatically sifts smaller subset

that best explain the observations, unlike the traditideast- . . . .
- the common practice in the signal processing community [9].
squaresA s in ULR. )
- . . - The GPD and Studentsparameters were tuned manually.
Whenxy has iid coordinates as in Definition 2, compress- . .
One should note that image transform coefficients are

ibility is not so much related to the behavior (differenteab . , ) )
or not) of p(z) around zero but rather to the thickness 0?ertamly not iid [26], for instance: nearby wavelets have

its tails, e.g., through the necessary prop@H* = oo (cf correlated coefficients; wavelet coding schemes exploit-we

Theorem 1). We further show that distributions with infinit(lfnown zero-trees indicating correlation across scales; th
. 9 ._energy across wavelet scales often follows a power law decay
variance EX* = oo) almost surely generate vectors which

are sufficiently compressible to guarantee that the decodep{et’ the empirical goodness-of-fits in Figure 2 (a), (b)

: . : ) seem to indicate that the distribution of the coefficients of
A; with a Gaussian encode® of arbitrary (fixed) small . - .

. S . - . _natural images, marginalized across all scales (in was)elet
sampling ratia = m/N has ideal performance in dimensions - . )
N growing to infinity: or frequencies (DCT) can be well approximated by a dis-

tribution of the typep. s (cf Table 1) with “compressibility
Theorem 2 (Asymptotic performance of thé' decoder under parameter’s ~ 2.67 < 3. Interestingly, this corresponds to
infinite second moment)Suppose thaky € RY is iid with a regime where the results of [8] are inconclusive regarding
respect top(x) as in Definition 2, and thap(x) satisfies the the (in)compressibility, since the distribution is notfgtiéntly
hypotheses of Proposition 1 and has infinite second momenmpressible to guarantee the performance offthdecoder
EX? = oco. Consider a sequence of integersy such that A; using instance optimality. However, this does correspond

1) thesparsity-inducingnhature of the cost function, due to

o« GGD: the scaled generalized Gaussian distribution
+p-(x/A), with 7 = 0.7 and X = 5 (Figure 2-(c)).

The GGD parameters were obtained by approximating the

Shistogram of the wavelet coefficients &t = 8 x 8, as it is
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TABLE |
SUMMARY OF THE MAIN RESULTS
[ Moment property]] EX2 = | EX? <ocoandEX?T =0 | EX? < oo |
Theorem 2 N/A Theorem 1
General result A1 performs ideally depends on finer Ay s outperformsAgracle
for any & properties ofp(z) for small § < ¢
Compressible YES YES or NO NO
Proposition 2 (Section V-A): Section V-B:
po(@) :=2Jz|/(@* + 1 | pr(z) o< exp(~|z|7)
0<71<o00
Aoracle performs just as\ g Generalized Gaussian
Examples

Example 4 (Section VI):
prs(@) oc (14 |z|7)~/7
________ Generalized Paretor(= 1) / Studentst (r =2)_ _ _ _ _ _ _ |
Aoracle OUtperformsA s
for small§ < &g

() ()
el el
2 2
3 5
S S
© ©
—wavelet coefficients —DCT coefficients —wavelet coefficients
9 ---GPD(s= 2.69,A= 8) ---Student’s t(s= 2.64,\= 4.5) ” ---GGD(g= 0.7,A= 5)
10 5 10 7 o 5 10 5
10 10 10 10 10 10
sorted coefficients sorted coefficients sorted coefficients
(a) Wavelet/GPD (b) DCT/Studentisdistribution (c) Wavelet/GGD

Fig. 2. Statistics of natural images.

to the regime wher&X? = oo (cf Example 4 in Section VI), minimum ¢ norm solutionA (y):
indicating that in the limit of very high resolution¥ — oo,
such images are sufficiently compressible to be acquiredjusi

compressive sampling with botrbitrary good relative preci- an instance optimality property holds [12]. In the simplest

sionandarbitrary small undersamplingactoré = m/N < 1.  case of noiseless observations, this reads: the {@iA} is
Considering the GGD with parameter= 0.7, the results instance optimal to ordef with constantC, if for all x:

of Section V-B €f Figure 6) indicate that it is associated

to a critical undersampling ratié,(0.7) ~ 0.04. Below this 1A(®x) = x| < Cy - or(x) (18)

undersampling ratio, the oracle sparse decoder is outpeeid Whereo;(x) is the error of best approximation af with -

by the least square decoder, which has the very poor expectpdrse vectors, whil€’; is a constant which depends @n

relative errorl — § > 0.96. Should the GGD be an accuratévarious flavours of instance optimality are possible [5R][1

model for coefficients of natural images, this would implyVe will initially focus on ¢! instance optimality. For thé'

that compressive sensing of natural images requires a numgstimator (10) it is known that instance optimality in the

of measures at leagf% of the target number of image pixels.norm (i.e./* norms are used on both hand sides of (18)) is

However, while the generalized Gaussian approximatiohef trelated to the following robust null space property. Therirat

coefficients appear quite accuratefdt= 8 x 8, the empir- @ satisfies the robust null space property of ordewith

ical goodness-of-fits quickly deteriorate at higher resotu constanty < 1 if:

For_ mstgnce, the_z |n|t|a_1l decay rgt_e of the GGD coeff_|c_|ents |zl < nllzg| (19)

varies with the dimension. Surprisingly, the GGD coeffitéen )

approximate the small coefficients (i.e., the histogranther for all nonzeroz belonging to the null space kerid) :=

well irrespective of the dimension. This phenomenon coeld §z: ®z = 0} and all index set§ of sizek, where the notations

deceiving while predicting the compressibility of the inesg 22 stands for the vector matchirgfor indices inQ2 and zero
elsewhere. It has further been shown [13], [29] that the sbbu

null space property of ordér with constanty, is a necessary

Aq(x) = argmin||x||; such thaty = ®x,
X

IIl. I NSTANCE OPTIMALITY, £"-BALLS AND and sufficient condition for'-instance optimality with the
COMPRESSIBILITY INULR constantC, given by:
Well-known results indicate that for certain matricas, (14 )
Cp,=2—-= (20)

and for certain types of sparse estimatorsxpfsuch as the (1—nr)
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Instance optimality is commonly considered as a strong
property, since it controls thabsoluteerror in terms of the
“compressibility” of x, expressed throughy (x). For instance
optimality to be meaningful we therefore require thatx)
be small in some sense. This idea has been encapsulated i
a deterministic notion of compressible vectors [12]. Fram a
approximation theoretic point of view, it is usual to coresic
vectorx as compressible if it is contained within someak
¢" ball where theweak?" ball of radiusR contains all vectors
x for which

||| wer := sup {|x|fl -nl/r} <R, (22)

with |z|¥ the n-th largest absolute value of elementsxof

For instance, ik lies inside ar/? ball it will also be within
a weak/? ball of the same radius, see Figure 3(a) which shows
a weak/" ball together with the/” ball of the same radius. Fig. 4. A cartoon view of the! and ¢2 “rings” where vectors with iid

The motivation for such a definition of compressibility cagnelaplace-distributed entries concentrate. The radius ef¢thring is of the

order of /2/N while that of the¢! ring is one, corresponding to vectors
from the fact that we can then bound(x), for ¢ >r, as o entries|x|n ~ 1/N.

r 1/q

ox(x)g < R ( ) RO (22)
q—rT

. L . Note that the class defined by a boundettrm relative error

therefore guaranteeing that tleterm approximation error is does not have the shape of énball or weak¢” ball. Instead

vanlshlpgly small fqr large enough - ... it forms a set oftompressible ‘raysas depicted in Figure 3
A naive way to interpret the” balls within the statisti- (b)

cal data models is as follows. Let us assume that =

(X1,...,Xn) is a vector of iid samples drawn from some o o
probability distributionp(z). If E|X|" = C' < oo then by the A. Limits of GULR guarantees using instance optimality
strong law of large numbers, the quantityy||;./N, N € N, In terms of the relative begt-term approximation error, the

converges almost surely 0, i.e. the distance fromy /N'/"  instance optimality implies the following inequality:
to the surface of thé” ball of radiusC'/" converges almost

surely to zero. This often leads to the assertion that a vecto l1A(®x) — x| < min {C}, - 7%(x)}
drawn from certain probability distributions is “compriss” x| k
since (when normalized) it lives in a finite radids ball. Note that if we have the following inequality satisfied for

Unfortunately, this is a common misconception. Finite dihe particular realization o
mensionald” balls also contain ‘flat’ vectors with entries of
similar magnitude, that have very smatterm approximation Uk—(x) > Ck_l, vk,
error ...only because the vectors are very small themselves I

For example, ifxy has entries drawn from the Laplacghen the only consequence of instance optimality is that
distribution thenx /N will have with high probability art!  ||A(®x) — x|| < |[x||. In other words, the performance
norm close tol. However the Laplace distribution also has guarantee for the considered vectoris no better than for
finite second momenEX? = 2, hence with high probability the trivial zero estimatorAyivia (y) = 0, for anyy.
xxn/N'/? has/? norm close toy/2, i.e. xx /N has¢? norm This simple observation illustrates that one should befabre
close to\/2/N. This is not far from the?> norm of the largest in the interpretation of instance optimality. In partiayldLR
flat vectors that live in the uni€* ball, which have the form decoding algorithms with instance optimality guaranteey m
x|, = 1/N, 1 < n < N, suggesting that the typical iid not universally perform better than other simple or more
Laplace distributed vector is a small and relatively flatteec standard estimators.
This is illustrated on Figure 4. To understand what this implies for specific distributions,

One could argue that the above normalizationlbyv was consider the case ¢f decoding with a Gaussian encodey.
incorrect and that there is a normalization that can defifr@r this coder, decoder paif®y,A;}, we know there is a
a weak /" ball that truely captures the decay behaviour aftrong phase transition associated with the robust nultespa
|x|x. This basically forms the basis of the approach in [8hroperty and hence the instance optimality property in erm
where specific values oR and r in the upper bound (21) of the undersampling factaf := m/N and the factorp :=
are calculated for various distributions, in relation wittder k/m ask,m,N — oo [29]. This is a generalization of the
statistics. Now, we instead consider a more natural nogaali /! exact recovery phase transition of Donoho and Tanner [15]
tion of o (x), With respect to the size of the original vector which corresponds tgy = 1. We can therefore identify the
measured in the same norm. This is, of course, the/bemtm smallest instance optimality constant asymptoticallysiide
relative errorgy(x), that we investigated in Proposition 1.as a function ofp and¢é which we will termC/(p, ¢).
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(a) (b)

Fig. 3. (a) A cartoon view of af” ball (white) and the weak” ball of the same radius (grey); (b) A cartoon view of the notaf the compressible rays
model.

To check whether instance optimality guarantees can b&tample 3 (The Laplace distribution)Suppose thaky =

the zero estimatoAyyia for a given undersampling rati®, (Xi,...,Xy) has iid entriesX,, that follow the Laplace
and a given probability model(x), we need to consider thedistribution p;(z). Then for largeN, as noted in Example 1,
product ofoy(x)1 “3 G1[p](x) andC(%,4). If the relative besk-term error is given by:
1
Gl [p](,‘i) > ‘~Nr <\ VK € [01 1] (23)
0(3’5) Gl[pl](ﬁ):1—l€-(1+ln1/,‘$)

then the instance optimality offers no guarantee to outperf
the trivial zero estimator.
In order to bound the value of instance optimality we makieigure 5 shows that unfortunately this function excegdson

the following observations: the intervalx € [0, ko] indicating there are no performance
« C(£,6) > 2 for all x ands; guarantees from instance optimality. Even exploiting weak
o C(&,8)=ocforall§if k> ko~ 0.18. instance optimality we can have no non-trivial guarantees

The first observation comes from minimisig, in (20) with Pelowdo ~ 0.18.
respect to0 < n < 1. The second observation stems from

the fact thatxg := maxy, 53 p,(0) ~ 0.18 [15] (wherep, () G(p,)(K), versus k
is the strong threshold associated to the null space propert L ‘ ‘ ‘
with constanty < 1) therefore we have = dp < ko ~ 0.18 0.of
for any finite C. From these observations we obtain : 08l

0.7F

For distributionsp(z) satisfyingG1[p](ko) > 1/2, in high

dimension N, instance optimality results for the decoder .l

A; with a Gaussian encoder can at best guarantee the ©°°

performance (in thé' norm) of ...the trivial decodef yiyia . 04r

0.3r

One might try to weaken the analysis by considering typical 02l

joint behaviour of 5 and xp. This corresponds to the oal
‘weak’ phase transitions [15], [29]. For this scenario thex

a modified¢! instance optimality property [29], however the 0 02 04 06 08 1
constant still satisfie€’(%,5) > 2. Furthermore since < 0

we can define an undersampling radipby G [p](5o) =1/2, Fig. 5. Thet!-norm bestk-term approximation relative erraiy [p;1](x) as

such that weak instance optimality provides no guarantae t function ofx = k/N (top curve) along with a rectangular shaped function
A will outperform the trivial decodef\yiiar in the region (bottom curve) that upper boundsf; C~1(x /4, 5).

0 < 0 < dg. More careful analysis will only increase the size
of this region.
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B. GULR guarantees for random variables with unboundex particular estimator (such as;), we consider theoracle
second moment sparse estimatoyacie (12), which is likely to upper bound

A more positive result (Theorem 2) can be obtained showifge Performance of most sparsity based estimators. While in
that random variables with infinite second moment, which aRéacticex must be estimated frony = ®x, the oracle is
highly compressible (cf Proposition 1), are almost pefjectdiven a precious side mforma_tlon : the index Aea§300|at¢d
estimated by the! decoderA;. In short, the result is basedt© the & largest components ir, wherek < m. Given this
upon a variant of instance optimality? instance optimality information, the oracle computes
in probability [12] whiqh can be sh_own to hold for_a Iarg(_e Aoracidy, A) := argmin |y — ®x]||2 = 3ty
class of random matrices [14]. This can be combined with suppor{x)=A iy
the fact that wherEX? = oo, from Proposition 1, we have
G2[p](k) =0 forall 0 < k < 1 to give Theorem 2. The proof
is in the Appendix.

where, sincek < m, the pseudo-inverse isP| =
(®T®,)~1®71. Unlike LS, the expected performance of the
oracle estimators drastically depend on the shape of thetbhes
Remark 1. A similar but weaker result can be derived basegerm approximation relative error af Denotingx; the vector
on ¢! instance optimality that shows that wh&iX| = oo, whose entries match those »fon an index sef and are zero
(17) holds for the/* decoder with a Gaussian encoder. elsewhere, and the complement of an index set, we have the

We can therefore conclude that a random variable Wi{ﬂllowmg result.

infinite variance is not only compressible (in the sense gheorem 3 (Expected performance of Oracle sparse estima-
Proposition 1): it can also be accurately approximated frotion). Let x € RV be an arbitrary vector® be anm x N
undersampled measurements within a compressive sensi@agdom Gaussian matrix, ang := ®x. Let A be an index
scenario. In contrast, instance optimality provides norguaet of sizek < m — 1, either deterministic, or random but
antees of compressibility when the variance is finite angatistically independeritom ®. We have

G1]p](ko) > 1/2. At this juncture it is not clear where the

blame for this result lies. Is it in the strength of the ingt@n Eg || Aorace(®x, A) — x]I3 — 1 . Ixzl13
optimality theory, or are distributions with finite varianc I3 12 I3

simply not able to generate sufficiently compressible wacto 1 or(x)3

for sparse recovery to be succesful at all? We will exploi® th 2 1_ % ) X2 (26)

latter question further in subsequent sections. )
If A is chosen to be thé largest components of, then the

last inequality is an equality. Moreover, we can characeri

IV. GULR PERFORMANCE OF ORACLE SPARSE .
the concentration around the expected value as

RECONSTRUCTIONVSLEAST SQUARES

Considerx an arbitrary vector irRY and® be anm x N, k{1~ )* _ [[Aoracie(®x, A) —x|[§ _ " k(l—e)?
Gaussian encoder, and lgt := ®x. Besides the trivial m—k+17~ Ixxll3 - m—k+1
zero estimator\yiviar (13) and the/! minimization estimator (27)
A7 (10), the Least Squares (LS) estimatfs (11) is a . .
commonly used alternative. Due to the Gaussianitypoind except with probability at most
its independence from, it is well known that the resulting 8.~ min(k,m—k+1)-c(e)/2 (28)
relative expected performance is ’

Es|ALs(®x) — x||2 where
‘1’” LS( }2() XHQ :1_% (24)
il ce) = —In(1 —€) — e > €2/2. (29)
Moreover, there is indeed a concentration around the exgect ) ) o
value, as expressed by the inequality below: Remark 2. Note that this result assumes thiis statistically

) independentrom ®. Interestingly, for practical decoders such
(1—0) (1 B ﬁ) < As(®x) — x5 _ (1—e)! (1 _ ﬂ)7 as the /' decoder, A;, the selectedA might not satisfy
B %113 B this assumption, unless the decoder succesfully identifies

N N
(25) support of the largest componentsxaf

for anye > 0 andx € R", except with probability at most
2. ef(me)ez/él +92. €7N52/4_
The result is independent of the vectgrwhich should be A. Compromise between approximation and conditioning
no surprise since the Gaussian distribution is isotroplee T We observe that the expected performance of hafy
expected performance is directly governed by timelersam- and Aqacle iS €ssentially governed by the quantities: m/N
pling factor, i.e. the ratio between the number of measures and p = k/m, which are reminiscent of the parameters in
and the dimensio®V of the vectorx, § := m/N. the phase transition diagrams of Donoho and Tanner [15].
In order to understand which statistical distributias(s) However, while in the work of Donoho and Tanner the quantity
lead to “compressible enough” vectoxs we wish to com- p parameterizes modelon the vectorxy, which is assumed
pare the performance of LS with that of estimatdksthat to be pdN-sparse, herg rather indicates the order éfterm
exploit the sparsity ofk to estimate it. Instead of choosingapproximation ofxy that is chosenin the oracle estimator.
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In a sense, it is more related to a stopping criterion that ofre practice, there is often a minimal undersampling rate,
would use in a greedy algorithm. The quantity that actuallsuch that fo € (0, éy) least squares estimation dominates the
modelsxy is the functionGs[p], provided thatxy € RY oracle sparse estimator. Specifically we will show belovt tha
has iid entriesX,, with PDF p(x) and finite second momentdistributionsp(z) with a finite fourth momenEX* < oo,

EX? < oo. Indeed, combining Proposition 1 and Theorem 8uch as generalized Gaussians, always have some minimal
we obtain: undersampling raté, € (0,1) below which they are incom-

.. . . ressible. As a result, unless we perform at least §y - N
Theorem 4. Let xy be iid with respect top(z) as in Fandom Gaussian measurement or:‘ an assoctatedt is not

Proposition 1. Assume thdl.X® < co. Let ¢i;, i,j € N worth relying on sparse methods for reconstruction sinastle
be iid Gaussian variablegV'(0,1). Consider two sequences ying P

kn,mpy oOf integers and assume that squares can do as good a job.
Ny TN 9 When the fourth moment of the distribution is infinite, one

lim ky/my =p and lim my/N =4. (30) might hope that the converse is true, i.e. that no such minima
N—oo N—oo . . ..
) ’ undersampling raté, exists. However, this is not the case. We
Define the my x N Gaussian encoder®y = | show that there is a distributiop,, with infinite fourth

[Qbij/vaLgigmN,lgjgN' Let Ay be the index of the oment and finite second moment, such that
ky largest magnitude coordinates &fy. We have the almost

sure convergence Hipol(d) =1 -6, Vs € (0,1).
lim [Aoracie(®nxn; An) = XN I3 as. GQ[p](pé)(;gl) Up to a scaling factor, this distribution is associated te th
N—oo l[xn I3 1—p symmetric distribution
. 2
i NAS@rxn) Zxnlly sy 5 (g 2|
N—oo l[xn]I3 po(z) := @117 (34)

For a given undersampling ratib= m/N, the asymptotic

expected performance of the oracle therefore depends on @ illustrates that least squares can be competitive wattl®
relative number of components that are kppt k/m, and sparse reconstruction even when the fourth moment is iefinit

we observe the same tradeoff as discussed in Section IlI:

« For largek, close to the number of measunes(p close A. Distributions incompatible with extreme undersampling
to one), the ill-conditioning of the pseudo-inverse matrix

& (associated to the factdy (1 p)) adversely impacts finite fourth momentEX* < oo, then it will generate vectors

che exp?ftzdtﬁerformincg; .  thi trix is bett which are not sufficiently compressible to be compatibléhwit
* rorsmafery, In€ pseudo-inversion of this matrix Is be eE:ompressive sensing at high level of undersampling. Werbegi
conditioned, but thé&-term approximation error governed

by showing that the comparison &f[p](d) to 1 — 4 is related

by G2[p](pd) is increased. to that of G[p](x) with (1 — /r)2.
Overall, for some intermediate siZze ~ p*m of the oracle

support set\, the best tradeoff between good approximatiokemma 1. Consider a function;(«) defined on(0,1) and
and good conditioning is achieved, leading at best to tfgfine

In this section we show that when a distributipfx) has a

asymptotic expected performance H() = inf G((SP)_ (35)
11—
. Calpl(o) oo e
Hp|(9) := f — 33
pl0):= dnf == B3 e <a -0
then H(d) < 1—4.
V. COMPARISON BETWEEN LEAST SQUARES AND ORACLE 2) If G(r) < (1 — &) for all € (0, /)
SPARSE METHODS then H(5) <1 — 6 for all § € (0, ).

The question that we will now investigate is how the 3) If G(k) > (1 — /k)? for all x € (0, ),
expected performance of oracle sparse methods compares to then H(5) > 1 — § for all § € (0,dp).
that of least squares, i.e., how largefp](5) compared to

1—6? We are particularly interested in understanding how the¥1;3i5 L;.\mrlga ?:IOWS us t?] deal direcztly Wi, [p](”g instleadd
compare for smal. Indeed, largé values are associated with® [p](9). Furthermore thg1 — /x)* term can be relate

scenarii that are quite irrelevant to, for example, comgives to the fourth moment of the distribution (see Lemma 3 in

sensing since the projectiabx cannot significantly compressthe Appendix) giving the following result, which implies
the dimension ofk. Moreover, it is in the regime whergis Theorem 1:

small that the expected performance of least squares is v&Reorem 5. If Ep(w)X‘* < oo, then there exists a minimum
poor, and we would like to understand for which distributpn undersamplingy, = do[p] > 0 such that fors < &,

sparse approximation is an inappropriate tool. The answler w

of course depend on the PQFthrough the functiorG [p](-). H[p](6) 216,V 6 € (0,00). (36)
To characterize this we will say that a PRHs incompressible

) . and the performance of the oracle-sparse estimation as
at a subsampling rate of if

described in Theorem 4 is asymptotically almost surely @ors
Hlpl](6)>1-¢ than that of least squares estimation &s— oo.
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Roughly speaking, ip(z) has a finite fourth moment, then0.85 - that is a performance df.7dB in terms of traditional
in the regime where the relative number of measurementSgnal to Distortion Ratio (SDR).

(too) small we obtain a better reconstruction with leastesgst  The critical undersampling value steadily dropsragends
than with the oracle sparse reconstruction! towards zero and the distribution becomes increasingly lep
Note that this is rather strong, since the oracle is allowadkurtic. Thus data distributed according to the Geneedliz
to know not only the support of the largest components of Gaussian for smalt < 1 may still be a reasonable candidate

the unknown vector, but also the best choicekab balance for compressive sensing distributions as long as the uaders
approximation error against numerical conditioning. Akatig  pling rate is kept significantly above the associafgd
example is the case of Generalized Gaussian distributions
d iscussed beIOW. 60 for the Generalized Gaussian as a function of t

One might also hope that, reciprocally, having an infinite 07 ‘ ‘
fourth moment would suffice for a distribution to be sparse-
compatible. The following result disproves this hope.

0.6

Proposition 2. With the distributiorpy(x) defined in(34), we
have 0.4l
H[pO](é) =1- 67v S (Oa 1) (37) <

0.3F
On reflection this should not be that surprising. The distri-
bution py(z) has no probability mass at= 0 and resembles
a smoothed Benoulli distribution with heavy tails.

0.2
«—— Laplace distribution &, = 0.151

0.1F

B. Worked example: the Generalized Gaussian 05 1 . 15 2
Theorem 5 applies in particular whenewey is drawn from
a Generalized Gaussian distribution, Fig. 6. A plot of the critical subsampling ratéy below which the
Generalized Gaussian distribution is incompressible ametibn of the shape
pr(@) o exp (—clal"), (38) parametery.

where(0) < 7 < oo. The shape parameter, controls how

heavy or light the tails of the distribution are. When= 2

the distribution reduces to the standard Gaussian, while fo

T < 2 it gives a family of heavy tailed distributions with C. Expected Relative Error for the Laplace distribution

positive kurtosis. Whem = 1 we have the Laplace distribution - \ye conclude this section by examining in more detail the
and forr < 1 it is often considered that the distribution iSyerformance of the estimators for Laplace distributed @ata
in some way “sparsity-promoting”. However, the Generalize, 4rjous undersampling values. We have already seem from
Gaussian always has a finite fourth moment forzalb> 0.  Figyre 6 that the oracle performance is poor when subsagplin
Thus Theorem 5 informs us that there is always a criticg|, o ghly a factor of 7. What about more modest subsampling
undersampling value below which the Generalized Gaussigiiors? Figure 1 plots the relative error as a function of
IS mcqmpressmle. . i » undersampling ratej. The horizontal lines indicate SDR
While Theorem 5 indicates the existence of a criti@als  \a)yes of3dB, 10dB and20dB. Thus for the oracle estimator to
does not provide us with a useful bound. Fortunately, al§ou 5 chieve 10dB the undersampling rate must be greater than 0.7
in general we are unable to derive explicit expressions f@jie to achieve a performance level 26dB, something that
G[pl(-) and H[p](6) (with the exceptions ofr = 1,2 - ight reasonably be expected in many sensing applications,

see appendix I), the generalized Gaussian has a closed fQfflcan hardly afford any subsampling at all since this reguir
expression for its cdf in terms of the incomplete gammga. (g

function. : : .
v (1/7, c|z|7) At this point we should remind the reader that these

—_— performance results are for the comparison betweenrthee
2I(1/7) ) ) .

sparse estimator and linear least squares. For practioghhe-
whereT'(-) and «(-,-) are respectively the gamma functiormentable reconstruction algorithms we would expect that th
and the lower incomplete gamma function. We are therefoedtical undersampling rate at which least squares winslavou
able to numerically compute the value 6§ as a function be significantly higher. Indeed, as shown in Figure 1, this
of 7 with relative ease. This is shown in Figure 6. We seis what is empirically observed for the average performance
that, unsurprisingly, when is around?2 there is little to be of the ¢! estimator (10) applied to Laplace distributed data.
gained even with an oracle sparse estimator over stand@stl |&his curve was calculated at various value® dfy averaging
squares estimation. When = 1 (Laplace distribution) the the relative error of 500@' reconstructions of independent
value of §g = 0.15, indicating that when subsampling by a aplace distributed realizations ofy with N = 256. In
factor of roughly 7 the least squares estimator will be sioper particular note that theé' estimator only outperforms least
At this level of undersampling the relative error is a verppo squares for undersamplirigabove approximately 0.65!

F(z) = % + sgn(x)
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VI. CONCLUDING DISCUSSION distributions, with the added condition that< 2. Such a

As we have just seen, Generalized Gaussian distributiens Egstriction results from the use éf — ' instance optimality
incompressible at low subsampling rates because theittfoul? [8], [1], which implies that sufficient compressibilityon-
moment is always finite. This confirms the results of Cevhéitions can only be satisfied whef),| X| = oo. Here instead
obtained with a different approach [8], but may come as‘¥€ exploit(* — (% instance optimalityn probability, making
surprise: for0 < 7 < 1 the minimum¢™ norm solution it possible to obtain compressibility wh@X? = oco. In other
to y = ®x, which is also the MAP estimator under theV0rds, [8], [1] providessufficientconditions on a PDfp to
Generalized Gaussian prior, is known to be a good estimafdleck its compressibility, but is inconclusive in charaizieg
of xo wheny = ®x, and x, is compressible [13]. This their incompressibility.
highlights the need to distinguish between an estimatoritand ~ The family of PDFsp. ; in the range) < 7 < 1, can also
MAP interpretation. In contrast, we describe below a famil§€ linked with a sparsity-inducing MAP estimate. Specifical

of statistical distributiong.. , which, for certain values of the for an observatioy = ®x of a given vectox < R*, one can
parameters, s, combines: define the MAP estimate under the probabilistiodelwhere

. superior asymptotic almost sure performance of orac?él entries ofx are considered as iid distributed according to

sparse estimation over least squares reconstrudigge 7

even in the largely undersampled scenadios 0; N N
« connections between oracle sparse estimation and MARiap(y) := arg max H Drs(Tn) = argminz fr(|zn)).
estimation. x| x=y o) x| ®x=y p—
Example 4. For 0 < 7 < 00, 1 < s < oo consider the Where fort € R* we define f,(t) := log(l +17) =
probabmty density function Qr s — b-,—73 1ng7—,s(|t|) One can check that the funCtI(fm IS
/T associated to an admissibfenorm as described in [20], [21]:
prs(x) oc (14 |2]7) : (39)  f(0) = 0, f(t) is non-decreasingf(t)/¢ is non-increasing
1) When 1 < s < 3, the distribution is compressible. ~ (in addition, we havef(t) ~;o -t7). Observing that the
SinceE, X2 = oo, Theorem 2 is applicable: the! MAP estimate is a “minimuny-norm” solution to the linear
decoder with a Gaussian encoder has ideal asymptof?é?blem.y = ®x, we can ::onclude that whenever is
performance, even at arbitrary small undersampling @ “Sufficiently (exact) sparse” vector, we have in fact [20],
m/N [21] AMAP(@X) = x, and AMAP(@X) = A1(<I>x) is also
2) When s > 5, the distribution is incompressible. the minimum ¢* norm solution toy = &®x, which can

SinceE,. . X* < oo, Theorem 1 is applicable: with a in turn be “interpreted” as the MAP estimate under the iid

Gaussian encoder, there is an undersampling raijo Laplace model. However, unlike the Laplace interpretagon
such that whenevef < d,, the asymptotic almost sure!! minimization, here Example 4 indicates that such densities

performance of oracle sparse estimation is worse th&H® better aligned to sparse reconstruction techniquess Th
that of least-squares estimation; the MAP estimate interpretation here may be more valid.

3) When 3 < s < 5, the distribution remains somewhat It would be interesting to determine whether the MAP
compressible. estimator Ayap(®x) for such distributions is in some way
On the one hand, X2 < oo, on the other hand close to optimal (i.e. close to the minimum mean squared erro
E,. .X* = co. nr solution forx). This would give such estimators a degree of
A detailed examination of th& [p,.,] function shows l€gitimacy from a Bayesian perspective. However, we e
that there exists a relative number of measuredloWn that the estimatakyap(®x) provides a good estimate
So(7,s) > 0 such that in the low measurement regimfr data that is distributed according 19, since, ifx is a
5 < 5, the asymptotic almost sure performance of ordarge dlmenS|on§I t_yp|ca] instance with entries drawn riohf
cle of k-sparse estimation, as described in Theorem $1& PDFp- (), it is typically not exactly sparse, hence the

with the best choice of, is betterthan that of least Uniqueness results of [20], [21] do not directly apply. One
squares estimation: would need to resort to a more detailed robustness analysis

in the spirit of [19] to get more precise statements relating
H[pr,s](é) <1-46,¥ € (0,6). (40) Amap(Px) to x.

Comparing Proposition 2 with the above Example 4, one
observes that both the PDpy(z) (Equation (34)) and the APPENDIX
PDFsp. s, 3 < s < 5 satisfyE, . X? < co andE,_,X* = A. Proof of Proposition 1
co. Yet, while py is essentially incompressible, the PDFS 1, h5ve proposition 1 we will rely on the following
pr.s In this range are compressible. This indicates that, fm
TS N e eorem [4][Theorem 2.2].
distributions with finite second moment and infinite fourth
moment, compressibility depends not only on the tail of thEheorem 6. Suppose thatry is a continuous and strictly
distributionbut also on their mass around zero increasing distribution function ora,b] where0 < a <
For 7 = 2, the PDFp, , is a Student-t distribution. For b < oo, with Fy(a) = 0, Fy(b) = 1. For o € (0,p)
7 = 1, it is called a generalized Pareto distribution. Thesghere 1 = f: ydF(y), let 7 € (a,b) be defined by the
have been considered in [8], [1] as examples of “compressiblequations = f; ydF(y). Let s1,s2,... be a sequence such
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Since &

that limy oo sv/N = o, and letYy,Y>... be iid random 1= Fy(rg) = 1 - F(Tol/q) we have 7

variables with distribution functionfy. LetY; v < ... < [F7'(1— n);q. Since Fy (y) = F(y"/7) we havedFy (y) =
Yn n be the increasing order statistics ®f, ..., Yy and let %yl/q—lﬁ(yl 7)dy. As a result
Ly = L(N, s,) be defined ad.(N, s,) := 0 if Y1,y > sn, [P (1=
otherwise: JydFy(y) [y g 9y ) dy
L(N,sp)=max{{ < N,Yin+...+Yon <sn}; (41) fooo ydFy (y) fooo yl/ap(yt/a)dy
Fl(1-k _ _
Then (@) IN (=) ()29~ dw
a.s < ap qild
lim LLN as (42) :f? xp(z)ri—dr
N-o0 . N fOF (1=F) pap(2)dw
. N a.s. = I

ngnoow = Fy(1), (43) Jo zip(x)dx

lim EEN) Fr) (a4) Where in (a) we used the change of variable +7, z = yl/a,

N—=oo N dy = qx9~1dx. We have proved the result for< x < 1, and

Proof of Proposition 1: We begin by the case wherewe let the reader check that minor modifications yield the
E|X]? < oo. We consider random variableX,, drawn results forx =0 andx = 1.
according the PDR(z), and we define the iid non-negative Now we consider the cadél X|? = +co. The idea is to use
random variablesy,, = |X,|?. They have the distribution a “saturated” versionX of the random variablé, such that
function Fy (y) = P(Y < y) = P(|X| < y/9) = F(y*/7), E|X|? < oo, S0 as to use the results proven just above.
and we haveu = EY = E[X|? = [[* |z|9dF(z) € (0, ). One can easily build a family of smooth saturation functions
We definexy = (X;))_,, and we consider a sequenkg f, : [0 +00) = [0 27), 0 < n < co with f,(t) = t, for
such thatlimy . kxy/N = x € (0,1). By the assumptions t € [0, 7], f,(t) < t, for ¢ > 7, and two additional properties:

on Fy there is a uniquey € (0, o0) such that = 1— Fy-(79),
and we will prove that

7 g ™ yd
liminf 750 ONg e Jo” ydFy (v) . (45)
N—00 Np Iz
4  a.s. ™y dE
lim sup m < M_ (46)

The proof of the two bounds is identical, hence we only detalil

the first one. Fix0 < € < 79 and definer = 7(e) := 19 — ¢,
o= o(e) = fOT ydFy (y), andsy = No. Defining Ly as
in (41), we can apply Theorem 6 and obtéiim y ., 5 “=
Fy (7). Sincelimy_,oc 2 =1 — Fy (7o), it follows that
N— kN a.s. Fy(To)

LN o Fy(T)
where we used the fact th&k is strictly increasing ane <
To. In other words, almost surely, we have— ky > Ly for
all large enoughV. Now remember that by definition

LN :maX{KSN,UN_g(XN)Z SNO’}

As a result, almost surely, for all large enoufyh we have

lim > 1

N—o0

Tky (XN)E = ON_(N—ky) (XN)E > No.
Now, by the strong law of large number, we also have

XN [IF a.s.

i
im Ny

N —o00

L,

hence we obtain

Ok (XN)2 a0 _ Jo “ydFy (y)

xvlg = n H
Since this holds for any > 0 and Fy is continuous, this
implies (45). The other bound (46) is obtained similarly ¢
the two match, we get

lim inf
N—oo

Thn (XN)E as. fy"

enlla 1

vdFy (y) _ Jy' ydFy(y)
Jo~ ydFy(y)’

lim
N—o0

1) each functiort — f,(¢) is bijective from[0, co) onto
[0,2n), with f}(t) > 0 for all ¢
2) each functiort — f,(t)/t is monotonically decreasing;
Denoting f,,(x) := (f,(x:)),, by [21, Theorem 5], the first
two properties ensure that for all < & < N, x € RY,
0 <mn,q < oo we have

ok (x)? _ ok(fy(x))?
(G
Consider a fixedy and the sequence of “saturated” random
variables X; = f,(|X;|). They are iid withE|X|? < oc.
Moreover, the first property of, above ensures that their
cdf t — F,(t) := P(f,(]X|) < t) is continuous and strictly
increasing o0 2n], with F,,(0) = 0 and F;,(c0) = 1. Hence,

by the first part of Proposition 1 just proven above, we have

(47)

113

o ) ws S T a2 de
N TGl el = e
|E (1= R
= LN )

Since f,(t) < t for all t, we haveF,(t) = P(f,(|X]) <
t) > P(|X]| < t) = F(t) for all ¢, henceF, '(1 — k) <
F~1(1 — k). Moreover, sincef,(t) =t for 0 < t < n, we
obtainE| f,,(X)|? > [ 27F (x)dz. Combining (47) and (48)
with the above observations we obtain for @hy: n < oo
O (Fy (N ))T o5 |[FH(1 = )
[1fn (%) Jo z9p(x)dz
SinceE|X|? = [;° 29p(z)dz = oo, the infimum over of
the right hand side is zero. [ ]

Okn (XN)q
Ixn g

lim sup

N —o00 ~ N—oco

Remark 3. To further characterize the typical asymptotic
behaviour of the relative error whefi,(|X|?) = oo and
kn/N — 0 appears to require a more detailed characteriza-
tion of the probability density function, such as decay hitsun
on the tails of the distribution.
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B. Proof of Theorem 2 Proposition 3. Let X € R™ a standard Gaussian random
The proof is based upon the following version of [14yar|able. Then, for any) < e <1
Theorem5.1]: P(|X]2>n(1 -6t < emmen(9)/2(5g)
Theorem 7 (DeVore et al. [14]). Let ®(w) € R™*N be P(|IX[3 < n(l —¢)) < e (/2 (55)
a random matrix whose entries are iid and drawn from ith
N(0,1/m). There are some absolute constadls, ..., Cs, Wi
andC; depending orC’1, . . ., Cg such that, given any € RV cul€) = ¢ +1In(1 —e) (56)
and anyk < Com/log(N/m), there is a sef)(x, k) with 1—e
ci(e) :=—In(l—€) —e (57)
P(2°(x, k)) <Cre™ @ — = CvAm F Note that
—Csm —%

— Cae™ ™" = 2me T (49) 2/2< e(e) < cale), 0<e<l. (58)

such that Its corollary, which provides concentration for projectoof

random variables from the unit sphere, will also be useful.
The statement is obtained by adjusting [2, Lemma 3.2] and [2,
Corollary 3.4] keeping the sharper estimate from above.

Ix — A1(®(w)x)||2 < Crok(x)2, for eachw € Q(z, k).
(50)

In this version of the theorem we have specialized to t : .
. ; Y rollary 1. Let X be a random vector uniformly distributed
case where the random matrices are Gaussian distributed. We . o .
. . . n the unit sphere iNR™, and let X; be its orthogonal
have also removed the rather perculiar requirement in the

original version thatV > [In 6]?>m as careful scrutiny of the projection on _ak dimensional subspacé (alternatively, let
. ; o X be an arbitrary random vector and, be a randomk-
proofs (in particular the proof of Theorem 3.5 [14]) indieat ! . L
: ) dimensional subspace uniformly distributed on the Gragema
that the effect of this term can be absorbed into the cont:it@mtnian manifold). For any) < ¢ < 1 we have
as long asn/N < [{%]* ~ 1.2, which is trivially satisfied. '

We now proceed to prove Theorem 2. By assumption t n 1 “keeu(€)/2 | —n-ci(e)/2
. . — > — < u 1
undersampling ratid = limy_.., & > 0, therefore there [ﬂﬁ( Xl 2 [ Xl2(1 =) )<e te ’

exists a0 < x < 1 such that (59)
1 n —k-c;(e —n-Cqy (€
6>Col<&10gg. P(\/;|XL|2S|X|2(1—5)) <e k-ci( )/2_|_€ u( )/2'
. (60)
Now choosing a sequendey/N — « we have, for large
enoughN, The above result directly implies the concentration inéqua
ity (25) for the LS estimator mentioned in Section IV. We
mpy > Coky log(N/my). will also need a result about Wishart matrices. The Wishart

distribution [23]V,(n, ¥) is the distribution of! x ¢ matrices
A = 777 whereZ is ann x £ matrix whose columns have
the normal distributionV (0, 22).

P(Q% (xn, ky)) < Cgme™ V™ (51) Theorem 8 ([23] [Theorem 3.2.12 and consequence, p.
_ 97-98]). If A is Wy(n,X) wherev — £+ 1> 0, and if Z € R*
such that (50) holds for aly (w) € Q(xn, ky). ie., is a random vector distributed independently 4fand with
v = As(@y @)xm)llz2 _ o, - P(Z = 0) = 0, then the ratioZ"x~'Z/Z" A~ Z follows
< CrOky (XN )2- (52) a Chi-square distribution witm — ¢ + 1 degrees of freedom

_ o _ X;_4+1, @nd is independent of. Moreover, ifn — ¢ —1 >0
A union bound argument similar to the one used in the progfen

Hence, applying Theorem 7, for alV large enough, there
exist a se€)y (xn, kn) with

lIxnll2

of Theorem 4 (see Appendix D) gives: EA™  =x~' . (n—¢— 1)L, 61)
Jimn sup lIxn — A1 (PnxN)||2 "2 limsup Croy (Xn)2 Finally, for convenience we formalize below some useful
N—so0 Ixnll2 N—s00 but simple facts that we let the reader check.

= OrGe[pl(k) = 0. (53)  Lemma 2. Let A and B be two independent. x k& and

m x £ random Gaussian matrices with iid entrid§(0,1/m),
C. Proof of Theorem 3 and letz € R’ be a random vector independent froB.

] ] ... Consider a singular value decomposition (SVR)= UXV
We will need concentration bounds for several distribugion,, 4 letu, be the columns of/. Definew := Ba/| Bz, €

For the Chi-square distribution with degrees of freedom pm wy = (g, w)E_, € RF, wy := wy /|jw]2 € RF and
X2, we will use the following standard result (see, e.g., [ng : VTw, € [é{k_ Vl;/:elhave ’
Proposition 2.2], and the intermediate estimates in thefpro

of [2, Corollary 2.3]): 1) w is uniformly distributed on the sphere iR™, and

statistically independent from;
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2) the distribution ofw, is rotationally invariant in R”,
and it is statistically independent frod;;

3) w. is uniformly distributed on the sphere iR*, and
statistically independent from;

4) ws is uniformly distributed on the sphere R*, and
statistically independent from.

We can now start the proof of Theorem 3. For any index

set J, we denotex; the vector which is zero out ofl.

For matrices, the notatio® ; indicates the sub-matrix of

& made of the columns indexed by. The notation.J

stands for the complement of the sét For any index set
A associated to linearly independent columnsdof we can
write y = ®xp + ®3x; hence

Aoracle(ya A)
|| AOI’aC|e(y7 A) - XH%

‘I>Xy = XA + ‘I)X‘I)]\X]\
X ®5x3l5 + [Ixzl3 (62)

The last equality comes from the fact that the restriction of

Aoraci(y; A) — x to the indices inA is 1 ®;5x;, while its
restriction toA is x3;. Denoting

@, _
wi= —AFA_ o gm (63)
[ ®5xzxll2
we obtain the relation
A A) —x||3 ®5x;13
|| oracle(y7 2) XH2 — Hq>?\_w||§ || AXA2||2 +1. (64)
lIxxll3 —— Izl
B
From the singular value decomposition
@AzUm-[O & }Vk,
(m—k)xk

where U,,, is an m x m unitary matrix with columnsuy,
and V;, is a k x k unitary matrix, we deduce th@X
VIS, O (m—iy UL and

k
1BX w3 = N5 Ok m-i)Umwll3 = D 0 2 (g, ).

{=1
(65)
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The matrix ®{ ®, is Wy (m, +1d,) hence, by Theorem 8,
whenm — k —1 > 0 we have

Trace(mIdy) k

E||®@fw|3 = = : 68
|| AwH2 (m—k—l)m m—=k—1 ( )
Now, consideringu; := ({(ug, w))5_, € R¥, wy 1= w1 /|w1 |2

andws := V;Tw,, we obtain
2% w3 = 1= w3 = w13 - 115 waf3
= [wnll3 - 155 Vews|f3
= w3 - w3 (BERA)~ ws = mllwi[|3/R(ws),
where R(ws) m||ws||3/wl (®T @)~ Lws
wl (m™11dg) ~tws/wl (@1 @, )~ lws. By Lemma 2-item 4,
ws is statistically independent fron®,. As a result, by
Theorem 8, the random variabR(ws) follows a Chi-square
distribution withm — k + 1 degrees of freedom?, _,.,,, and
by Proposition 3, for any) < ¢; < 1,
]P’(l e < R(ws) - (m—k+1)<(1— el)*l)
Z 1 _ 267(7717]64*1)-01(61)/2.

(69)

Moreover, sincew; is a randomk-dimensional orthogonal
projection of the unit vectorw, by Corollary 1, for any
O<ea<1

P(1—e2 < mlun|3/k < (1-e2) )

> 1 — ge Fale)/?, (70)

To conclude, sinceéb;x; is Gaussian, itg?-norm ||® 3 x; ||3

and directionw are mutually independent, hen¢®{w||% and
||®xx;]/3 are also mutually independent. Therefore, we can
combine the decomposition (64) with the expected valuey (66
and (68) to obtain

IEHAoracle(Ya A) - X”%

> E|®xx;3
2

=E||®}w|| +1
x4l13 A 413

= i +1= !

S om—k—1 _1——mk_1'

We conclude that: for any index satof size at mostk;, with

k < m — 1, in expectation

Since®j; andxj are statistically independent, the random

. . . . 2
vector ®53x; € R™ is Gaussian with zero-mean and covari- El|Aoraciy, A) —x[l5 _

ancem™! . ||x3]3 - Id,,. Therefore,

E{l|®sxzll3/Ixsll3} =1

and by Proposition 3, for any < ¢y < 1

]P)<1—€0

(66)

P
< H@AXAQHQ < (1 —60)1) > 1_2.87m-cl(50)/2.
x4ll3

_ EAcacdy, A) —x[5[[x4]3
[1x[13 [ESNE 1x]3
1 |xald
1— A x5
1 ok (%)3
1A x)E

In terms of concentration, combining (67), (69), and (70),

(67) we get that for0 < o, e1, €2 < 1:

Moreover, by Lemma 2-item 2, the random variables, w),

1 < ¢ < k are identically distributed and independent from (1 — ¢))(1 — €1)(1 — e2) <|| @} w||

the random singular values. Therefore,

k
E|®3wl; =E {Z%Q} CE{](u, w)[*}

{=1

=E {Tracg®}®,) '} - %

2| ®axzllzm —k+1
2

Ix4ll3 k
<A = e0)d —er)(I — )]
except with probability at most (setting =€, i =0, 1, 2)
9.e—m-ci(€0)/2 +4. e kale2)/2 +2. e~ (m—k+1)-ci(e1)/2
< 8. e~ min(km—k+1)-ci(e)/2,
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Proof of Lemma 3: Without loss of generality we can

Remember that we are considering sequencBSSUme thap(z) has unit second moment, hence
kn,mn,®n,AN,xy. Denoting py = ky/my and A=K 20 -
oy = my/N, we observe that the probability (27) G,[p|(x):= fO — up(u) 1_/ u?p(u)du,
can be expressed asl — 8e Nen(9/2  where Jo u?p(u)du o
en(e) = ¢fle) - oy - min(pn,1 — pn). For any choice

of ¢, we have

lim cy(e) =¢i(€) -6 - min(p,1 — p)

N —oc0

hence)_

||Aorac\e(YN 7AN)*XN H2
D (| (Lot
N

This implies [17, Corollary 4.6.1] the almost sure conveicge

(|Aoracle(YN7AN) —xn3 1) my — kN 41 as
Orn (XN)3 kn

>0,

e~N-en(9/2 < 50 and we obtain that for any > 0

_1).“11\1;71’?“_1‘277)<

lim
N —o00

Finally, sinceky /my = pn — p anddy — §, we also have

. kn p
1m
N—oco my — ky + 1 1-—
and we conclude that
lim ||Aoracle(YNa A]\Qf) - XNH% a.s. 1 lim Okn (XNQ)%
N-—o0 [xn |13 1—pnN=oo |xnl3
s, Galpl(9p)
1—p

whe[e we denoter = F~!(1— ), which is equivalent ta; =

= [ p(u)du. The inequalityG( ) > (1—+/k)?is
equalent to2\/k > > 14+ Kk — ), that is to say

1/ du>/ (u? + 1)p(u)du
/:O(u—i-l du<\// (u2 +1)2 \//

SinceEX* < o, for all small enough (i.e., large enough),
the right hand side is arbitrarily smaller tharq/f:0 plu)du

hence the inequalityz(x) > (1 — \/x)? holds true. [ |

Proof of Theorem 1 and Theorem 5Theorem 1 and
Theorem 5 now follow by combining Lemma 3 and Lemma 1
to show that for a distribution with finite fourth moment ther
exists ady € (0,1) such thatH(6) > 1 — ¢ for all § €
(0,8p). The asymptotic almost sure comparative performance
of the estimators then follows from the concentration baund
in Theorem 3 and for the least squares estimator. [ ]

(72)

Q.
By the Cauchy-Schwarz inequality

We obtain the result for the least squares decoder by copying

the above arguments and starting from (25).

E. Proof of Lemma 1

For the first result we assume th@(s?) < (1 — 4)2. We
take p = ¢ and obtain by definition
Gop) G
< = < —0).
H(é)_l—p 1—5_(1 2

The second result is a straightforward consequence of tte fir

one. For the last one, we consideére (0,4d,). For anyp €
(0,1) we setxk := dp € (0,dp). Since for any pair, b € (0,1)
we have(l —a)(1 —b) < (1 — Vab)?, we have

G(r) > (1= Vr)?> (1 -8)(1-p)
and we conclude that

vV pe(0,1),

F. Proof of Theorem 1 and Theorem 5

Theorem 1 and Theorem 5 can be proved from Theore
and Lemma 1 along with the following result.

Lemma 3. Letp(x) be a distribution with finite fourth moment

EX?* < co. Then there exists somg € (0, 1) such that the
function Gz [p](x) as defined in Proposition 1 satisfies

Galpl(k) = (1= Vk)?,  Vk € (0,0). (71)

maﬁd, sincep(«a

G. Proof of Proposition 2

Just as in the proof of Lemma 3 above, we denote-
F~Y(1 — k), which is equivalent tox = 1 — F(a)
[ p(u)du. We know from Lemma 1 that the identity
Hlp](p) =1—pforall 0 < p < 1is equivalent ta=z[p](x)
(1 — k)% for all 0 < k < 1. By the same computations
as in the proof of Lemma 3, under the unit second moment
constraint,, X2 = 1, the latter is equivalent to

1/ du—/ u—|—1 u)du

DenoteK f u?+1)p(u)du. The constraint i< () -
K(a)= 4[ p(u)du. Taklng the derivative and negating we
must have2K (a) - [(a? + 1) - p(a)] = 4p(a). If p(a) # 0

it follows that K (o) = 2/(a? + 1) hence(a? + 1) - p(«)
—K'(a) = 4a/(a? +1)? that is to sayp(a) = 4a/(a® +1)3
which is satisfied fop(z) = po(z). One can check that

) = 4a_5, Epo(z)(X4) =

(73)

H. Proof of the statements in Example 4

Without loss of generality we rescajg ;(x) in the form
p(z) = (1/a) - prs(z/a) so thatp, s is a proper PDF with
unit varianceEX? = 1. Observing thap, s(z) ;0 7%,
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we have:EX? < oo if, and only if s > 3; EX* < o if, and
only if, s > 5. For largea, n = 0,2, 3 < s < 5, we obtain

/ x"p(x)dxx/

hence, from the relation betweeanand «, we obtain
1+ k- Gopl(k) [+ Dplu)du _ (a® % +a'™?)

WE o [ s Var

o ?

xn+l—s

n—i—l—s} -

[e3%

" %dr < [ Qs

-~

For3 < s < 5 we get
1+ k — Galp] (k)
2Vk
hence there exist& > 0 such that forx < v/d,
Galpl(k) <14k —2vE = (1 — k)%

We conclude using Lemma 1.

lim
r—0

=00

I. The Laplace distribution

First we computg (z) = exp(—z) for z > 0, Fi(z) = 1—
e % 2z>0 henceFfl(l — k) = —Ink. For all integerg; > 1

El

[10]

[11]

[12]

[13]

[14]

[15]

[16]
[17]

(18]

[19]

andx > 0, we obtain by integration by parts the recurrence

relation
/ ule™du = q/ wi e du — x%e %, Vg > 1.
0 0
Jy € “du=1—e"", hence for; = 1 we obtain|; ue™“du =
l—e®—ze®=1-—(1+x)e *, and forqg =2 it is easy

to compute

/ u?e tdu =2 — (24 2z +z%)e
0

[20]

[21]

[22]

[23]

(9) and (8) follow from substituting these expressions:into [24]

fo_ In u?py (u)du
fooo uipy (u)du

Gylpi](x) =
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