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Dictionary-Based Stochastic Expectation—
Maximization for SAR Amplitude
Probability Density Function Estimation

Gabriele Moser, Member, IEEE, Josiane Zerubia, Fellow, IEEE, and Sebastiano B. Serpico, Senior Member, IEEE

Abstract—In remotely sensed data analysis, a crucial problem
is represented by the need to develop accurate models for the
statistics of the pixel intensities. This paper deals with the problem
of probability density function (pdf) estimation in the context of
synthetic aperture radar (SAR) amplitude data analysis. Several
theoretical and heuristic models for the pdfs of SAR data have
been proposed in the literature, which have been proved to be
effective for different land-cover typologies, thus making the
choice of a single optimal parametric pdf a hard task, especially
when dealing with heterogeneous SAR data. In this paper, an
innovative estimation algorithm is described, which faces such
a problem by adopting a finite mixture model for the amplitude
pdf, with mixture components belonging to a given dictionary of
SAR-specific pdfs. The proposed method automatically integrates
the procedures of selection of the optimal model for each compo-
nent, of parameter estimation, and of optimization of the number
of components by combining the stochastic expectation-max-
imization iterative methodology with the recently developed
“method-of-log-cumulants” for parametric pdf estimation in the
case of nonnegative random variables. Experimental results on
several real SAR images are reported, showing that the proposed
method accurately models the statistics of SAR amplitude data.

Index Terms—Finite mixture models (FMMs), parametric esti-
mation, probability density function (pdf) estimation, stochastic
expectation maximization (SEM), synthetic aperture radar (SAR)
images.

I. INTRODUCTION

N remotely sensed data analysis, a crucial problem is repre-

sented by the need to develop accurate models for the statis-
tics of the pixel intensities. Focusing on synthetic aperture radar
[12], [13], [41], [47] data, this modeling process turns out to be a
crucial task, for instance, to attain classification [18], denoising
[41], or target-detection [41] goals.

From a methodological viewpoint, either parametric or
nonparametric estimation strategies can be used for this task
[18], [21], [54]. Specifically, a parametric approach postulates
a given mathematical model for each class-conditional proba-
bility density function (pdf) and formulates the pdf estimation
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problem as a parameter estimation problem. Several strategies
have been proposed in the literature to deal with parameter
estimation, e.g., the maximum-likelihood methodology [18]
and the “method of moments” [41], [46], [53]. On the contrary,
nonparametric pdf estimation approaches do not assume any
specific analytical model for the unknown pdf, thus providing
a higher flexibility, although usually involving internal archi-
tecture parameters to be set by the user [18]. In particular,
several nonparametric kernel-based estimation and regression
architectures have been described in the literature, that have
proved to be effective estimation tools, such as standard Parzen
window estimators [18], [43] artificial neural networks [7], and
support vector machines (SVMs) [31], [55], [56].

In the present paper, we address the problem of the estima-
tion of the pdf of SAR amplitude data. Several different theo-
retical and heuristic models for the pdfs of SAR data have been
proposed in the literature. For instance, the Rayleigh [41] distri-
bution has been proposed as a theoretical amplitude pdf based
on a Gaussian model for the backscattering phenomena [41] in-
volved in the generation of a single-look SAR image. The Nak-
agami—Gamma [41], [53] distribution generalizes the single-
look Rayleigh model to multilook data and is a usually accepted
model for nontextured image areas [41]. The K distribution [41]
for SAR intensity data is obtained by a different model for the
statistics of the backscattering phenomena [16], [23], [24] and
is known to correctly describe the statistics of highly textured
image areas [41]. The log-normal and the Weibull distributions
[41] have been introduced as heuristic models of the amplitude
or of the intensity statistics, and successfully applied to im-
ages of urban areas (log-normal) and of ocean, land, and sea-ice
areas (Weibull) [41]. The Fisher distribution has been adopted as
an empirical model for the SAR statistics over high-resolution
urban regions [53], and the Pearson system of parametric fam-
ilies has been applied for SAR image segmentation purposes
[15]. In [29], symmetric -stable distributions [27], [28] have
been employed to describe SAR backscattering phenomena, and
the resulting amplitude pdfs have proved to correctly model the
amplitude statistics over urban areas.

Hence, different parametric families among the above-men-
tioned ones have turned out to be effective models for different
land cover typologies [41], which make the choice of a single
optimal SAR amplitude parametric pdf a hard task. In addition,
a remotely sensed image can, in general, show a varied scene,
presenting several distinct land cover typologies.

In this paper, a SAR amplitude estimation algorithm is pro-
posed, that addresses these problems by adopting a finite mix-
ture model [19], [46] for the amplitude pdf, i.e., by postulating
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the unknown amplitude pdf to be a linear combination of para-
metric components, each one corresponding to a specific statis-
tical population [16], [44]. In order to take explicitly into ac-
count the possible differences in the statistics of the mixture
components, we avoid choosing a priori a specific parametric
family for each component, and we assume each component
to belong to a given dictionary of SAR-specific pdfs, namely,
the well-known log-normal, Nakagami—Gamma, Weibull, and
K distributions, together with the symmetric-c-stable general-
ized Rayleigh pdf [29] and the recently proposed generalized
Gaussian Rayleigh model [36], [38].

Specifically, the proposed algorithm automatically integrates
the procedures of selection of the optimal model for each
component and of parameter estimation by combining the
“stochastic expectation maximization” (SEM) pdf estimation
algorithm [6], [11], [32], [49], [57] with the “method-of-log-cu-
mulants” (MoLC) [53]. In addition, the developed method
automatically performs an optimal choice of the number K
of mixture components by computing, for each value of K
in a predefined search range, the corresponding pdf estimate
and by choosing the estimate exhibiting the highest correlation
coefficient with the empirical data distribution (i.e., the image
histogram).

The novelty of the paper lies in the combination of SEM with
a dictionary-based approach, which aims at improving the ac-
curacy and the flexibility of the estimation process, and in the
integration of MoLC into the SEM iterative procedure, which
allows one to exploit, in the proposed estimation scheme, the
good theoretical properties exhibited by MoLC, when applied
to most SAR-specific pdfs [36], [53].

The proposed approach has been validated by using several
real ERS-1, XSAR, E-SAR, and airborne SAR images. The ex-
perimental results show that the method accurately models the
amplitude distributions of all the images considered, from both
a qualitative viewpoint (i.e., visual comparison between the data
histogram and the estimated pdf) and a quantitative viewpoint
(i.e., correlation coefficient and Kolmogorov—Smirnov distance
between the data histogram and the estimated pdf), thus proving
its effectiveness and flexibility.

In Section II, an overview of the previous work about fi-
nite mixture models in remote sensing is provided, and in Sec-
tion III, the proposed estimation scheme is presented and the
SEM method is described. Section IV reports the results of the
application of the proposed approach to the statistical modeling
of the gray levels of several real SAR amplitude images, and
points out that the method fits the amplitude distribution better
than several parametric models developed for this purpose. Fi-
nally, conclusions are drawn in Section V.

II. PREVIOUS WORK ON FINITE MIXTURE MODELS

Finite mixture models (FMMs) have been widely used in the
pattern recognition [4], [19], [46] and remote sensing [15], [30]
literature, thanks to their ability to model an unknown pdf as
a linear combination of parametric mixture components, each
representing, for instance, the conditional statistics of a given
land-cover typology, or, more generally, a single mode of a mul-
timodal distribution. Specifically, the problem of FMM para-
metric estimation, i.e., the computation of a parameter vector
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optimally representing the observed image data, has been ad-
dressed by using several different approaches [19], [46]. The
computation of maximum-likelihood (ML) estimates would in-
volve the maximization of the log-likelihood function of the
whole image data, but the solution of this maximization problem
is not feasible analytically [19] and also involves several numer-
ical difficulties, due, for instance, to the usual presence of sev-
eral local maxima [46].

In order to solve this issue, the use of the expectation—max-
imization (EM) algorithm has been proposed [17], [34], [46],
which formalizes the problem of the estimation of the parame-
ters of a mixture as an incomplete data problem and introduces
a sequence of parameter estimates by iteratively maximizing
a pseudolikelihood function [17], [46]. In the context of mix-
ture densities, EM has been proved to converge (under mild as-
sumptions) to a stationary point of the log-likelihood function
[17], [46], [59], although it does not converge, in general, to
a global maximum point, and sometimes requires long conver-
gence times [9], [19]. In addition, the maximization of the pseu-
dolikelihood function, even if analytically tractable in several
applications [34] (e.g., mixtures of exponential families [46]),
does not always yield a closed-form solution (e.g., when a K or
a Weibull model is assumed for the mixture components [41]);
moreover, the convergence point may belong to the boundary of
the parameter space, thus possibly involving analytical singu-
larities [19].

Several variants of EM have been introduced in order to over-
come these difficulties. In [22], [26], and [52], modified ver-
sions of EM, as well as regularized covariance estimators, are
proposed in order to increase the robustness of the estimation
process in the context of Gaussian mixture models for hyper-
spectral data classification. A simplified version of EM, named
classification EM [6], has been developed, that converges in a
finite number of iterations, but yields, in general, biased param-
eter estimates. A sequential version of EM, namely, the “com-
ponent-wise EM for mixtures,” is described in [10]: it aims at
reducing the computation time and also at avoiding analytical
singularities [19]. The stochastic EM (SEM) [6], [11], [32], [49]
avoids the computation of the pseudolikelihood function and
the related analytical maximization issues by integrating a sto-
chastic sampling procedure into the estimation process. Hence,
the sequence of parameter estimates generated by SEM is a dis-
crete-time random process, that does not converge pointwise nor
almost surely, but has been proved to be an ergodic and homo-
geneous Markov chain converging to a unique stationary distri-
bution, which is expected to be concentrated around the global
maxima of the log-likelihood function [9]. Simulated annealing
EM [9] is a combination of EM with SEM that allows SEM
to converge also almost surely [42], [58], although to a local
maximum and requiring the preliminary definition of a suit-
able annealing schedule. Monte Carlo EM and simulated an-
nealing Monte Carlo EM are further stochastic variants of EM
that replace the computation of the pseudolikelihood function
with a Monte Carlo sampling procedure and almost surely con-
verge, under mild assumptions, to a local maximum [9]. In [15]
the “iterated conditional expectation” method is used as an al-
ternative to EM and SEM to perform mixture estimation for
image segmentation and clustering purposes. In [19], the min-
imum message length principle is applied in order to formu-
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late a mixture-based unsupervised parametric estimator, aimed
at avoiding convergence to the boundary of the parameter space,
as well as at improving, as compared with EM, robustness to
initialization, but it still involves the problem of the pseudolike-
lihood maximization.

III. DICTIONARY-BASED FINITE MIXTURE MODEL
FOR SAR DATA PDF ESTIMATION

A. Overview of the Proposed Method

In order to take explicitly into account the possible presence,
in a given SAR amplitude image Z [41], of several distinct
land-cover typologies yielding different contributions to the sta-
tistics of the pixel intensities, we assume the use of a finite mix-
ture model for the pdf. Specifically, we model a SAR amplitude
image composed of N pixels as a set Z = {ry,rs,...,ry} of
independent and identically distributed (i.i.d.) samples drawn
according to the following probability density function (pdf):!

K
pe(rl0) =D Pipi(rlfi), 1> 0 )
=1

where p;(+|6;) is a density function dependent on a vector 6; of
parameters, taking values from a set ©; C R% (/; being the
number of parameters for the ¢th component; : = 1,2,..., K),
{P1, Pa,...,Pg} is a set of mixing proportions such that

)

K
Zpizl,ogl’igl,

i=1

i=12....K ()

and 6 is a vector collecting all the parameters of the distribution,
ie.,

0 =(0,P1,02,Ps,... 0k, Px). 3)

Each component p;(:|6;) (¢ = 1,2,...,K) of the
above FMM is modeled by resorting to a finite dictionary
D = {f1, foy..., far} of M SAR-specific distinct parametric
pdfs f;(-|¢;) (7 = 1,2,..., M), parameterized by a vector §;
with parameter spaces =; (ie., { € =555 = 1,2,...,M).
The proposed method aims at integrating and automating the
processes of: 1) optimizing the number K of mixture compo-
nents; 2) selecting, for each mixture component, the optimal
model inside the dictionary; 3) estimating, for each mixture
component, the parameters of the optimal model.

As far as the optimization of the number of components is
concerned, given a maximum number K, of components, the
proposed method computes (as described below) a K -compo-
nent pdf estimate for each K = 1,2,..., K. Several dif-
ferent validation functionals have been proposed in the literature
as criteria to select the best value K* of the parameter K, for
instance, according to a Bayesian model-based framework [3],
[4], to discriminant analysis [1], [25], [33], or to the minimum
message length approach [19]. In the context of the proposed
method, we use the correlation coefficient px [42] between the
K -component pdf estimate and the empirical data distribution

IThis approach is widely accepted in the context of estimation theory [18],
[21], [54], and operatively corresponds to discarding, in the estimation process,
the contextual information associated with the correlations between neighboring
pixels in an image, thus exploiting only information about single pixels.

(i.e., the image histogram) as a simple quantitative measure of
the estimation quality: hence, the proposed technique chooses
the number K* of components yielding the largest value p*
of px. We note that the log-likelihood cannot be adopted as a
criterion to choose K™*, due to the monotonic behavior of the
log-likelihood with respect to K [19].

The key idea of the proposed dictionary-based method is to
compute iteratively, foreach K = 1,2, ..., K;ax, a K-compo-
nent pdf estimate by fitting, at every iteration, each parametric
model in the dictionary to each mixture component. This ap-
proach generates a set of M candidate estimates per component;
then, the optimal estimate (i.e., the optimal model in the dictio-
nary) is selected according to an ML criterion, thus integrating
at each iteration the processes of model selection and parameter
estimation. In particular, the latter process is based on the inte-
gration of the SEM and the MoLC [53] estimation techniques.
Here we adopt SEM both because it can avoid local maxima of
the log-likelihood function and because it does not require the
analytical maximization of the EM pseudolikelihood function.
The adoption of several of the usual SAR amplitude or intensity
parametric models (e.g., the Weibull or K distributions) for the
mixture components yields no closed-form solution to this op-
timization problem, and complicates the application of most of
the above-mentioned mixture estimation strategies.

We stress that the proposed “dictionary-based” SEM method
(which, in the following, will be denoted by DSEM) turns out to
be completely automatic. The selection of the number of mix-
ture components, the choice of the optimal model for each com-
ponent, and the estimation of the model parameters are jointly
and automatically performed by the algorithm without need for
the user’s intervention. Only the maximum number K, of
components and the maximum number #,,,x of SEM iterations
have to be defined prior to the application of the method, but the
choice of K.y is not critical, as K,y is just an upper bound
to the number of components [19], [33], and #,,,.x only has to be
large enough to let the iterative SEM process reach stationarity.

A flowchart of DSEM will be shown in Section III-C; in order
to complete the overview of the algorithm, the following sub-
sections address in greater detail the methodological issues in-
volved by the method. In Section III-B, we briefly recall the key
ideas of the SEM methodology, and in Section III-C, we de-
scribe the processing stages performed by DSEM. Comments
on the specific models included in the dictionary D are made in
Section III-D.

B. SEM for Mixture Density Estimation

A general parametric density estimation problem assumes
the availability of an observation random vector x € X C R"
whose density function p,(-|f) depends on a parameter vector
6 taking values from a given set @ C R (i.e., the parameter
space). Here we refer to a generic “density function” since the
adopted estimation procedure is suitable for both probability
density function estimation in the case of continuous random
vectors and for probability mass function estimation in the
case of discrete vectors. Further details about the mathematical
framework of this estimation problem can be found in [9], [35],
and [37].

Such a general problem is said to be affected by data incom-
pleteness when the data vector = cannot be directly observed,
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for instance, due to lacking or corrupted data [34]. The incom-
pleteness issue is formalized by assuming the “complete” data
vector x not to be available but to be observable only through an
“incomplete” data vector y = ®(z) obtained by a many-to-one
mapping ¢ : X — Y C R™ [17]. Hence, a given realization
y € Y of the incomplete data may have been generated by any
realization x € ®~1(y) C X in the inverse image ®~1(y) of v,
thus not allowing, for instance, a direct computation of an ML
estimate. SEM tries to avoid these difficulties by iteratively and
randomly sampling a complete dataset and using it to compute
an ML standard estimate.

Specifically, the FMM framework can be regarded as being
affected by data incompleteness problems, since it is not known
from which of the K available statistical populations (each cor-
responding to a mixture component) involved in (1) a given
image sample has been drawn. This implicitly means that no
training information about the possible land-cover types in the
SAR image is exploited in the estimation process, i.e., the SAR
amplitude pdf estimation problem is addressed in an unsuper-
vised context. Thus, denoting by ¥ = {51,09,...,0xk } the set
of the K different populations, we assume to know the ampli-
tude value of the Ath pixel but not its population label s, €
¥ (h=1,2,...,N). This suggests the following definitions of
the complete and incomplete data vectors, respectively:
y=(ry,re,...,rn) &)

T = (T17517T27827~-~7TN78N)

and of the parameter space

K
©=36:> Pi=1,0,€0, 0<P<1,i=12,... K
j=1

(%)

As described in [9] and [37], assuming the couples {(r, sp,) :

h =1,2,..., N} of random variables to be i.i.d., the tth iter-
ation of the SEM algorithm for FMM parameter estimation in-
volves the following operations (¢t = 0,1,...):

e E-step: For each pixel h = 1,2, ..., N and for each mix-
ture component ¢z = 1, 2, ..., K compute the values of the
posterior probabilities of the component labels given the
observation 7, and the current parameter estimate §¢ € ©,
i.e.,

t t
Ps]'r(o—i|7‘h7 Ht) — Kf)i, pzf("'hw'i) - — TZ:t,L' (6)
2= Pipj (Th|0j)

+ S-step: Randomly sample a complete data realization ! by
sampling a label s!, for each hth pixel (h = 1,2,...,N)
according to the current estimated posterior probabilities
74 (i = 1,2,...,K) of the pixel, thus implicitly parti-
tioning the image 7 into K subsets.

e M-step: Update the parameter estimates by computing, ac-
cording to the partition generated by the S-step, a standard
supervised ML estimate §'1! € ©, i.e.?

t
pttl — M
‘ N

gt = In p; i=1,2,...,K (7
= argmax 0 npi(nlg),  i=1.2. K ()

! heQ!

2Given a finite set A, we denote by | A| the cardinality (i.e., the number of
elements) of A.
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where QF = {h : s}, = o,} is the index set of image
samples assigned to the component o; (i = 1,2,...,K)
at the tth iteration and |Q!| gives the number of pixels
assigned to o; at the fth iteration.

C. Proposed “Dictionary” Approach to SAR Amplitude
PDF Estimation

As mentioned in Section III-A, foreach K = 1,2,. .., Knax,
the proposed DSEM method generates a K -component pdf esti-
mate and computes the correlation coefficient px between this
estimate and the image histogram as a validation criterion. In
order to compute the K-component pdf estimate, we integrate
the dictionary-based approach into the described SEM estima-
tion framework. In particular, at each SEM iteration, we exploit
the image partition induced by the sampling process in order to
fit each parametric family in the dictionary to each mixture com-
ponent, thus generating a set of M feasible candidate estimates
per component. Then, the optimal candidate is selected by inte-
grating at each SEM iteration a further “model selection (MS)
step.”

In the M-step of the SEM algorithm, the computation (at the
tth iteration) of the optimal parameter vector #**! is performed
by using an ML procedure. This approach turns out not to be
feasible for several SAR-specific pdfs, such as the K distribution
[41]. Hence, we avoid using ML estimates and, in the M-step,
we adopt the MoLC approach, which has been proven to be a
feasible and effective estimation tool for all usual SAR para-
metric models [40], [53].

MoLC has recently been proposed as a parametric pdf esti-
mation technique suitable for distributions defined on [0, +00),
and has been explicitly applied in the context of the usual para-
metric families employed for SAR amplitude and intensity data
modeling (e.g., the Nakagami—~Gamma and the K distributions)
[53]. MoLC is based on the generalization of the usual mo-
ment-based statistics by using the Mellin transform [51] for the
computation of characteristic functions and moment generating
functions, instead of the usual Fourier and Laplace transforms,
and allows stating a set of (typically nonlinear) equations re-
lating the unknown parameters of a given parametric model
with one or more logarithmic moments or logarithmic cumu-
lants (shortly “log-moments” and “log-cumulants”). The solu-
tion of such equations allows computing the desired parameter
estimates [53]. Further details about the mathematical formula-
tions of MoLC can be found in [37], [39], and [40].

Concerning the MS-step, we have adopted the log-likelihood
function as a criterion to select the best model in the dictionary
for each component.

Finally, in order to reduce the computation time of the pro-
posed method, a histogram-based approach has been used. In
particular, each iteration of the proposed DSEM algorithm is
expressed explicitly in terms of the (nonnormalized) histogram
{h(2):2=0,1,...,Z — 1} of the image Z. Therefore, a com-
ponent label drawn from {oy,09,...,0x } is assigned to each
gray level (and not to each image pixel), thus implicitly associ-
ating the same population label with all the pixels presenting the
same gray level. For example, in the case of a 1024 x 1024 pixel
image with 8 bpp (bits per pixel), the general SEM approach
would involve both calculating the posterior probabilities of the
mixture components and sampling a population label for each
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of the 229 ~ 10° image pixels, whereas the adopted approach
deals directly with only 28 = 256 distinct gray levels.

In particular, denoting by p!(-) and p*(-) the tth step o;-con-
ditional (¢ = 1,2, ..., K) and unconditional amplitude pdf es-
timates, respectively, the tth DSEM iteration (¢ = 0,1,...) can
be summarized as follows:

e E-step: compute, for any gray level z and any component
o, (z=0,1,...,Z - 1,i = 1,2,...,K), the posterior
probability estimates corresponding to the current pdf es-
timates, i.e.,

t(y) = Pipi(z)
e = S,

Z Pipi(2) (®)

where  p'(

and in p!(-) and p*(-) the dependence on the parameter vec-
tors of the selected models has been dropped for notational
ease.

 S-step: sample the label s®(z) of each gray level z ac-
cording to the current estimated posterior probabilities
{tH(z):i=1,2,...,K} (2 =0,1,..., 7 — 1).

e MoLC-step: for each mixture component o;, compute the
following histogram-based estimates of the mixture pro-
portion and of the first three o;-conditional log-cumulants
(53]

K1 =
. Yieqh(z) (Inz—xf)
T g ()

3
e i) (nz—r)) o
A S TPy

where Q! = {z : s'(z) = oy} is the set of gray-levels
assigned to the component o;(: = 1,2,...,K); then,
solve the corresponding MoLC equations for each para-
metric family f;(-|¢;) (§; € E;) in the dictionary, thus
computing the resulting MoLC estimate ffj € = (i =
1,2,...,K, j=1,2,...,M).

e MS-step (Model Selection-step): for each mixture compo-
nent ¢;, compute the log-likelihood of each estimated pdf
fi(-|€};) according to the data assigned to o;

=) h(z)

zeQ?

)In f; (21€5;) (10)

and define p!T(-) as the estimated pdf fi(1€};) yielding
the largest value of L}, (1 = 1,2,...,K, j =
1,2,...,M).

A feasible initialization procedure for the described iterative
process lies in assigning randomly and with the same probability
(1/K) the image samples to the mixture components in the ini-
tialization stage [9]. This is equivalent to setting initially a uni-
form posterior distribution for all the image pixels, and to using

[ Input SAR amplitude image. SetK =1, p*=-1. ]

Initialization: generate a random partition of the set
of grey levels into K subsets, each corresponding to
a mixture component; sett= 0.

MoLC-step: fit each model in the dictionary to each
mixture component by applying MoLC to the
corresponding partition.

!

MS-step: for each mixture component, select the
optimal model (among the candidate solutions

generated by the MoLC-step) according to the ML
criterion.

5 I

E-step: for each grey level, estimate the posterior
probability of each mixture component, according to
the current FMM estimate.

v

S-step: for each grey level, sample randomly a
component label according to the current estimated
posterior probabilities of the mixture components,
thus updating the partition.

t-th SEM iteration
S
t=t? ne

yes computation of a K-component

PDF estimate by integration

of SEM and MoLC

S I
Compute the c coefficient py b the
estimated K-component PDF and the image
histogram.

Store the current pdf
estimate (as the best
so far); set p* = py

no I

STOP

Fig. 1. Flowchart of the proposed DSEM algorithm.

this distribution in the random sampling process performed by
the S-step.

The flowchart of the proposed technique in displayed in
Fig. 1. Note that in the flowchart the order of the processing
steps performed at each DSEM iteration is not the same as in
the above methodological description (i.e., the first processing
step in the flowchart is the MoLC-step, whereas it is the E-step
in the description), since the flowchart refers to the order of the
operations in the implementation of the method; anyhow, the
two orders are equivalent.

As in the general SEM framework, the resulting sequence of
pdf estimates is expected not to converge pointwise nor almost
surely but to reach a stationary behavior, concentrating around
the global maxima of the log-likelihood function [9]. This re-
quires the definition of a specific procedure to extract a single
optimal pdf estimate from the sequence itself [5], [9]. Here we
adopt the approach proposed in [5] which computes, at any it-
eration t(t = 0,1,...,¢max), the log-likelihood of the current
pdf estimate p’(-) over the whole image dataset Z, i.e.,

N
L, = Zlnpt(rk Z h(z)Inp'(z) (11)
k=1
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and chooses the estimate p’(-) exhibiting the highest log-like-
lihood L% (t = 0,1,...,tmax). This procedure selects, from
among the (¢,,.x + 1) pdf estimates, the best “dictionary-based”
ML estimate of the SAR amplitude pdf of the input image. As
stated in Section III-A, the number ¢,,,, of iterations merely has
to be large enough to let DSEM reach stationarity; this can be
established by checking if the sequence {L% : ¢ = 0,1,...} of
the log-likelihood values exhibits a steady stationary behavior.

D. Dictionary Content

Dealing with SAR amplitude data, we use a dictionary D con-
sisting of the following six parametric pdfs:

« the empirical log-normal distribution [41]:

1

orv 22w

(Inr —m)?
202

fi(r|m,o)= exp{— } r>0; (12)

e the Nakagami distribution, proposed as an amplitude
model for multilook SAR data [41], [53]:

2 (L\* 5, Lr?
i (i) e () T

f2(T|L7 ,LL) =

where I'(+) is the Gamma function [48];

e the generalized Gaussian Rayleigh (GGR) distribution,
based on a generalized Gaussian model for backscattered
SAR signals [36], [38]:

2

J3(rA ) = o5

>

exp [—(w)

[e=]
ol

X (|cos€|%+|sin6|%>} de, r>0; (14)

« the symmetric-a-stable (SaS) generalized Rayleigh distri-
bution (here after simply denoted by Sa¢SGR), based on an
SaS model [2] for SAR backscattered signals [29]:

+o0

fa(r|loa,y) =7 / pexp(—yp®)Jo(rp)dp,
0

r>0 (15)

where Jo(+) is the zeroth-order Bessel function of the first
kind [51];
« the empirical Weibull distribution [41]:

_ N " .
Folrln. ) = s exp [— (;) } r2 0 (16)

« the amplitude distribution corresponding to a K-distributed
intensity [41] (hereafter denoted by “K-root”):

(L+M)
4 L :
Jo(rlEs M) = 5o m ) <T>
wplAM=1p [27" <%> 2] 7 r>0 (17)

where K,(-) (v > 0) is the vth-order modified Bessel
function of the second kind [51].
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TABLE 1
MoLC EQUATIONS FOR ALL THE PARAMETRIC FAMILIES INCLUDED IN THE
ADOPTED DICTIONARY. ¥(-) IS THE DIGAMMA FUNCTION [8]. ¥(v, -) IS THE
vth-ORDER POLYGAMMA FUNCTION [8], AND G, (-) IS THE INTEGRAL
FUNCTION INTRODUCED IN [38] FOR GGR PARAMETRIC ESTIMATION

Parametric family MoLC equation

f1 | Log-Normal K1 =W
ko = 02
fo | Nakagami 26y =Inp+ V(L) —InL
4ko = U(1,L)
fs|  GGR K1 = AW(2)) — lnvy — AGL(A)Go(N)~!
Ky = A2U(1,2)) + A2Go(N)Go(A) 7! = A2G1(V)2Go(N) 72
fa SaSGR aky =¥(1)(a—1)+aln2+Iny
kg = U(1,1)a?
fs Weibull K1 =1lnp+¥(1)n~!
Ko =W(1,1)n2
fs K-root 2kp=lnp+ (L) —InL+ V(M) —InM
dky = U(1, L) + T(1, M)
8ks = W(2, L) + U(2, M)

Hence, with this specific choice, M = 6 distinct parametric
families are involved in the estimation process. We do not
include the Rayleigh distribution in the dictionary, as this pdf
is a particular case of almost all the aforesaid pdfs [29], [38],
[41]. Table I shows the MoLC nonlinear equations for the
parametric families adopted in the proposed dictionary-based
method [38]-[40], [53].

At each DSEM iteration and for each component o;, the
application of MoLC to the models f1, fo,..., f5 requires
the computations of sample estimates of the first two o;-con-
ditional log-cumulants, whereas fg (i.e., K-root) also needs
the sample estimate of the third o;-conditional log-cumulant
[ =1,2,..., K; see (9)]. The solution of the resulting equa-
tions turns out to be feasible and fast for all the considered
distributions. Specifically, the log-normal distribution does not
require a real solution process, since the parameters of this
distribution are exactly the first two log-cumulants. SaSGR
and Weibull allow analytical solutions of the corresponding
systems of two equations. Nakagami, GGR, and K-root require
a numerical solution procedure, but, thanks to the strict mono-
tonicity properties of the functions involved, this procedure
has been proved to be simple and fast for all three parametric
families [38], [53]. Therefore, fitting all the six considered
parametric models to each component does not result in a
sharp increase in the computation time, as compared with the
usual single-model approach. In addition, for several of the
considered pdfs, good estimation properties have been proved
theoretically for the MoLC approach. In particular, the MoLC
estimates exhibit a lower variance than the ones given by the
“method-of-moments” for the Nakagami distribution [40], and
are consistent for the GGR one [38]. However, as pointed out
in [38], the MoLC equations for GGR and K-root can yield no
solutions for specific values of the sample log-cumulants. In



194 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 44, NO. 1, JANUARY 2006

such situations, these parametric families are not compatible
with the empirical data distributions and are not considered in
the selection of the optimal model.

IV. EXPERIMENTAL RESULTS

A. Datasets for Experiments

The proposed DSEM algorithm for pdf estimation was tested
on 11 real SAR images, and compared with several usual
SAR-specific parametric pdf estimation strategies. The first six
images used for the experiments were single bands acquired
in August 1989 over the agricultural region of Feltwell (U.K.)
by a fully polarimetric PLC-band NASA/JPL airborne sensor
(for further details on this dataset, we refer the reader to [50]).
Specifically, all three polarizations [horizontal, horizontal-ver-
tical, vertical (HH, HV, VV)] acquired at band C, the HV and
VV polarizations acquired at band L, and the HH polarization
acquired at band P were utilized. The remaining channels (i.e.,
L-HH, P-HV, and P-VV) were discarded, since (as reported in
[37]) their histograms exhibited strong irregularities. Hereafter,
the adopted Feltwell bands will be denoted synthetically by
“Feltwell-CHH,” “Feltwell-CHV,” . . ., “Feltwell-PHH.”

The other five employed images were the following:

¢ asingle-look ERS-1 image acquired in April 1993 over the
urban and agricultural regions around Bourges, France;

¢ an ERS-1 image of the agricultural region of Flevoland,
Netherlands;

« a three-look XSAR scene (hereafter denoted by “Suisse-
Lake”) of a portion of the Swiss territory: it includes a
mountain area, a lake, and an urban area (for further details
on this image, we refer the reader to [14]);

¢ a three-look XSAR image (hereafter denoted by “Suisse-
Mountain”) of a mountain area in the Swiss territory;

« athree-look E-SAR image of the area of Oberpfaffenhofen
near Munich, Germany.

In particular, we stress that “Suisse-Mountain” exhibits
a bimodal histogram, whereas all the other images show a
unimodal statistics. In Figs. 2 and 3, we present, as examples,
the “Feltwell-LHV” and the “Suisse-Mountain” images after
histogram stretching and/or equalization.

B. PDF Estimation Results

The proposed DSEM method has been applied to the 11
considered images, and the resulting pdf estimates have been
assessed both quantitatively (by computing their correlation
coefficients and their Kolmogorov—Smirnov (KS) distances
[42], [45] with the image histograms) and qualitatively (by
visually comparing the plots of the estimates with those of the
histograms).

Assuming a maximum number of mixture components equal
to 10, the correlation coefficients between the resulting esti-
mated pdfs and the image histograms are very high (always
greater than 99%) for all 11 images considered (see Table II),
thus demonstrating the effectiveness of the proposed method
in terms of estimation accuracy. Correspondingly, very small
values of the KS distances between the histograms and the re-
lated pdf estimates were obtained (note that the KS distance
takes on values in the range [0, 1]). The visual comparison

Fig. 2. “Feltwell-LHV” image employed for the experiments.

it - .‘\"

Fig. 3. “Suisse-Mountain” image used for the experiments.
between the pdf estimates and the corresponding image his-
tograms confirms this conclusion, as shown, for example, in
Figs. 4, 5, and 7. In all the experiments, 100 iterations were
sufficient for DSEM to reach stationarity: a further increase in
tmax took longer computation times (which grow linearly with
tmax), and provided no significant improvements in the corre-
lation coefficients, also thanks to the fact that such coefficients
were already very close to 100% (see Table II).

In order to further assess the capabilities of the method,
a comparison has also been made with the six (either theo-
retical or empirical) models included in the dictionary, and
the corresponding parameters have been estimated by using
MoLC. The resulting correlation coefficients and KS distances
are given in Tables III and IV, respectively. A comparison
between Table II and Table III shows that the proposed DSEM
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TABLE 11
RESULTS OBTAINED BY THE DSEM ALGORITHM APPLIED TO ALL THE SAR
IMAGES USED: CORRELATION COEFFICIENT p* AND KS DISTANCE BETWEEN
THE ESTIMATED PDF AND THE IMAGE HISTOGRAM, OPTIMAL NUMBER K * OF
MIXTURE COMPONENTS, LIST OF THE PARAMETRIC MODELS SELECTED FOR
THE K* COMPONENTS (LEGEND: f; = log —normal, f» = Nakagami,
fz = GGR, f; = SaSGR, f5 = Weibull, fs = K — root), AND LIST OF THE

CORRESPONDING ESTIMATED MIXING PROPORTIONS Py, P, ..., P}
Tmage P KS distance | K* | Selected models Estimated mixing proportions
Feltwel-CHH | 99,42% |  0.0187 2 (f3, f3) (0.49,0.51)
Feltwel-CHV | 99,41% |  0.0103 5 1 (s fis fio f1s fo) (0.23,0.11,0.23,0.16,0.27)
Feltwel-CVV || 99,62% |  0.0178 3 (fifir f3) (0.19,0.39,0.42)
Feltwel-LHV | 99,41% |  0.0253 3 (fi, fa f1) (0.44,0.16,0.40)
FeltwellLVV | 99,70% |  0.0210 6 | (f1, fas fas fas f3, £1) | (0.24,0.10,0.01,0.16,0.26,0.23)
Feltwell-PHH | 99,44% | 0.0184 2 (f3 1) (0.39,0.61)
Bourges 99,81% | 0.0094 3 (for for f3) (0.35,0.13,0.52)
Flevoland 99,88% |  0.0273 6 | (fa, f1. f5 5o J1, f6) | (0.17,0.26,0.19,0.10,0.16,0.11)
Suisse-Lake | 99,70% |  0.0118 4 (f1s f1s s 1) (0.34,0.13,0.15,0.38)
Suisse-Mountain | 99,88% |  0.0096 4 (fus fus fa 1) (0.28,0.23,0.12,0.36)
Oberpfaffenhofen || 99,86% 0.0154 1 fe 1
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Fig. 4. Plots of the image histogram and of the DSEM pdf estimate for the
“Feltwell-CHH” dataset.

algorithm yields the pdf estimate with the highest correlation
coefficients with the image histograms of 10 out of the 11
images, with the exception of “Oberpfaffenhofen.” Anyway,
for this image, the best result is provided by the Nakagami
distribution with a correlation coefficient of 99.88%, which is
very similar to the 99.86% coefficient provided by K-root and
DSEM. Specifically, “Oberpfaffenhofen” is the only dataset for
which the automatic method for the selection of the optimal
number of components chooses K* = 1 (see Table II). Among
the six adopted parametric models in the dictionary, in this
case K-root is selected by DSEM, since it yields the highest
value for the log-likelihood (L7 = —3.0105 - 106), whereas
Nakagami gives a slightly lower value (L7 = —3.0296 - 10°),
although providing a slightly better correlation coefficient.
In any case, the difference between the performance of the
Nakagami distribution and the DSEM/K-root one is almost
negligible. Similarly, DSEM provides smaller values of the
KS distances between the histograms and the estimated pdfs
for all the images except “Oberpfaffenhofen” and “Flevoland.”
However, also in the cases of these two images, the KS distance
values obtained by DSEM are close to the minimum ones
achieved by Nakagami and K-root, respectively.
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Fig.5. Plots of the image histogram and of the DSEM pdf estimates with 4 (=

I&*) and 6 components, respectively, for the “Suisse-Mountain” dataset.

TABLE III
CORRELATION COEFFICIENTS BETWEEN THE ESTIMATED PDFS AND
THE IMAGE HISTOGRAMS FOR ALL THE CONSIDERED
PARAMETRIC FAMILIES AND ALL THE SAR IMAGES

Image Theoretical models Empirical models
GGR Nakagami | SeSGR |  K-root Log-Normal | Weibull
Feltwell-CHH 99,42% 95,80% | 89,98% | not defined 98,52% 97,63%
Feltwell-CHV 98,95% 97,13% | 88,87% | not defined 96,11% 98,72%
Feltwell-CVV 99,11% 94,56% | 87,54% | not defined 98,86% 96,84%
Feltwell-LHV 98,74% 94,14% | 75,55% | not defined 97,98% 97,25%
Feltwell-LVV 99,28% 93,43% | 84,96% | not defined 99,26% 96,54%
Feltwell-PHH 98,61% 92,54% | 81,57% | not defined 99,27% | 95,71%
Bourges 98,97% 98,97% | 95,57% | 99,77% 95,65% 99,37%
Flevoland not defined | 98,70% | 88,32% | 99,77% 99,00% 97,35%
Suisse-Lake 99,63% 97,90% | 94,30% | not defined 97,43% 98,78%
Suisse-Mountain 93,70% 92,76% | 87,07% | not defined 91,25% 93,34%
Oberpfaffenhofen || not defined | 99,88% | 91,00% | 99,86% 98,41% 99,60%

TABLE IV

KS DISTANCES BETWEEN THE ESTIMATED PDFS AND THE IMAGE HISTOGRAMS
FOR ALL THE CONSIDERED PARAMETRIC FAMILIES AND ALL THE SAR IMAGES

Image Theoretical models Empirical models
GGR Nakagami | SaSGR K-root Log-Normal | Weibull
Feltwell-CHH 0.0343 0.0624 0.1164 | not defined 0.0644 0.0485
Feltwell- CHV 0.0412 0.0547 | 0.1077 | not defined 0.0854 0.0377
Feltwell-CVV 0.0349 0.0693 | 0.1306 | not defined 0.0629 0.0525
Feltwell- LHV 0.0562 0.0961 | 0.1700 | not defined 0.0790 0.0620
Feltwell-LVV 0.0464 0.0870 | 0.1428 | not defined 0.0614 0.0649
Feltwell-PHH 0.0359 0.0903 | 0.1850 | not defined 0.0501 0.0642
Bourges 0.0274 0.0399 | 0.0763 0.0301 0.0842 0.0354
Flevoland not defined | 0.0272 | 0.1511 0.0127 0.0349 0.0407
Suisse-Lake 0.0241 0.0513 | 0.1070 | not defined 0.0559 0.0413
Suisse-Mountain 0.0430 0.0514 0.1152 | not defined 0.0777 0.0482
Oberpfaffenhofen || not defined | 0.0150 | 0.1312 0.0154 0.0484 0.0252

In particular, the good results obtained on “Suisse-Mountain,”
which exhibits a bimodal histogram, point out the usefulness
of the adopted FMM approach. As shown in Fig. 5, DSEM ef-
fectively describes the bimodal statistics; by contrast, all the
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Fig. 6. Plot of (a) the correlation coefficient p x and of (b) the KS distance as
functions of the number K of components for the “Suisse-Mountain” dataset.

parametric models considered for comparison are intrinsically
monomodal and provide poor estimates (see Tables III and IV).
DSEM selects the optimal number of components K* = 4,
which yields a high correlation coefficient (see Table II) and a
visually accurate identification of both modes of the pdf (see
Fig. 5); a different number of components would result in a
worse estimate. Fig. 5 shows, for instance, also the six-compo-
nent pdf estimate, which detects the bimodal structure of the his-
togram but strongly underestimates the height of the left mode
and presents a bias in the identification of the position of the
right one. In particular, in Fig. 6, we show the behaviors of
the correlation coefficient px and of the KS distance as func-
tions of the number K of components (K = 1,2,...,10) for
the “Suisse-Mountain” image. In this case, a single-component
model yields a poor 91.25% correlation coefficient, whereas a
bimodal mixture allows achieving a 96.46% coefficient, and a
four-component density gives a 99.88% result. A local max-
imum of p is obtained by two components, which is consistent
with the visual bimodal behavior of the “Suisse-Mountain” his-
togram, although a more flexible four-component mixture al-
lows achieving an even more precise estimate. Note also that
px exhibits a decreasing behavior for K > 7, which further
confirms that the choice of the upper bound K,,,x = 10 is not
critical. The same conclusions can be drawn from the plot of the
KS distance, which exhibits a well-defined global minimum for
K = 4 but also a local minimum for K = 2.

On the other hand, a comparison between Table II and Ta-
bles III and IV shows that, for most of the remaining images
presenting unimodal histograms at least one of the single-model
parametric distributions listed in Tables III and IV achieves re-
sults similar to the ones provided by DSEM. In particular, at
least one among the GGR, K-root, and log-normal distributions

1400 0.016
Ohistogram
1200 A » DSEM
GGR 4
1000 4 . 0.012 .
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Fig.7. Plots of the image histogram and of the DSEM and GGR pdf estimates
for the “Feltwell-CHV” dataset.

allows obtaining very accurate estimation results. In these cases,
an FMM-based approach is not mandatory and a single-compo-
nent pdf estimate turns out to be effective. A multicomponent
model allows one to obtain, also in such situations, a better result
than a single-component one, but the improvement is not very
significant. For instance, in Fig. 7 we plot, for the “Feltwell-
CHV” image, the pdf estimates provided by DSEM and by the
best performing single parametric model (i.e., GGR).

In particular, the experiments proved that the generalized
Gaussian Rayleigh and K-root models are the most effective
single-component parametric families, as they achieved cor-
relation coefficients higher than 98% in all the experiments.
However, as discussed in [38], the estimation processes for
both models can provide no solutions in the case of specific
combinations of the values of the sample-log-cumulants. On
the other hand, quite good results are also obtained by using
a log-normal or a Weibull distribution, which can be fitted to
any image histogram without restrictions and which give corre-
lation coefficients often higher than 98%. Similar conclusions
are also suggested by the corresponding KS distance values,
as GGR provided, among the considered single-component
models, the smallest KS distances for all the images except
“Feltwell-CHV,” for which the smallest KS distance was given
by Weibull. We also note that the effectiveness of the GGR
and log-normal models is also pointed out by the selection
process performed by DSEM. As shown in Table II, log-normal
(i.e., f1) and GGR (i.e., f3) turn out to be the most frequently
chosen pdfs (among the parametric families in the dictionary)
as models for the mixture components. In addition, an analysis
of the mixing proportions estimated by DSEM (see Table II)
suggests that, for almost all the images, all the selected com-
ponents presented a proportion above 0.1, thus being likely
to give a nonnegligible contribution to the mixture density
representing the pdf estimate (the only exception turned out to
be “Feltwell-LVV,” for which the third component showed a
small 0.01 proportion).

Finally, focusing on the meanings of the component labels,
in Fig. 8 we show the label configuration generated by DSEM,
when applied, for instance, to “Suisse-Mountain.” Specifically,
at each DSEM iteration, a component label is assigned to each
gray level (i.e., all the image pixels exhibiting the same gray
level are given the same label). Fig. 8(a) and (c) presents the op-
timal component labels in the “image space” and in the “gray-
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Component labels for the “Suisse-Mountain” dataset ({* = 4 components). (a) Map of the DSEM labels. (b) Label map generated by the MAP

classification rule fed with the DSEM-based pdf estimates conditioned to each component. (c) DSEM labels in the gray-level space. (d) MAP labels in the gray-level
space (color legend for the label maps: black = o, dark gray = o, light gray = o3, white = o4. In the gray-level plots, the component o; is denoted by the

numeric label 7 € {1,2,3,4}).

level space,” respectively. Due to the random sampling process
generating such labels, the resulting map [Fig. 8(a)] turns out
to be very noisy. Similarly, also the label configuration on the
gray-level axis does not clearly identify four “decision regions”
[each assigned to one of the components; see Fig. 8(c)]. In order
to derive an unsupervised classification map (i.e., a clustering
map) from the DSEM estimation result, the pdf and prior-prob-
ability estimates computed by DSEM for the four components
can be fed, for example, to a “maximum a posteriori” (MAP)
classifier [21], thus reassigning to each gray level a component
label according to the MAP rule: a much less noisy map is ob-
tained [Fig. 8(b)] that is consistent with the fact that the MAP
labels effectively identify a set of well-defined decision regions
on the gray-level axis [Fig. 8(d)] In particular, most gray levels
are assigned to o3 and o4, which correspond to the two modes
of the “Suisse-Mountain” distribution, while the decision region
for o includes two intervals of the gray-level axis where both
modes have small contents [left interval in Fig. 8(d)] or there is
a transition between the two modes [right interval in Fig. 8(d)],
and o9 is assigned no gray levels by the MAP rule. A visual anal-
ysis of the map suggests that the component o4 corresponds to
light pixels in the mountain areas, o3 corresponds to the ma-
jority of the dark pixels, and o corresponds to very dark pixels
and medium dark pixels.

A further experimental analysis has also been made by com-
paring the DSEM results with the ones yielded by the nonpara-
metric Parzen window estimation method [43], applied using
two different strategies to select the kernel-width parameter (see

[37]). For all the considered images, DSEM obtained estimation
accuracies similar to the best ones given by these two versions
of the Parzen approach (further details about this experimental
comparison can be found in [37]).

V. CONCLUSION

In this paper, an innovative finite mixture model (FMM)
estimation algorithm has been developed for SAR amplitude
data pdf by integrating the SEM and MoLC methods with an
automatic technique to select, for each mixture component, an
optimal parametric model from a predefined dictionary of para-
metric pdfs. In particular, the developed estimation strategy has
been explicitly focused on the context of SAR image analysis,
and accordingly, a set of six theoretical or empirical models
(see Table I) for SAR amplitude data have been adopted as a
dictionary.

The numerical results of the application of the method to sev-
eral real SAR images acquired by various SAR sensors prove
that the proposed DSEM algorithm provides very accurate pdf
estimates, both from the viewpoint of a visual comparison be-
tween the estimates and the corresponding image histograms,
and from the viewpoint of the quantitative correlation coeffi-
cients between them. It is worth noting that the method was ef-
fective on all the considered images, despite the differences in
their statistics (i.e., histogram unimodality or multimodality),
dynamics range, and multilooking characteristics. KS distances
smaller than 0.03 and correlation coefficients higher than 99%
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were obtained in all the experiments, thus pointing out the flex-
ibility of the method.

Specifically, the use of a mixture model appears to be an
effective choice when dealing with multimodal statistics, for
which the classical unimodal parametric models cannot pro-
vide satisfactory results. When applied to the “Suisse-Moun-
tain” image, which exhibits a bimodal histogram, the devel-
oped DSEM algorithm correctly detected the positions and the
heights of both modes. On the other hand, the results provided
by DSEM in the case of unimodal histograms are usually com-
parable with the ones obtained by the best of the single-com-
ponent parametric models included in the dictionary. In these
cases, the multicomponent DSEM estimator generally yields
only minor improvements.

The adopted dictionary consists of six (either theoretical or
empirical) parametric pdfs, usually employed to characterize the
statistics of different land-covers in amplitude SAR imagery in
order to ensure that a mixture density with such components can
be an appropriate model for a SAR scene. The high accuracies
of the resulting estimates suggest that the proposed dictionary
provides a sufficiently general model for SAR amplitude statis-
tics; consequently, we have not increased the set of pdfs in the
dictionary (e.g., including Fisher [53] or inverse Gaussian pdfs
[20]). On the other hand, interesting future developments of the
present research activity would be to extend the dictionary and
to analyze the role of each pdf in order to establish if all the
models are strictly necessary to achieve the obtained high-ac-
curacy values or if some model(s) may be removed from the
dictionary without affecting the quality of the resulting pdf es-
timates (this could allow a reduction in the overall computation
time).

We note that the proposed DSEM algorithm turns out to be
completely automatic, as it performs both the FMM estimation
process and the optimization of the number of mixture compo-
nents without any need for the user’s intervention. In addition,
thanks to the specific histogram-based SEM version adopted,
the computation time of DSEM is small and almost indepen-
dent of the image size (i.e., the image dimensions affect only
the time required to compute the image histogram). These op-
erational properties represent further elements in favor of the
proposed method.

It is worth noting that such a histogram-based approach im-
plicitly assumes the SAR amplitude data to be quantized on a
discrete scale (e.g., corresponding to 8 or 16 bits per pixel),
which may be a critical issue, due to the wide dynamic range
typical of SAR data, especially in the presence of point scat-
terers. In such cases, this approach needs to be applied with care
in order to ensure that the statistics of the structures in a given
scene are correctly captured by the method. In particular, the
adopted mixture model implicitly represents a continuous dis-
tribution; discrete components (e.g., that modeling the effect of
clipping operations) can be taken into account by including im-
pulsive terms in the mixture itself [44].
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