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allel jobs, we also provide the optimal solution in the Exponential case, which
is given for various models of job parallelism and of checkpointing overhead. In
the general case, we develop a dynamic programming algorithm to maximize the
amount of work completed before the next failure, which provides a good heuris-
tic solution for minimizing the expected execution time. To assess our work, we
perform an extensive set of simulation experiments considering both Exponen-
tial and Weibull laws, as several studies have shown that Weibull distributions
are the most appropriate to model the distribution of failures. These experi-
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dynamic programming algorithm far outperforms existing solutions when failure
inter-arrival times follow a Weibull distribution.
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Stratégies de checkpoint pour applications

parallèles

Résumé : Nous présentons dans ce travail une analyse rigoureuse des straté-
gies de checkpoint, pour les applications séquentielles et parallèles. L’objectif est
de minimiser l’espérance du temps de complétion d’une application s’exécutant
sur des processeurs pouvant être de victimes de pannes. Dans le cas séquen-
tiel, une résolution exacte est proposée lorsque les intervalles inter-pannes sont
distribués selon une loi exponentielle. Il semble que ce résultat soit la première
preuve rigoureuse de l’optimalité des stratégies périodiques de checkpoint dans
ce cadre. Dans le cas général (c’est-à-dire pour des lois quelconques), nous four-
nissons une programmation dynamique permettant des calculs optimaux, à un
quantum de temps fixé près. Dans le cas des applications parallèles, nous éten-
dons le résultat exact (pour le cas exponentiel), et ce pour différents modèles
d’applications et de coûts de checkpoints. Pour le cas général, nous proposons
une deuxième programmation dynamique (plus rapide) dont l’objectif est de
maximiser l’espérance du travail fait avant la prochaine panne, qui s’avère
fournir de bonnes approximations pour le problème initial. Nous validons nos ré-
sultats grâce à de nombreuses simulations, réalisées pour des lois inter-pannes de
distribution exponentielles et de Weibull (cette dernière distribution étant selon
de nombreuses études plus appropriée pour modéliser des durées inter-pannes).
Ces simulations confirment nos résultats théoriques. De plus, ils apparâıt que
notre algorithme de programmation dynamique fournit de bien meilleures per-
formances que les solutions existantes pour le cas des lois de Weibull.

Mots-clés : Tolérance aux pannes, checkpoint, tâche séquentielle, tâche par-
allèle, Weibull
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1 Introduction

Resilience is one of the key challenges for post-petascale high-performance com-
puting (HPC) systems [10, 21]. Indeed, failures are increasingly likely to occur
during the execution of parallel applications that enroll increasingly large num-
bers of processors. Even if the MTBF (mean time between failures) of a single
processor is assumed to be large, say 100 years, a failure would occur every 50
minutes on a machine with 1,000,000 processors. An Exascale machine with
109 processors would experience a failure every 30 seconds even if the processor
MTBF is one millennium.

Fault-tolerance in the context of HPC applications typically combines re-
dundancy and rollback recovery. Low-overhead redundancy mechanisms detect
and correct local faults (e.g., memory errors, arithmetic errors). When such
faults cannot be corrected they lead to failures, in which case rollback recovery
is used to resume execution from a previously saved fault-free execution state.
Rollback recovery implies frequent (usually periodic) checkpointing events at
which the application state is saved to resilient storage. Checkpointing leads
to non-negligible overhead during fault-free execution, and to the loss of recent
execution progresses when a failure occurs. Frequent checkpoints cause a higher
overhead but also imply a smaller loss when a failure occurs. The design of ef-
ficient checkpointing strategies, that specify when checkpoints should be taken,
is thus key to high performance. Our main contributions are analytical perfor-
mance models, together with simulation results, that guide the design of such
strategies.

In this paper, we target applications, or jobs, that execute on one or sev-
eral processors. We use the generic term processor to indicate any computing
resource, be it a single core, a multi-core array, or even a cluster node. In other
words, our work is agnostic to the granularity of the platform. The execution
of a job is subject to failures that can be of different nature, and whose occur-
rences obey various probability distribution laws. While in the literature failures
are attributed to faults that are either software or hardware, and that can be
either transient and unrecoverable, in this work we adopt a unified treatment.
When a failure occurs on a processor, this processor experiences a downtime
period followed by a recovery period. Job execution can resume from the last
checkpointed state. If the failure is due to a transient fault, typically the case
for software faults, the processor is rebooted during its downtime period [14, 8].
If the failure is due to an unrecoverable fault, typically the case for hardware
faults, then the downtime corresponds to the time needed either to repair the
processor, or to replace it by a spare. In both cases, we assume that the faulty
processor has been rejuvenated and becomes a fault-free resource whose lifetime
beings at the beginning of the recovery period.

Our objective is to minimize the expectation of the job execution time, or
makespan. In this context, our novel contributions are as follows. For sequential
jobs, we provide the optimal solution for exponentially distributed failure inter-
arrival times, and an accurate dynamic programming algorithm in the general
case. The optimal solution in the Exponential case, i.e., periodic checkpointing,
is widely known in the “folklore” but we were not able to find a rigorous proof in
the literature (we prove the result using a novel approach based on a recursive
formulation of the problem). The dynamic programming algorithm is completely
novel, and is the key to the first accurate solution of the makespan minimization
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problem with Weibull laws. In the context of parallel jobs, we provide the
optimal solution for the Exponential case in a variety of execution scenarios
with different models of job parallelism (embarrassingly parallel jobs, jobs that
obey Amdahl’s law, typical numerical kernels such as matrix product or LU
decomposition), and on the overhead of checkpointing a parallel job (which
may or may not depend on the total number of processors in use). In the
general case, we explain why current approaches that rejuvenate all processors
after a failure are likely not appropriate in practice. Given that minimizing
the expected makespan in this case is difficult, we instead provide a dynamic
programming algorithm to maximize the amount of work successfully completed
before the next failure. This approach turns out to provide a good heuristic
solution to the expected makespan minimization problem. In particular, this
solution greatly outperforms the existing solutions when failure inter-arrival
times follow a Weibull distribution, the most realistic case according to the
literature. All our theoretical results are corroborated by an extensive set of
experiments.

Sections 2 and 3 give theoretical results for single- and multi-processor jobs,
respectively. Section 4 presents the simulation settings and Section 5 the experi-
mental results obtained in simulation. Section 6 discusses related work. Finally,
Section 7 concludes the paper with a summary of our findings and a discussion
of future directions.

2 Single-processor Jobs

In this section we consider jobs that execute on a single processor. This processor
is subject to failures, which occur at time intervals that obey some probabilistic
distribution law. We first formalize the model and then define two relevant
optimization problems, namely makespan minimization and work maximization.
We then seek analytical results for solving both problems.

2.1 Model

Probabilistic model Failures occur on a processor at times (tn)n≥1, with
tn =

∑n
m=1Xm, where the random variables (Xm)m≥1 are iid (independent

and identically distributed). We consider the processor from time 0 on, and we
do not assume that the failure stochastic process is memoryless. Given a current
time t, we simply write X = Xn(t), where n(t) = min{n|tn ≥ t}, for the current

time-interval variable. We use Psuc(α, t
alv) to denote the probability that the

processor does not fail for the next α units of time, knowing that the last failure
occurred talv units of time ago. In other words,

Psuc(α, t
alv) = P(X ≥ talv + α | X ≥ talv) .

Execution model A job must complete W units of (divisible) work, which
can be split arbitrarily into separate chunks. The application state is check-
pointed after the execution of every chunk. The definition of chunk sizes is
therefore equivalent to the definition of checkpointing dates. We use C to de-
note the time to perform a checkpoint, D the downtime, and R the recovery
time. We define α(W ) as the time needed for executing a chunk of size W and

RR n➦ 7520
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then checkpointing it: α(W ) = W+C (without loss of generality, this expression
assumes a unit-speed processor). We assume that failures can happen during a
recovery or a checkpointing, but not during a downtime (otherwise, there would
be no difference between a downtime and a recovery from an algorithmic point
of view).

2.2 Problem statement

We focus on two optimization problems defined informally as:
• Makespan: Minimize the expected time needed to execute W units of

work; and
• NextFailure: Maximize the expected ammount of work completed be-

fore the next failure.
Solving Makespan is our ultimate goal. When Makespan cannot be solved
exactly, however, a solution to NextFailure provides a reasonable heuristic
solution to Makespan. Solving NextFailure amounts to optimizing the ex-
ecution time “failure by failure”, selecting the next chunk size as if the next
failure were to imply termination of the execution. Intuitively, maximizing the
(expected) amount of work executed between two consecutive failures should
lead to a good approximation of the solution to Makespan, at least for large
job sizes W. Consequently, in this section we formalize both problems and
provide solutions in the next two sections.

For both problems, a solution can be fully defined by a function f(W, talv)
that returns the size of the next chunk to execute, given the amount of work
that has not yet been executed successfully (W ≤ W) and the amount of time
elapsed since the last failure (talv). Indeed, one can derive an entire solution
by invoking f at each point of decision (i.e., after each checkpoint or recovery).
Our goal is to determine this function for the optimal solution. Assuming that
f is given for Makespan, and for a given W , let us denote by W1 = f(W, talv)
the size of the first chunk and let Xf

exec(W, t
alv) be the random variable that

quantifies the time needed for executing W units of work. We can now write
the following recursion:

Xf
exec(0, t

alv) = 0

Xf
exec(W, t

alv) =






























α(W1) +Xf
exec(W −W1, t

alv + α(W1))

if the processor does not fail during,

the next α(W1) units of time

Xwasted(α(W1), t
alv, R,D) +Xf

exec(W,R)

otherwise.

The two cases in the formula are explained as follows:
• If the processor does not fail during the execution and checkpointing of

the first chunk (i.e., for α(W1) time units), there remains to execute a
work of size W −W1 and the time since the last failure is talv + α(W1);

• If the processor fails before successfully completing the first chunk and
its checkpointing, then some additional delays are incurred, as captured
by the variable Xwasted(α(W1), t

alv, R,D). Time is wasted because of the
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execution up to the failure, then because of the downtime and of the recov-
ery. Worse, another failure may happen during the recovery. We provide
the (complicated) expression for Xwasted in the next section. Regardless,
once a successful recovery has been completed, there still remains a work
of size W to execute, and the time since the last failure is simply R.

For problem NextFailure, the random variable Xf
work(W, talv) quantifies

the amount of work successfully executed before the next failure, where W
denotes the remaining work, and talv the amount of time elapsed since the last
failure. Defining again W1 = f(W, talv), we can write another recursion:

Xf
work(0, talv) = 0

Xf
work(W, talv) =



















W1 +Xf
work(W −W1, t

alv + α(W1))

if the processor does not fail during

the next α(W1) units of time,

0 otherwise.

This recursion is simpler than the previous one because a failure during the
computation of the first chunk means that no work (i.e., no fraction of W ) will
have been successfully executed before the next failure. We now can define both
our optimization problems formally:
• Makespan: find f that minimizes E(Xf

exec(W, 0)),

• NextFailure: find f that maximizes E(Xf
work(W, 0)).

2.3 The Makespan problem

Before proposing solutions to the Makespan problem, we establish two straight-
forward propositions. As mentioned earlier, one of the challenges for solving
Makespan is the computation of Xwasted(α(W1), t

alv, R,D). We rely on the
following decomposition:

Xwasted(α(W1), t
alv, R,D)=Xlost(α(W1), t

alv) +Xrec(R,D)

where
• Xlost(α, t) is the amount of time spent computing before a failure, knowing

that the next failure occurs before α units of time, and that the last failure
has occurred t units of time ago (see Figure 1).

• Xrec(R,D) is the amount of time needed by the system to recover from the
failure (accounting for the fact that other failures may also occur during
recovery).

Recall that Psuc(α, t) denotes the probability of successfully computing during
α time units, knowing that the last failure occurred t units of time ago. Based
on the recursion for Xexec given in the previous section, by simply weighting
the expectations by the probabilities of occurrence of each of the two cases, we
obtain the following proposition:

Proposition 1. The Makespan problem is equivalent to minimizing the fol-
lowing quantity:

RR n➦ 7520
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E(Xf
exec(W, talv)) =

Psuc(α(W1), t
alv)(α(W1)+E(Xexec(W−W1, t

alv+α(W1))))

+(1− Psuc(α(W1), t
alv))

(

E(Xlost(α(W1), t
alv)

+ E(Xrec(R,D)) + E(Xexec(W, R))
)

.

E(Xrec(R,D)) can be computed in terms of E(Xlost(R, 0)) in a similar man-
ner. We can compute Xrec as follows:

Xrec(R,D) =







D +R with probability Psuc(R, 0),
D +Xlost(R, 0) +Xrec(R,D)

with probability 1− Psuc(R, 0).

Thus, we obtain

E(Xrec(R,D)) = Psuc(R, 0)(D +R)
+(1− Psuc(R, 0)) (D + E(Xlost(R, 0)) + E(Xrec(R,D)))

which leads to the following proposition:

Proposition 2. E(Xrec(R,D)) is given by

E(Xrec(R,D)) = D +R+
1− Psuc(R, 0)

Psuc(R, 0)
(D + E(Xlost(R, 0))).

D D

D
R

α(W1)

X

R

Xrec(r,D)Xlost(α(W1), t
alv)talv

Figure 1: Example of a restart scenario. X is the random variable that describes
the time elapsed between two failures.

2.3.1 Results for the Exponential distribution

In this section we assume that the failure inter-arrival times follow an Exponen-
tial distribution with parameter λ, i.e., each Xn = X has probability density
fX(t) = λe−λtdt and cumulative density FX(t) = 1−e−λt for all t ≥ 0. The key
advantage of the Exponential distribution, exploited time and again in the lit-
erature, is its “memoryless” property. The time at which the next failure occurs
does not depend on the time at which the last failure occurred. This simplifica-
tion makes it possible to solve the Makespan problem analytically because, in
this case, all possible executions for a given strategy use the same sequence of
chunk sizes. The only difference between two different executions is the number
of times each chunk is tentatively executed before its successful completion. To

RR n➦ 7520
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see this, note that size of the first chunk, W1 = f(W, talv), does not depend
upon talv (due to the memoryless property). Either its first execution is suc-
cessful or it fails. If it fails, then the optimal solution consists in retrying a
chunk of same size W1 since there remains W units of work to be executed and
W1 does not depend on talv. Once a chunk of size W1 has been successfully
completed, the next attempted chunk is of size W2 = f(W −W1, t

alv), whose
size does not depend on talv, and for which the same reasoning holds.

Given the above, all executions can be described as sequences of the form

W
(ℓ1)
1 W

(ℓ2)
2 . . .W

(ℓk)
k . . . , where W (ℓ) means that a chunk of size W was tenta-

tively executed ℓ times, the first ℓ− 1 tentatives being unsuccessful and the last
one being successful. Because each chunk is executed at least once, the time to
execute it is always bounded below by C, the time to take a checkpoint. Say
that the optimal strategy uses K successive chunk sizes, with K to be deter-
mined. Any execution following this optimal strategy will thus have a makespan
as least as large as KC. Hence E(Xf

exec(W)), the expectation of the makespan
with the optimal strategy, is also greater than or equal to KC.

We first prove that, as might be expected, K is finite. Let us consider a
simple, non-optimal, strategy, defined by f(W, t) = W . In other words, this
strategy executes the whole work W as a single chunk, repeating its execution
until it succeeds. Let us denote by E(Xid

exec(W, talv)) the expected makespan
when this strategy is used. It turns out that, because of the Exponentially iid
assumption, E(Xlost(W )) and E(Xrec(R,D)) can be computed analytically:

Lemma 1. With the Exponential distribution:

E(Xlost(W )) =
1

λ
− W

eλW − 1
and

E(Xrec(R,D)) = D +R+
1− e−λR

e−λR
(D+E(Xlost(R, 0))).

Proof.
E(Xlost(W )) =

∫ ∞
0
xP(X = x|X < W )dx

= 1
P(X<W )

∫ W

0
xfX(x)dx

= 1
1−e−λW

∫ W

0
xλe−λxdx

= 1
1−e−λW ([−xe−λx]W0 +

∫ W

0
e−λx)

= 1
1−e−λW (−We−λW + 1

λ − e−λW

λ )

= 1
λ − W

eλW −1

The formula for E(Xrec(R,D)) is directly obtained from Proposition 2 by re-
placing Psuc(R, 0) by e−λR.

Using Proposition 1, we have:

E(Xid
exec(W)) =Psuc(α(W))(α(W))

+(1− Psuc(α(W)))
×

(

E(Xlost(α(W)))+E(Xrec(R,D))+E(Xid
exec(W))

)

.

Given that Psuc(α(W)) = e−λα(W), we obtain:

E(Xid
exec(W)) = α(W)

+
(

E(Xlost(α(W))) + E(Xrec(R,D))
)1− e−λα(W)

e−λα(W)
.

RR n➦ 7520
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This last expression shows that E(Xid
exec(W)) is finite, implying that the ex-

pected makespan for the optimal strategy, E(Xf
exec(W)), is also finite. Since

it is bounded below by KC, we conclude that K is finite, meaning that the
optimal solution uses a bounded number of chunks.

We can now state the main result of this section:

Theorem 1. LetW be the amount of work to execute on a processor whose fail-
ure process follows an Exponential law with parameter λ. Let n0 = λW

1+W(−e−λC−1)

where W is Lambert W function, defined as W(z)eW(z) = z. Then the optimal
strategy to minimize the expectation of the execution time is to split W into n∗

equal to max(1, ⌊n0⌋) or ⌈n0⌉ (whichever leads to the smaller value) same-size
chunks. The minimal expectation of the makespan is

E
∗(W, λ,D,C,R) = n∗

(

1

λ
+E(Xrec(R,D))

)

(

eλ( W

n∗ +C)−1
)

where E(Xrec(R,D)) is given by Lemma 1.

Proof. We already know that the optimal solution uses a bounded number nf

of chunks, where chunk 1 ≤ i ≤ nf has size Wi = f(W −
∑i−1

j=1Wj). From
Proposition 1, we derive, by using the memoryless property of the Exponential
distribution, that

E(Xf
exec(W)) = Psuc(α(W1))(α(W1)+E(Xf

exec(W −W1))

+ (1− Psuc(α(W1)))
(

E(Xlost(α(W1)))

+ E(Xrec(R,D)) + E(Xf
exec(W)

)

.

Let us define ρ = E(Xf
exec(W)) and R′ = E(Xrec(R,D)). Using Lemma 1 we

obtain:
ρ = α(W1) + E(W −W1)

+ 1−Psuc(α(W1))
Psuc(α(W1))

(E(Xlost(α(W1))) +R′)) .

We have 1−Psuc(α(W1))
Psuc(α(W1))

= eλα(Wi) − 1 and, using Lemma 1, E(Xlost(W )) =
1
λ − W

eλW −1
. Developing the expression for ρ leads to

ρ =

nf
∑

i=1

α(Wi) +

nf
∑

i=1

((

1

λ
− α(Wi)

eλα(Wi)−1
+R′

)

(eλα(Wi)−1)

)

Terms cancel out and the above simplifies into:

ρ =

(

1

λ
+R′

) nf
∑

i=1

(eλα(Wi) − 1)

As α(W ) = W + C is a convex function of W , ρ is minimized when all the

chunks Wi have the same size W
nf

, in which case ρ = nf ( 1
λ +R′)(e

λ( W

nf
+C) − 1).

We look for the value of nf that minimizes ψ(nf ) = nf (e
λ( W

nf
+C) − 1). We call

n0 this value and, differentiating, we must solve ψ′(n0) = 0 where

ψ′(n0) = eλ( W

n0
+C)

(

1− λW
n0

)

− 1. (1)

RR n➦ 7520
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This equation can be rewritten as yey = −e−λC−1, where y = λW
n0
−1. The only

solution is y = W(−e−λC−1), where W is Lambert W function. Differentiating
again, we easily see that ψ′′ is always non-negative. The optimal value is thus
obtained by one of the two integers surrounding the zero of ψ′, which proves
the theorem.

Remark 1. Although periodic checkpoints have been widely used in the litera-
ture, Theorem 1 is, to the best of our knowledge, the first proof that the optimal
deterministic strategy uses a finite number of checkpoints and is periodic. In ad-
dition, as a consequence of Proposition 4.4.3 in [20], this strategy can be shown
to be optimal among all deterministic and non-deterministic strategies.

2.3.2 Results for arbitrary distributions

Solving the Makespan problem for arbitrary distributions is difficult because,
unlike in the memoryless case, there is no reason for the optimal solution to use
a single chunk size. In fact, the optimal solution is very likely to use chunk sizes
that depend on additional information (i.e., failure occurrences to date) that
becomes available during the execution. Based on Proposition 1, and using the
notation shortcut E(W, talv) = E(Xf

exec(W, t
alv)), we can write

E(W, talv) = min
0<W1≤W









Psuc(α(W1), t
alv)(α(W1)

+ E(W −W1, t
alv + α(W1)))

+(1− Psuc(α(W1), t
alv))×

(E(Xlost(α(W1), t
alv))+E(Xrec(R,D))+E(W, R))

which can be solved via dynamic programming. We introduce a time quantum
u, meaning that all chunk sizes Wi are integer multiples of u. This restricts
the search for the optimal execution to a finite set of possible executions. The
trade-off is that a smaller value of u leads to a more accurate solution, but also
to a higher number of states in the algorithm, hence to a higher computing time.

Proposition 3. Using a time quantum u, Algorithm 1 (PDMakespan) com-
putes, for any failure distribution law, an optimal solution to Makespan in

time O(Wu
3
(1+ c

u )a), where a is an upper bound on the time needed to compute
E(Xlost(α, t)), for any α and t.

Proof. Our goal is to compute f(W0, t
alv
0 ), for any W0 and talv

0 that are possible
during the execution of W. A first attempt would be to design an algorithm
A such that A(x, y) computes an optimal solution assuming that the remaining
work to process is W = xu and the time since the last failure is talv = yu,
with x ∈ [|0, Wu |] and y ∈ [|0, δ|]. To bound δ, we observe that the maxi-
mum possible elapsed time without failure occurs when (successfully) executing
W
u chunks of size u, leading to δ =

W

u (u+c)+talv
0

u . To avoid using the arbi-
trarily large value talv

0 , we instead introduce a boolean b which is equal to 1
only if a failure has never occurred since the initial state (W0, t

alv
0 ). We now

define the optimal solution as PDMakespan(x, b, y, talv
0 ), where the remain-

ing work is W = xu and the last failure occurred at time talv = btalv
0 + yu,

with x ∈ [|0, Wu |] and y ∈ [|0, W
u (1 + c

u )|]. Note that all elements of array
solution are initialized to unknown, and that Xrec can be computed using
Proposition 2. Thus, the size of the chunk f(W0, t

alv
0 ) is obtained by computing
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snd(PDMakespan(W0

u , 1, 0, talv
0 )) (PDMakespan returns a couple formed by

the optimal expectation, and the corresponding optimal chunk size), and the
complexity result is immediate.

Algorithm 1: PDMakespan (x,b,y,talv
0 )

if x = 0 then
return 0

if solution[x][b][y] = unknown then
best←∞
talv ← btalv

0 + yu
for i = 1 to x do

α = iu+ C

exp succ ← first(PDMakespan(x− i, b, y + α
u , t

alv
0 ))

exp fail ← first(PDMakespan(x, 0, R
u , t

alv
0 ))

cur ← Psuc(α, t
alv)(α+ exp succ)

+(1− Psuc(α, t
alv))

(

E(Xlost(α, t
alv))

+ E(Xrec(R,D)) + exp fail
)

if cur < best then
best← cur; chunksize ← i

solution[x][b][y]← (best , chunksize)
return solution[x][b][y]

Algorithm 1 provides an approximation of the optimal solution to the Ma-

kespan problem. We evaluate this approximation experimentally in Section 5,
including a direct comparison with the optimal solution in the case of Exponen-
tial failures (in which case the optimal can be computed thanks to Theorem 1).

2.4 The NextFailure problem

As for the Makespan problem, we can use the recursion given in Section 2.2 to
derive an expression for the expected amount of work successfully computed be-
fore the next failure. Denoting E(Xf

work(W, talv)) by E(W, talv), we can compute
the expectation as

E(W, talv)=Psuc(α(W1), t
alv)(W1 + E(W −W1, t

alv + α(W1)))

Unlike for Makespan, the objective function, to be maximized, can easily be
written as a closed-form formula, even for arbitrary distributions. Developing
the expression above leads to the following result:

Proposition 4. The NextFailure problem is equivalent to maximizing the
following quantity:

E(W, 0) =

n0
∑

i=1

Wi ×
i

∏

j=1

Psuc(α(Wj), tj)

where tj =
∑j−1

l=1 α(Wl) is the total time elapsed (without failure) before the
start of the execution of chunk Wl, and n0 is the (unknown) target number of
chunks.
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Unfortunately, there does not seem to be an exact solution to this problem.
However, in the case of the Exponential distribution, and if the work were
infinite, the solution is as follows:

Proposition 5. For an exponential distribution, and for W = ∞, the optimal

solution is periodic, and the (unique) size of chunk is W ∗ = W(e−λC−1)+1
λ .

Proof. In this case, f no longer depends on the remaining work W or talv, so f
is constant. Thus, we look for a unique size of chunk W that maximizes E(∞),
the expectation of work done before the first failure when W = ∞, and using
only chunks of size W . From the equation E(∞) = Psucc(α(W ))(W + E(∞)),

we find that E(∞) = Psuc(α)
1−Psuc(α)W = e−λ(W+C)

1−e−λ(W+C)W . Differentiating EW (∞), we

get exactly Equation 1 of Theorem 1 (with n0 replaced by 1), and thus we solve
again E

′
W (∞) = 0 using Lambert W function to obtain the desired value of

W ∗.

Note that the period of Proposition 5 is the same as in Theorem 1 for the
Makespan problem, which confirms that NextFailure is a good candidate to
approximate Makespan.

However, in practice the work is always finite, and there is then no reason for
the size of the next chunk to not depend on the amount of work that remains to
execute. Fortunately, just as for the Makespan problem, the above recursive
definition of E(W, talv) naturally leads to a dynamic programming algorithm.
Here the dynamic programming scheme can be simplified because the size of
the i-th chunk is only needed when no failure has occurred during the execution
of the first i − 1 chunks, regardless of the value of the talv parameter. More
formally:

Proposition 6. Using a time quantum u, Algorithm 2 (PDNextFailure)

computes an optimal solution to NextFailure in time O(Wu
3
) for any failure

distribution law.

Proof. Our goal is to compute f(W0, t
alv
0 ), for any W0 and talv

0 that are possi-
ble during the execution of W. We define PDNextFailure(x, n, talv

0 ) as the
optimal solution for time quantum u, where W = xu is the remaining work, n
is the number of chunks already computed successfully, and talv

0 is the amount
of time elapsed since last failure. Notice that x and n are in [|0, Wu |]. Given
x and n, the last failure necessarily occurred talv

0 + (W − xu) + nC units of
time ago. Finally, we suppose that all elements of array solution are initial-
ized to unknown. The size of the chunk f(W0, t

alv
0 ) is obtained by computing

snd(PDNextFailure(W0

u , 0, talv
0 )) (as PDMakespan, PDNextFailure re-

turns a couple), and the complexity result is immediate.

3 Multi-processor jobs

In this section, we study the Makespan problem for parallel jobs. Let W be
the total job size, i.e., the amount of work to be processed. We assume parallel
moldable jobs, meaning that jobs can execute using any number of processors,
p. Given this assumption, we consider the following relevant scenarios for check-
pointing/recovery overheads and for parallel execution times:
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Algorithm 2: PDNextFailure (x,n,talv
0 )

if x = 0 then
return 0

if solution[x][n] = unknown then
best←∞
talv ← talv

0 + (W − xu) + nC
for i = 1 to x do

α = iu+ C

work = first(PDNextFailure(x− i, n+ 1, talv
0 ))

cur ← Psuc(α, t
alv)× (iu+ work)

if cur < best then
best← cur; chunksize ← i

solution[x][n]← (best, chunksize)
return solution[x][n]

Checkpointing/recovery overheads – Checkpoints are synchronized over
all processors. We use C(p) and R(p) to denote the time for saving a checkpoint
and for recovering from a checkpoint on p processors, respectively (we assume
that the downtime D does not depend on p). Assuming that the application’s
memory footprint is V bytes, with each processor holding V/p bytes, we consider
two scenarios:
• Proportional overhead: C(p) ∝ V/p, which is representative of cases in

which the bandwidth of the outgoing communication link of each processor
is the I/O bottleneck.

• Constant overhead: C(p) ∝ V , which is representative of cases in which
the incoming bandwidth of the resilient storage system is the I/O bottle-
neck.

Parallel work – Let W ′ = β(W, p) be the time required for a failure-free
execution on p processors. We use three classical models:
• Embarrassingly parallel jobs: W ′ =W/p.
• Amdahl parallel jobs: W ′ =W/p+ γW. As in Amdahl’s law [1], γ < 1 is

the fraction of the work that is inherently sequential.
• Numerical kernels: W ′ = W/p + γW2/3/

√
p. This is representative of a

matrix product or a LU/QR factorization of size N on a 2D-processor grid,
where W = O(N3). In the algorithm in [3], p = q2 and each processor
receives 2q blocks of size N2/q2. γ is the communication-to-computation
ratio of the platform.

We assume that the parallel job is tightly coupled, meaning that all p proces-
sors communicate continuously and thus operate synchronously throughout the
job execution. These processors execute the same amount of work W ′ in paral-
lel, chunk by chunk. The total time (on one processor) to execute a chunk of size
W , and then checkpointing it, is defined as α(W,p) = W+C(p). For the Make-

span problem, we aim at computing a function f such that f(W, talv
1 , . . . , talv

p )
is the size of the next chunk that should be executed on every processor, given
that the remaining amount of work is W ≤ W ′ and for a given system state
(talv

1 , . . . , talv
p ), where talv

i denotes the time elapsed since the last failure of the
i-th processor. We assume that the failure distribution laws of all processors
are iid .

RR n➦ 7520



Checkpointing strategies for parallel jobs 14

An important remark on rejuvenation – Two options are possible for
recovering after a failure. Assume that the first processor, say P1, fails at time
t (during the computation of a chunk, or during checkpoint/recovery). A first
option that can be found in the literature [5, 25] is to refresh (for instance by
rebooting in the case of software failure) all processors together along with P1

from time t to t+D. All processors then start the recovery, from time t+D to
t + D + R(p). Since all processors are rejuvenated, the time elapsed since the
last failure is talv

i = R(p) for each processor Pi. In the second option, only P1

is rejuvenated, and the other processors are kept idle from time t to t+D (and
then all processors recover simultaneously). In this option, talv

1 = R(p) and all
talv
i , i 6= 1, are increased by D +R(p).

Both options above coincide for Exponentially distributed failure inter-arrival
times, due to the memoryless property, but they are different for other failure
laws. Consider a platform with p processors that experience iid failures accord-
ing to a Weibull distribution with scale parameter λ and shape parameter k

(whose cumulative density is F (t) = 1− e− t

λk ). Define a platform failure as the
occurrence of a failure for any of the processors. When rejuvenating all proces-
sors after each failure, platform failures are distributed according to a Weibull
distribution with scale parameter λ

p1/k and shape parameter k. The MTBF for

the platform is thus λ
p1/k Γ(1 + 1

k ) = MTBF

p1/k , where MTBF is the processor-level

MTBF. When rejuvenating only the processor that failed, the platform MTBF
is simply MTBF

p . Thus, if k < 1, rejuvenating all processors after a failure leads
to a lower platform MTBF than rejuvenating only the processor that failed.
This is shown on an example in Figure 2, which plots the MTBF of a platform
vs. the number of processors. This behavior is easily explained: for a Weibull
distribution with shape parameter k < 1, the probability P (X > t + α|X < t)
strictly increases with t. In other words, a processor is less likely to fail the
longer it remains in a fault-free state. It turns out that failure inter-arrival
times for real-life systems are effectively modeled using Weibull distributions
whose shape parameter are strictly lower than 1 [11, 23]. The overall conclusion
is then that rejuvenating all processors after a failure, albeit used in the liter-
ature, is not appropriate for large-scale platforms. In the rest of this paper we
assume that after a failure only the failed processor is rejuvenated.

3.1 Exponential distribution

In the case of the Exponential distribution, due to the memoryless property,
the p processors used for a job can be conceptually aggregated into a virtual
“macro-processor” with the following characteristics:
• Failures follow an Exponential law of parameter λ′ = pλ;
• The amount of work to execute is W ′ = β(W, p); and
• The checkpoint and recovery overheads are C(p) and R(p), respectively.

A direct application of Theorem 1 yields the optimal solution of the Makespan

problem for multi-processor jobs, and the optimal expectation of the makespan
is given by E

∗(β(W, p), pλ,D,C(p), R(p)).
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Figure 2: Impact of the two rejunevation options on the platform MTBF for a
Weibull law with shape parameter 0.70 and a processor-level MTBF of 53 years.

3.2 Arbitrary distributions

For arbitrary distributions, i.e., distributions without the memoryless property,
we cannot simply extend the dynamic programming approach of PDMakespan.
Indeed, it would imply memorizing the evolution of the time elapsed since last
failure under all the possible failure scenarios for each processor, leading to a
number of states exponential in p. The idea behind the NextFailure problem
now clearly appears: there is no need (when solving this problem using dynamic
programming) to keep as parameters of the recursive calls the time elapsed since
the last failure, as the talv’s variables of all processors evolve identically (recur-
sive calls only concern cases where no failure occurs). Therefore, we rely on the
solution to the NextFailure problem as a heuristic for computing a solution
to the Makespan problem: each time a decision must be taken (after a check-
point or a recovery), we call f(W, talv

1 , . . . , talv
p ) to compute the size of the next

chunk. The goal is to find a function f maximizing E(Xf
work(W, talv

1 , . . . , talv
p ))

where Xf
work(0, talv

1 , . . . , talv
p ) = 0 and

Xf
work(W, talv

1 , . . . , talv
p ) =







W1+Xf
work(W−W1, t

alv
1 +α(W1, p), . . . , t

alv
p +α(W1, p))

if none of the processors fails during a time α(W1, p)
0 otherwise.

Using an obvious adaptation of PDNextFailure, which computes the
probability of success Psuc(α, t

alv
1 , . . . , talv

p ) =
∏p

i=1 P(X ≥ α + talv
i |X ≥ talv

i ),
we get:

Proposition 7. Using a time quantum u, PDNextFailure computes an op-

timal solution to NextFailure with p processors in time O(pW
u

3
), and this for

any failure distribution law.

Even if a linear dependency in p (that comes from the computation of Psuc)
seems to be a minimal price to pay when addressing the p processor case, the
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previous complexity is still not satisfactory. Indeed, typical execution platforms
that are in the scope of this paper (as Jaguar [4] or Exascale platforms) consist
of tens of thousands of processors, making the previous algorithm unusable
(remember that this algorithm will be invoked after each failure). We are thus
interested in further reducing the complexity of PDNextFailure.

We have already recalled that failure inter-arrival times for real-life systems
are best modeled using Weibull distributions whose shape parameter are strictly
lower than 1 [11, 23]. With such a distribution, the processors that most in-
fluence the value of Psuc(α, t

alv
1 , . . . , talv

p ) are those that failed most recently.
Therefore, in PDNextFailure, instead of considering the exact state fo the
system s = {talv

1 , . . . , talv
p } we heuristically replaced it by a state s′ composed of

the 10 lowest talv
i values, and of p−10 times the maximum of the talv

i ’s. Psuc(s
′)

can then be evaluated in constant time (through an exponentiation). This ap-
proximation could seem to be rather crude. We studied its precision in the
settings of our Petascale simulations of Section 5.2.2 by evaluating the relative
error incurred when computing the probability using the approximated state s′

rather than the exact one s, and this for chunks of size 2−i times the platform-
MTBF, with i ∈ {0..6}. Its turns out that the largest the size of the chunk, the
worst the approximation. Over the whole execution of a job in the settings of
Section 5.2.2 (i.e., for 45,208 processors), the worst relative error was of 2.82%
for a chunk of duration one platform-MTBF. In practice, the chunks considered
by PDNextFailure are far smaller and the evaluation of their probability of
success is thus significantly better.

4 Simulation framework

In this section we detail our simulation methodology. The source code and
all simulation results are publicly available at: http://graal.ens-lyon.fr/

~fvivien/checkpoint.

4.1 Heuristics

We present simulation results for the following checkpointing policies (MTBF
denotes the mean time between failures of the whole platform):
• Young is the periodic checkpointing policy of period

√
2× C ×MTBF

defined in [27].
• DalyLow is the first order approximation defined by Daly in [9]. This is

a periodic policy of period:
√

2× C × (MTBF +D +R).
• DalyHigh is the high order approximation defined by Daly in [9]. This is

a periodic policy of period (2ξ2 +1+W(−e−(2ξ2+1)))×MTBF −C where
ξ =

√

C/(2MTBF ).
• Liu is the non periodic policy defined in [17].
• OptExp is the periodic checkpointing policy whose period is defined in

Theorem 1.
• PDMakespan is our dynamic programming algorithm minimizing the

expectation of the makespan.
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p D C,R MTBF W
Peta 45208 60 s 600 s 53 y 1000 y
Exa 220 60 s 600 s 500 y 10000 y

Table 1: Parameters used in the simulations (C, R and D chosen according to
[12, 7]) . The first line corresponds to our Petascale platforms, and the second
to the Exascale ones.

• PDNextFailure is our dynamic programming algorithm at maximizing
the expectation of the amount of work completed before the next failure
occurs.

We also consider the two following references to assess the absolute performance
of the above heuristics:
• PeriodVariation is a numerical search for the optimal period: the period

computed by OptExp is multiplied (respectively divided) by 1 + 0.05× i
with i ∈ {1, ..., 180}, or by 1.1j with j ∈ {1, ..., 60}. BestPeriod denotes
the performance of the periodic policy using the best period found by
PeriodVariation.

• LowerBound is the omniscient algorithm that knows when the next
failure will happen and checkpoints just in time, i.e., C time-steps before
this event. The makespan of LowerBound is thus an absolute (but in
practice unattainable) lower bound on the execution time achievable by
any policy.

Note that DalyLow and DalyHigh in this list compute the checkpointing
period based solely on the MTBF, which comes from the implicit assumption
that failures are exponentially distributed. For the sake of completeness we
nevertheless include them in all our simulations, simply using the MTBF value
even when failures follow a Weibull distribution.

4.2 Platforms

To choose failure distribution parameters that are representative of realistic sys-
tems, we use failure data from the Jaguar platform. Over a five hundred days
period, the average number of failures/day for Jaguar is 2.33 [18, 2]. Conse-
quently, we compute the processor MTBF as MTBF = p

2.33∗365 ≈ 53 years,
where p = 45, 208 is the number of processors of the Jaguar platform. We
then compute the parameters of Exponential and Weibull distributions so that
they lead to this MTBF value. For the Exponential distribution we thus use
λ = 1

MTBF . The Weibull distribution requires two parameters k and λ. Fol-
lowing [23], we set k = 0.7 and compute λ = MTBF/Γ(1 + 1/k). We consider
two platform scenarios as detailed in Table 1, corresponding to Petascale and
Exascale platforms. In each case, we determined a job size W corresponding
to a job using the whole platform for a significant amount of time, namely ≈ 8
days (in the absence of failures) for the Petascale platforms and ≈ 3.5 days for
the Exascale ones.
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4.3 Methodology

Failure trace generation. Given a p-processor platform, a failure trace
is a set of failure dates for each processor over a fixed time horizon h. For
one-processor platforms, h is set to 1 year. In all the other cases, h is set to
10 years. Given a failure distribution f for the failure inter-arrival times at a
processor, for each processor we generated a trace via independent sampling
until the target time horizon is reached. Finally, for simulations where the only
varying parameter is the number of processor a ≤ p ≤ b, we generate a trace
for b processors. Then, the traces for p processors are simply the first p traces.
This ensures that simulation results are coherent when varying p.

Performance Metric. We compare the heuristics using average makespan
degradation, defined as follows. Given an experimental scenario (i.e., parameter
values for failure distribution and platform configuration), we generate a set
X = {tr1, . . . , tr1000} of 1, 000 traces. For each trace tri and each heuristic j
we compute the achieved makespan, res(i,j). The makespan degradation for
heuristic j on trace tri is defined as v(i,j) = res(i,j)/minj{res(i,j)}. Finally, we

compute the average degradation for heuristic j as avj =
∑1000

i=1 v(i,j)/1000.
Standard deviations were generally small (especially for large platform sim-

ulations, as we can see in Table 6), and thus are not plotted on figures.

Application models. We consider 6 different application models in which
β(W, p) is equal to either W

p (embarrassingly parallel scenario), W
p + γW with

γ ∈ {10−4, 10−6}, or W
p + γW2/3

√
p with γ ∈ {0.1, 1, 10}. Our exhaustive simula-

tions show that the general conclusions drawn from the results depend neither
on the application profile nor on the checkpointing policy. Therefore, for the
sake of readability we only report in Section 5 results on embarrassingly par-
allel applications executed with platform-independent checkpoint (i.e., C(p) is
independent of p) and recovery costs, and we refer each time the reader to
the appropriate part of the Appendix to find graphs for other combinations of
an application profile and a checkpointing policy. Note that models for which
LowerBound is not capable to successfully compute W within the fixed time
horizon are not presented in the Appendix (this if for instance the case for
Petascale platforms and an Amdahl law with γ = 10−2). Finally, comparisons
between the different application profiles, but for a fixed heuristic (the best one,
depending on the distribution used) are presented in the Appendix, Section C.

5 Simulation results

5.1 With one-processor

For a single processor, we cannot target a MTBF of 53 years, as we would need
a job to run for 200 years or so to need a few checkpoints. Hence we study
scenarios with smaller values of the MTBF, from one hour to one week. The
main goal is to assess the quality of all the heuristics listed in Section 4 and to
prepare for the study of large-scale platforms.
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Figure 3: Evaluation of the differ-
ent heuristics on a single processor
with Exponential failures (MTBF =
1 hour).
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Figure 4: Evaluation of the different
heuristics on a single processor with
Weibull failures (MTBF = 1 hour).

5.1.1 Exponential failures

Figure 3 plots average makespan degradation for the different heuristics. The
horizontal axis corresponds to the period used by PeriodVariation. Given
that all other heuristics compute a specific period, they appear as horizontal
lines on the figure. A first observation is that the checkpointing period used by
the well-known Young, DalyLow and DalyHigh heuristics is indeed close to
optimal. While this result seems widely accepted, we are not aware of previ-
ously published simulation studies that have demonstrated this claim. Table 2
shows numerical results for different MTBF values. Not surprisingly, our exact
optimal solution is slightly better than all other solutions and matches the result
obtained with the best period for PeriodVariation.

Recall that, as explained in Section 2.4, solving the NextFailure problem,
using PDNextFailure, should provide a reasonable solution to the Makespan

problem. While it is not possible to compare PDNextFailure to PDMake-

span for large platforms (because the complexity of PDMakespan is exponen-
tial in p), we can compare them in the one-processor case. Results in Table 2
confirm that, at least in the one-processor case, PDNextFailure leads to so-
lutions that are close to that computed by PDMakespan. We notice that Liu

is more dispersed than other heuristics.

5.1.2 Weibull failures

Following the same approach as in the exponential case, we compared Young,
DalyLow, DalyHigh, Liu (which handles Weibull distributions), and Pe-

riodVariation to PDNextFailure and PDMakespan. Contrarily to the
exponential case, the optimal checkpoint policy may be non-periodic (to the
best of our knowledge, this question is still open), making the comparison in-
triguing. Figure 4 shows that all the heuristics lead to approximately the same
optimal result. This implies that, in the one-processor case, we can safely use
Young, DalyLow, and DalyHigh, which use only the failure MTBF, even
for Weibull failures. This result does not hold for multi-processor platforms (see
Section 5.2.2). Numerical results in Table 3 show that, just as in the Exponen-
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MTBF
Heuristics 1 hour 1 day 1 week

avg std avg std avg std

LowerBound 0.62851 0.01336 0.90673 0.01254 0.97870 0.01430
Young 1.01747 0.01053 1.01558 0.00925 1.02317 0.00936
DalyLow 1.02802 0.01199 1.01598 0.00940 1.02323 0.00936
DalyHigh 1.00748 0.00627 1.01560 0.00881 1.02333 0.00949
Liu 1.01735 0.01378 1.05438 0.03725 1.20756 0.16730
BestPeriod 1.00743 0.00630 1.01547 0.00872 1.02257 0.00922

OptExp 1.00743 0.00630 1.01547 0.00872 1.02257 0.00922
PDMakespan 1.00782 0.00644 1.01556 0.01029 1.03415 0.01977
PDNextFailure 1.00790 0.00602 1.01653 0.00884 1.02789 0.01361

Table 2: Degradation from best for a single processor and failures following an
exponential law.

tial case, PDNextFailure leads to solutions that are close to that computed
by PDMakespan.

MTBF
Heuristics 1 hour 1 day 1 week

avg std avg std avg std

LowerBound 0.66348 0.01384 0.91006 0.01717 0.97612 0.01655
Young 1.00980 0.00690 1.01637 0.00821 1.02291 0.00969
DalyLow 1.01181 0.00811 1.01661 0.00944 1.02296 0.00968
DalyHigh 1.01740 0.00850 1.01620 0.00934 1.02284 0.00962
Liu 1.01051 0.01135 1.07003 0.05755 1.19306 0.17194
BestPeriod 1.00990 0.00700 1.01591 0.00949 1.02234 0.00956

OptExp 1.01734 0.00847 1.01641 0.00932 1.02234 0.00956
PDMakespan 1.00738 0.00740 1.01533 0.01020 1.03451 0.02134
PDNextFailure 1.01356 0.00818 1.01648 0.00922 1.02713 0.01321

Table 3: Degradation from best for a single processor and failures following a
Weibull law.

5.2 Petascale platforms

5.2.1 Exponential failures

Optimal number of processors As shown in Section 3.1, the optimal ex-
pected makespan when using pused ≤ p processors is given by

ρ(pused) = E
∗(β(W, pused), pusedλ,D,C(pused), R(pused)).

Given the different models presented in Section 3, we aim at determining if using
the entire platform to execute the job always is the best solution. We define the

loss as the ratio loss(pused) = ρ(pused)
ρ(p∗) of the expected execution time with pused

processors over the minimal execution time, obtained with p∗ processors. To
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Figure 5: loss(pused) vs pused for constant checkpoint and recovery overhead,
and job following Amdahl law. In all scenarios, D = 60 s, R = C = 600 s.

γ = 0.01 γ = 0.001 γ = 0.0001
Peta p∗ = 3570 p∗ = 15480 p∗ = p

loss(p) = 1.13 loss(p) = 1.05 loss(p) = 1
Exa p∗ = 7820 p∗ = 35060 p∗ = 45200

loss(p) = 1.35 loss(p) = 1.30 loss(p) = 1.18

Table 4: Optimal number of processors and loss when using the whole platform
with p processors

determine p∗ we use a brute force search implemented with Matlab, computing
the Lambert W function using [22].

For the scenario with constant checkpoint and recovery costs, and jobs obey-
ing Amdahl’s law with sequential fraction γ, we report loss values for a Petascale
and an Exascale platform in Figure 5 (case a)), with different values for γ and
MTBF . As expected, we observe that p∗ decreases when γ increases (using
more processors for a job having a large sequential fraction leads to more fail-
ures without much benefit in execution time), and that p∗ decreases when the
MTBF decreases (when pused approaches p, the time saved using pused pro-
cessors becomes small compared to the idle time due to failures). We obtain a
similarly shaped curve when using data corresponding to an Exascale platform
(see Figure 5, b)), and key values are reported in Table 4.

The results for other application scenarios or with proportional checkpoint
and recovery costs lead to a different conclusion. According to the extreme
cases studied in Table 5 (where the MTBF has intentionally been shortened,
and D,C,R increased), we conclude that the loss when using the whole platform
in the other models becomes negligible, while it reaches up to 35% in the above
study. In conclusion, and not suprisingly, the optimal number of processors to
use to run an application depends on the application and checkpointing models,
and may not always be the maximum available number of processors.

Comparison of the different heuristics Figure 6 a) and b) shows that
for both small and large platforms, the different approximations (Young, Da-

lyLow and DalyHigh, Liu, PDNextFailure) compute an almost optimal
solution (OptExp). In c) we see that PDNextFailure behaves satisfactorily:
its average makespan degradation is less than 1.02 for 210 ≤ p ≤ 212, and be-
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Application
model

Checkpt/Recov
Model

W p γ D MTBF loss(p)

W
p + γ W√

p constant 1000 y 45208 10 80 53
2 y 1

constant 10000 y 220 10 150 500
3 y 1.014

W
p + γW proportional 1000 y 45208 0.01 80 53

2 y 1.026

proportional 10000 y 220 0.01 150 500
3 y 1.026

Table 5: Cases where loss(p) is negligible, even using extreme values of MTBF
of D,C,R. Notice that C = R = 10D.
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Figure 6: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using embarrassingly parallel job, and constant overhead
model

comes extremely small for p ≥ 212. Results for other application models are
presented in the Appendix, in Section A.1.

Impact of sub-optimal checkpoint intervals Finally, we provide an an-
swer to [13], where the authors study the impact of sub-optimal checkpoint
intervals on the application efficiency, defined as the ratio between useful com-
puting time and total execution time. Based on simulations (parametrized using
a model for a 1926 node cluster), the authors conclude that “underestimating
an application’s optimal checkpoint interval is generally more severe than over-
estimation”. In Figure 8, for various platform sizes, and for several values of the
factor x, we compute the makespan Mult(x) obtained when multiplying the best
period, as computed by OptExp, by x (overestimation), the makespan Div(x)
obtained when dividing this best period by x (underestimation), and we plot

the average (over 1000 scenarios) of the ratio Mult(x)
Div(x) × 100 (which we call the

percentage of degradation). Contrarily to the conclusion of [13], we see that
the previous quantity is always positive, and that significant values are possible,
even for a small multiplicative factor x. For instance, we see that for p = 45208
and a factor x = 5, it is in average 10% worse to overestimate the period than
to underestimate it.

5.2.2 Weibull failures

A key contribution of this paper is the comparison between PDNextFailure

and all published heuristics for the Makespan problem on large platforms whose
failure obey Weibull distribution laws. Existing heuristics provided good so-
lutions for one-processor jobs (Section 5.1), and Figure 7 a) shows that this
remains true up to 1024 processors. However, it is no longer the case when
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Figure 7: Evaluation of the different heuristics on a Petascale platform with
Weibull failures.

increasing the number of processors (see Figures 7, b) and c)). For example
with 45208 processors, Young, DalyLow and DalyHigh are approximately
40% worse than PDNextFailure, and even Liu (which handles Weibull laws)
is 20% worse than PDNextFailure. Furthermore, the optimal solution is
far from periodic. For instance, throughout a complete execution with 45208
processors, PDNextFailure changed the size of inter-checkpoint times which
evolved from 740 seconds at the beginning, up to 2220 seconds at the end.
We conclude that our dynamic programming approach significantly improves
all known results for the Makespan problem with large platforms. Results for
other application models are presented in the Appendix, in Section A.2.

There is a price to pay for PDNextFailure in that its execution is not in-
stantaneous, contrarily to Young, DalyLow, DalyHigh, or OptExp. How-
ever, this price is quite small, as the optimized version of PDNextFailure

takes a few seconds on a standard laptop. To better quantify the overhead in-
curred by the use of PDNextFailure, we point out that its execution time
never represents more than 0.14% of the job execution time (over all simulated
instances), and hence is completely negligible in front of the huge improvement
it brings for the application execution.

The number of failures encountered during the execution of PDNextFai-

lure obviously depends on the amount of computation required by the applica-
tion. For a job running around 17 days on a Petsacale platform, we encountered
396.6 failures on the average, with a worst case of 474 failures. This gives an
idea on the number of spare ressources required to run such an application (circa
1% of the total machine size).

Heuristics Average degradation Standard deviation

LowerBound 0.67358 0.01039
Young 1.45825 0.06264
DalyLow 1.46605 0.06320
DalyHigh 1.40643 0.05745
Liu 1.25895 0.02060
OptExp 1.40784 0.05870
PDNextFailure 1.01013 0.00938

Table 6: Average degradation from best and standard deviation for a 45208
processor platform, failures following a Weibull law, embarrassingly parrallel
job and fixed checkpoint/recovery costs
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5.3 Exascale platforms

Simulations for Exascale platforms corroborate well our findings on Petascale
platforms, and this for both Exponential (Figure 9) and Weibull (Figure 10) dis-
tributions. The major differences are found for Weibull distribution, as depicted
on Figure 10. Indeed, the superiority of PDNextFailure over pre-existing
heuristics is even more important. Results for other application models are pre-
sented in the Appendix, in Section B.1 (for exponential law), and in Section B.2
(for Weibull law). Finally, we point out that on the largest platforms, Liu does
not succeed to complete the execution of the job within our 10-year time horizon
h, while PDNextFailure leads to a runtime of 27 days.
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6 Related work

In [9], Daly addressed the problem of the periodic checkpointing of applications
executed on a platform where failures inter-arrival times are exponentially dis-
tributed. This study comprises checkpointing and recovery overheads (but no
downtimes), and allows failures to happen during recoveries. Daly proposed two
estimates of the optimal period. The lower order estimate is a generalization
of Young’s approximation [27], which takes recovery overheads into account.
The higher order estimate is ill-formed as it relies on an equation that sums
up non-independent probabilities (Equation (13) in [9]). This study of period
estimation is extended in [13] with the question of the impact of sub-optimal
periods on application efficiency. The authors of [13] conclude that it is prefer-
able to overestimate the optimal period rather than to underestimate it (which
is the exact opposite of our own conclusion in Section 3.1) .

In [5], Bouguerra et al. study the design of an optimal checkpointing policy
when failures can occur during checkpointing and recovery, with checkpointing
and recovery overheads depending upon the application progress. They show
that the optimal checkpointing policy is periodic when checkpointing and recov-
ery overheads are constant, and when failure inter-arrival times follow either an
Exponential or a Weibull law. They also give formulas to compute the optimal
period in both cases. Their results, however, rely on the un-stated assumption
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that the failure laws are rejuvenated after each failure and after each checkpoint.
The work in [25] suffers from the same problem.

In [26], the authors claim to use an “optimal checkpoint restart model [for]
Weibull’s and Exponential distributions” that they have designed in another
paper referenced as [1] in [26]. However, this latter paper is not available, and
we were unable to compare with this solution. Moreover, as explained in [26]
the ”optimal” solution in [1] is found using the assumption that checkpoint is
periodic (even for Weibull law). In addition, the authors of [26] partially address
the question of the optimal number of processors for parallel jobs, presenting
experiments for four MPI applications, using a non-optimal policy, and for up
to 35 processors. Our approach here is completely different since we target
large-scale platforms up to tens of thousands of processors and rely on generic
application models for deriving optimal solutions.

In this work, we solve the NextFailure problem to obtain heuristic so-
lutions to the Makespan problem in the case of multi-processor jobs. The
NextFailure problem has been studied by many authors in the literature,
often for single-processor jobs. Maximizing the expected work successfully com-
pleted before the first failure is equivalent to minimizing the expected wasted
time before the first failure, which is itself a classical problem. Some authors
propose analytical resolution using a “checkpointing frequency function”, for
both infinite (see [16, 17]) and finite time horizons (see [19]). However, these
works use approximations, as for example assuming that the expected failure
occurrence is exactly halfway between two checkpointing events, which does
not hold for general failure distributions. Approaches that do not rely on a
checkpointing frequency function are used in [24, 15], but for infinite time hori-
zons. Finally, authors in [6] address a problem that is related to NextFailure,
where checkpoints can only be scheduled between (indivisible) jobs. The pro-
posed dynamic programming algorithm is close to PDNextFailure, however
the rejuvenation of failure laws is assumed after each checkpoint, leading to the
problems described in Section 3.

7 Conclusion

In this paper, we have addressed the Makespan problem, i.e., scheduling check-
points for minimizing the execution time of sequential and parallel jobs on large-
scale and failure-prone platforms. An auxiliary problem, NextFailure, was
introduced as an approximation of Makespan. Particular care has been taken
to define these problems in a general setting, and with full rigor. For exponential
distributions, we have provided a complete analytical solution of the Makespan

problem together with an assessment of the quality of the NextFailure ap-
proximation. We have also designed dynamic programming solutions for both
problems, that hold for any failure distribution law.

We have also obtained new interesting results through comprehensive simu-
lations. For the exponential distribution, our exact formula allows us to deter-
mine the optimal number of processors to be used (depending on application and
checkpoint models), and to provide an answer to previous work on the impact of
sub-optimal period choices. For the Weibull distribution, we have demonstrated
the importance of using the “single rejuvenation” model. With this model, we
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have shown that our dynamic programming algorithm leads to dramatically
more efficient executions than all existing algorithms (with a decrease in the
application makespan between 19.7 and 30.7% for Petascale platforms, and of
at least 55% for the largest simulated Exascale platforms). Because of the om-
nipresence of Weibull laws to model real-life failures, and owing to our various
application and checkpoint scenarios, we strongly believe that the dynamic pro-
gramming approach provides a key step for the effective use of next-generation
platforms.

Because of the huge cost incurred by the power consumed by large-scale
platforms (not to speak of environmental concerns), future work will be devoted
to the design of checkpointing strategies having the ability to trade-off between
a shorter execution time and a reduced energy consumption.
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A Appendix : Results for Petascale platforms

A.1 Exponential law

A.1.1 Fixed checkpoint and recovery cost
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Figure 11: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Amdahl law with γ = 10−4, and constant overhead
model
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Figure 12: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Amdahl law with γ = 10−6, and constant overhead
model
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Figure 13: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Numerical Kernel law with γ = 0.1, and constant
overhead model
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a) 1024 processors
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Figure 14: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Numerical Kernel law with γ = 1, and constant
overhead model

-8 -6 -4 -2 0 2 4 6 8

log2(period multiplicative factor)

1

1.5

2

2.5

3

3.5

4

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

PeriodVariation

a) 1024 processors

-8 -6 -4 -2 0 2 4 6 8

log2(period multiplicative factor)

1

1.5

2

2.5

3

3.5

4

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

PeriodVariation

b) 45208 processors

211 213210 212 215214

number of processors

0.9

1

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

BestPeriod

c)

Figure 15: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Numerical Kernel law with γ = 10, and constant
overhead model

A.1.2 Variable checkpoint and recovery cost
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Figure 16: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using embarrassingly parallel job, and variable overhead
model (C(p) = 60045208

p )
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Figure 17: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Amdahl law with γ = 10−4, and variable overhead
model (C(p) = 60045208

p )
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a) 1024 processors
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Figure 18: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Amdahl law with γ = 10−6, and variable overhead
model (C(p) = 60045208

p )
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a) 1024 processors
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Figure 19: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Numerical Kernel law with γ = 0.1, and variable
overhead model (C(p) = 60045208

p )
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a) 1024 processors
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Figure 20: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Numerical Kernel law with γ = 1, and variable
overhead model (C(p) = 60045208

p )
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Figure 21: Evaluation of the different heuristics on a Petascale platform with
Exponential failures, using Numerical Kernel law with γ = 10, and variable
overhead model (C(p) = 60045208

p )

A.2 Weibull law

A.2.1 Fixed checkpoint and recovery cost
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Figure 22: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Amdahl law with γ = 10−4, and constant overhead model

-8 -6 -4 -2 0 2 4 6 8

log2(period multiplicative factor)

1

1.5

2

2.5

3

3.5

4

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

PeriodVariation

a) 1024 processors

-8 -6 -4 -2 0 2 4 6 8

log2(period multiplicative factor)

1

1.5

2

2.5

3

3.5

4

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

PeriodVariation

b) 45208 processors

211 213210 212 215214

number of processors

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

BestPeriod

c)

Figure 23: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Amdahl law with γ = 10−6, and constant overhead model
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Figure 24: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Numerical Kernel law with γ = 0.1, and constant over-
head model
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Figure 25: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Numerical Kernel law with γ = 1, and constant overhead
model
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Figure 26: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Numerical Kernel law with γ = 10, and constant overhead
model

A.2.2 Variable checkpoint and recovery cost
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Figure 27: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using embarrassingly parallel job, and variable overhead model
(C(p) = 60045208

p )
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a) 1024 processors
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Figure 28: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Amdahl law with γ = 10−4, and variable overhead model
(C(p) = 60045208

p )
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Figure 29: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Amdahl law with γ = 10−6, and variable overhead model
(C(p) = 60045208

p )
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a) 1024 processors
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Figure 30: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Numerical Kernel law with γ = 0.1, and variable overhead
model (C(p) = 60045208

p )
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Figure 31: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Numerical Kernel law with γ = 1, and variable overhead
model (C(p) = 60045208

p )
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Figure 32: Evaluation of the different heuristics on a Petascale platform with
Weibull failures, using Numerical Kernel law with γ = 10, and variable overhead
model (C(p) = 60045208

p )

B Appendix : Results for Exascale platforms

B.1 Exponential law

B.1.1 Fixed checkpoint and recovery cost
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Figure 33: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Amdahl law with γ = 10−6, and constant overhead
model
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Figure 34: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Numerical Kernel law with γ = 0.1, and constant
overhead model
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Figure 35: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Numerical Kernel law with γ = 1, and constant
overhead model
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Figure 36: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Numerical Kernel law with γ = 10, and constant
overhead model

B.1.2 Variable checkpoint and recovery cost
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Figure 37: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using embarrassingly parallel job, and variable overhead
model (C(p) = 6001048576

p )
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Figure 38: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Amdahl law with γ = 10−6, and variable overhead
model (C(p) = 6001048576

p )
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Figure 39: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Numerical Kernel law with γ = 0.1, and variable
overhead model (C(p) = 6001048576

p )
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Figure 40: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Numerical Kernel law with γ = 1, and variable
overhead model (C(p) = 6001048576

p )

-8 -6 -4 -2 0 2 4

log2(period multiplicative factor)

0

5

10

15

20

25

30

35

av
er

ag
e

m
ak

es
p
an

d
eg

ra
d
at

io
n

DalyHigh

DalyLow

Young

LowerBound

OptExp

PDNextFailure

Liu

PeriodVariation
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Figure 41: Evaluation of the different heuristics on a Exascale platform with
Exponential failures, using Numerical Kernel law with γ = 10, and variable
overhead model (C(p) = 6001048576

p )
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B.2 Weibull law

B.2.1 Fixed checkpoint and recovery cost
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Figure 42: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Amdahl law with γ = 10−6, and constant overhead model
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Figure 43: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Numerical Kernel law with γ = 0.1, and constant over-
head model
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Figure 44: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Numerical Kernel law with γ = 1, and constant overhead
model
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Figure 45: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Numerical Kernel law with γ = 10, and constant overhead
model

B.2.2 Variable checkpoint and recovery cost
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Figure 46: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using embarrassingly parallel job, and variable overhead model
(C(p) = 6001048576

p )
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Figure 47: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Amdahl law with γ = 10−6, and variable overhead model
(C(p) = 6001048576

p )
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Figure 48: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Numerical Kernel law with γ = 0.1, and variable overhead
model (C(p) = 6001048576

p )
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Figure 49: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Numerical Kernel law with γ = 1, and variable overhead
model (C(p) = 6001048576

p )
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Figure 50: Evaluation of the different heuristics on a Exascale platform with
Weibull failures, using Numerical Kernel law with γ = 10, and variable overhead
model (C(p) = 6001048576

p )
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C Appendix: results for fixed heuristic accord-

ing to application model variation
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Figure 51: Evolution of the makespan for OptExp as a function of the plat-
form size for the different application profiles and a constant (a)) or platform-
dependent (b)) checkpoint cost (exponential law).

number of processors

218 219216 217 220215214

50

100

150

200

250

300

av
er

ag
e

m
ak

es
p
an

in
d
ay

s

W

p
+ 0.1× W 2/3

√
p

W

p
+ 10−6W

W

p

W

p
+ 10× W 2/3

√
p

W

p
+ W 2/3

√
p

a)

219216 217 220215214

number of processors

100

200

300

400

500

600

700

av
er

ag
e

m
ak

es
p
an

in
d
ay

s

218

W

p
+ 0.1× W 2/3

√
p

W

p
+ 10−6W

W

p

W

p
+ 10× W 2/3

√
p

W

p
+ W 2/3

√
p

b)

Figure 52: Evolution of the makespan for PDNextFailure as a function of
the platform size for the different application profiles and a constant (a)) or
platform-dependent (b)) checkpoint cost (Weibull law).
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