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ABSTRACT

The orientation distribution function (ODF) can be recon-
structed online incrementally from diffusion-weighted MRI
with a Kalman filtering framework. This online reconstruc-
tion can provide real-time feedback to the practitioner, es-
pecially appreciated for long acquisition protocols typical in
Q-ball imaging. On top of the Kalman filter, we propose a
method to evaluate online the reconstruction accuracy of the
estimated ODF in constant solid angle. In addition, monitor-
ing the residuals of the Kalman filter, we design, based on
statistical tests, two algorithms for online detection of subject
motion. The proposed techniques, tested on real and syn-
thetic data under various experimental conditions, can detect
rotation by angle less than 3◦.

Index Terms— motion estimation, error propagation, on-
line model estimation, Q-ball imaging (qbi), orientation dis-
tribution function (odf).

1. INTRODUCTION

In spite of its great potential for clinical applications, the
widespread use of high angular resolution diffusion imaging
is still hindered by the severe acquisition time limitations in
clinical set-up. Among challenges, patients are likely to move
their head during long acquisitions. Although motion can be
corrected through coregistration in a post-processing step
[1, 2], this might increase partial voluming effects, due to the
coarse spatial resolution of diffusion weighted (DW) images
and the interpolation in the registration procedure. Being able
to detect motion online, the scanner operator could be issued
a warning, and take a decision accordingly.

Recently, the group of Poupon and colleagues proposed a
solution based on Kalman filtering for an incremental recon-
struction of the diffusion tensor and the regularized ODF [3].
The latter was further corrected by Deriche and colleagues
[4], so that the incrementally reconstructed ODF equals the
solution computed off-line. Meanwhile, the ODF definition
in use within the Q-ball imaging community has been updated
lately to match the marginal probability of diffusion, namely
the ODF in constant solid angle [5, 6], and we have presented

an online Kalman filtering solution to reconstruct this mathe-
matically correct ODF, with the suggestion that motion could
also be detected online based on the residuals of this Kalman
filter [7].

In this article, we present three contributions related to the
problem of online motion detection in HARDI. First, we de-
velop a proper error propagation accounting for the non-linear
transform on the diffusion signal. Then, on the top of the
Kalman filter, we develop two motion detection algorithms,
based on the monitoring of residuals, and compare them in
the experimental part, on synthetic and real data.

2. METHODS

2.1. Incremental reconstruction of the solid angle ODF

The ODF, ψ, is the probability for a water molecule to dif-
fuse along a given direction u, in a constant solid angle. It is
defined from the diffusion ensemble average propagator P as

ψ(u) =
∫ ∞

0

P (ru)r2dr. (1)

Under the assumption of a mono-exponential decay of the dif-
fusion signal S, the ODF ψ can be obtained from S as

ψ(u) =
1
4π

+
1

16π2
FRT

{
∇2
b ln(− ln

S(qu)
S(q = 0)

)
}
, (2)

where FRT denotes the Funk-Radon transform, and ∇2
b the

Laplace-Beltrami operator [5].
The ODF reconstruction can be implemented using the

symmetric, real and orthonormal spherical harmonic basis as
in [8] to describe the transformed signal y = ln(− lnS/S(0))
[5], since both the Funk-Radon transform and the Laplace-
Beltrami operations in Eq. 2 have close-form matrix expres-
sions, F and L respectively, in the spherical harmonic basis.
In this basis, Eq. 2 is expressed as

ĉ =
1

2
√
π

e1 +
1

16π2
FLc, (3)

where ĉ and c are the vector of spherical harmonic co-
efficients that describe ψ and y, respectively, and e1 =
[1 0 0 . . . 0]T.



The computation of the spherical harmonic coefficients c
describing y from a series of measurements

y[k] = ln
(
− ln

S[k]
S(0)

)
, k = 1 . . . N, (4)

where S[k] = S(qu[k]) is the signal sampled at discrete po-
sitions u[k] on the unit sphere, is implemented minimizing

M(c) = (y −Bc)TΣ−1(y −Bc) + λcTLc, (5)

where Σ is the covariance matrix of y, and B is the spherical
harmonic design matrix [8]. The second term is a Laplace-
Beltrami regularization constraint on the fitted signal. We pre-
sented an incremental solution for the minimization of Eq. 5
in [7], using the Kalman filter:

c[0] = E[c[0]]
P̃[0] = E[(c− c[0])(c− c[0])T]
P[0] = (P̃−1

0 + λL)−1

P[k] = (I− g[k]B[k]) P[k − 1]
V[k] = B[k]P[k − 1]B[k]T + σ2[k]
g[k] = P[k − 1]B[k]TV[k]−1

γ[k] = y[k]−B[k]c[k − 1]
c[k] = c[k − 1] + g[k]γ[k]

(6)

In this article, we emphasize that the σ2[k] account for the
uncertainty in the DW measurements S[k], as well as for the
distortion introduced by the non-linear transform. They can
be calculated through error propagation,

δy =
∂y

∂S
δS =

1
S ln(S/S(0))

δS. (7)

Provided that separate measurements are uncorrelated, the di-
agonal elements σ2[k] of Σ, the covariance matrix of y, are

σ2[k] =
Var(S[k])

S[k]2 ln2(S[k]/S(0))
. (8)

The expected covariance of the estimated spherical har-
monic coefficients c[k] is the matrix P[k] computed by the
Kalman filter. Then the covariance associated to the estimate
of the spherical harmonic coefficients describing the ODF is
given by Cov(ĉ[k]) = FTLTP[k]LF. This result general-
izes the case where σ was considered as constant [7], and is
validated in the experimental section 3.2.1.

2.2. Motion detection

Diffusion imaging is a modality particularly prone to motion
artifacts, because of the large gradient pulses needed to en-
code diffusion, and the long acquisition time to sample the Q-
space. The use of echo-planar imaging combined with echo
navigators, now the gold-standard for clinical diffusion mea-
surements, has considerably reduced such artifacts [9]. How-
ever, although each DW image looks unaltered, motion oc-
curring at an instant θ may introduce misregistration of sub-
sequent images, and then change the frame of reference with
respect to which the b-matrices are defined.

Since we are here interested in detecting motion, we as-
sume that these effects induced by motion can be summarized
as a change in the vector cx of spherical harmonic coefficients
describing ln(− lnSx(q)/Sx(0)) at voxel position x:

cx[k ≥ θ] = cx[k < θ] + px. (9)

Detecting this jump in the state vector c[k] of the Kalman
filter consists in discriminating between two hypotheses:

• H0: no change occurred in the state vector,

• H1: a jump p in the state vector occured at instant θ.

As a consequence of a change in the state vector at time k =
θ, the prediction error for subsequent iterations of the Kalman
filter will no longer be zero-mean. As it has been shown in
[10], this can be decomposed as

γ[k] = G(k, θ)p + γ1[k], (10)

where γ1 is zero-mean Gaussian distributed with covariance
V[k]. G(k, θ) represents the propagation of a jump at time θ,
to the prediction error at time k, and can be precomputed [10]
from the observation matrix B[k] and the Kalman gain g[k]: G(k, θ) = B[k]

I−
k−1∑
j=θ

g[j]G(j, θ)

 ,

G(k, k) = B[k].

(11)

In the sequel we present two methods for the detection based
on the monitoring of residuals.

2.2.1. A direct approach

The expected value of γ[k]2 − V [k] over the whole volume
may increase significantly at time k = θ, as at each voxel
position x, a jump of magnitude px is observed in the state
vector. We can estimate the mean squared value of px over
the volume of interest by averaging γx[k]2. A direct approach
for the detection of motion is to apply a simple thresholding
on this statistic. Because of its low delay, this test might be
a good solution in a clinical context. We propose in the next
section a more robust approach, since there are several sit-
uations for which this solution is likely to fail, as it will be
shown in the experimental part.

2.2.2. Generalized likelihood ratio test

Beyond the simple test of the direct approach, we propose
a detection based on a general likelihood ratio test (GLRT)
[10]. The propagation of a jump p on the residuals at time
θ, θ + 1, . . . , k in Eq. 10 is a linear system. Provided that we
have sufficient observations since instant θ, and we have an
estimate θ̃ of the instant of motion, we can estimate p̂(k; θ̃)
through weighted least squares. This corresponds to the max-
imum likelihood estimate of p, provided that all densities are
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Fig. 1. Predicted reconstruction accuracy versus observed MSE.

Gaussian. Precisely, the value of the likelihood at p̂(k; θ̃)
is useful to decide whether a motion occurred or not. The
main drawback of this algorithm is its intrinsic delay. But this
memory effect could be a desirable property for the detection
of very small motion, or the detection of motion occurring at
the first few iterations of the Kalman filter.

3. EXPERIMENTS AND RESULTS

We implemented the incremental reconstruction using Kalman
filtering, together with reconstruction accuracy estimation
and motion detection. Quantitative analysis of both algo-
rithms (direct and GLRT) was performed on real and simu-
lated data.

3.1. On demand reconstruction accuracy

To check whether the covariance matrix of the Kalman filter
is a good indication for the reconstruction accuracy, we tested
the Kalman filter on a set of 100 synthetic diffusion propa-
gators, generated using the multi-tensor model, for 1-, 2- and
3-tensors, with trace and FA typical of white matter diffusiv-
ity. We estimated the MSE of ĉ, and compared it to the trace
of the covariance matrix FTLTPLF given by the Kalman
filter.

The results of Monte-Carlo simulations are presented on
Fig. 1. Each point on this figure represents the result for a
given diffusion propagator, estimated from 1000 repetitions.
It first appears that the reconstruction accuracy is highly vari-
able from one diffusion propagator to another. This is an ev-
idence that the reconstruction accuracy depends on the diffu-
sion properties, and consequently on the measured intensities.

In addition, the predicted mean squared error is strongly
correlated to the empirical mean squared error. This index
given by the Kalman filter, with a proper propagation of noise,
is a powerful indicator for the quality of the reconstructed
ODF, which can be computed online.

3.2. Motion detection: sensitivity and specificity

3.2.1. Monte-Carlo simulations

To have full control on the motion amplitude and time, we
have simulated the formation of DW images, with a motion
during acquisition. We first fit a HARDI profile from a se-
ries of 200 DW images of a still subject, acquired on 3T
Siemens scanner at the Center for Magnetic Resonance Re-
search, University of Minnesota, with 200 encoding direc-
tions, b = 1000s/mm2, 64 slices with 2mm thickness, 25
b = 0s/mm2 images, 128×128 image matrix, TE=90ms and
TR=8500ms. For the rigid transform of interest, we extract
the rotation component and apply it locally to the diffusion
signals. From the baseline image, and the rotated diffusion
signals, we synthesise DW images on which we apply the
rigid transform. Finally, we corrupt them by Rician noise.

For repeated simulations of scan acquisitions with and
without motion, we evaluate the true positive rate (TPR =
#positives / #positives detected), also known as sensitiv-
ity, as well as the false positive rate (FPR = #mislabeled
negatives/#negatives). While allowing FPR ≤ 1%, we
computed the TPR achieved with both algorithms, while
changing various parameters, such as: delay for the detec-
tion, instant of motion, SNR, and motion magnitude. Unless
explicitly modified, the experimental conditions for all exper-
iments were a rotation around the left-right axis by an angle
of 3 degrees, SNR = 20, motion instant θ = 20 and a delay
k − θ = 10. Result on the detection performance are plotted
on Fig. 2, for 400 negatives (simulations without motion) and
400 positives (simulations with motion). The monitoring of
residuals is limited to 200 voxels randomly selected within
the brain to meet the real-time constraint.

Both algorithms (direct approach and GLRT) were tested
in severe experimental conditions: noisy data, small and early
motion, and small delay. Both techniques show good results
(Fig. 2) in detecting motion. As expected, GLRT is more ro-
bust to noise, and performs better in detecting small motion,
since it is calculated from a series of residuals. We can also
detect motion occurring at the very beginning of a diffusion
MRI acquisition: this is a consequence of the memory imple-
mented in the calculation of the likelihood ratio. The more
direct approach is slightly less sensitive in noisy conditions,
but still can detect motion. Because of its low delay, we sug-
gest to use it in parallel with the GLRT.

3.2.2. A real data acquisition

We also validate our methods on a real dataset, with the same
imaging parameters as above. During the acquisition, the sub-
ject was asked to slightly tilt his head after 80 images were
acquired. The motion was a posteriori identified as a rotation
of 20◦ about the z-axis (see Fig. 3). The detection algorithms
could detect this motion: with a delay of 2 acquisitions for the
GLRT, and with no delay for the direct approach.
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Fig. 2. TPR achieved for FPR = 1%. Each subplot represents the results when changing one experimental parameter.

· · ·

Fig. 3. A real acquisition: the subject was asked to move his head.

4. CONCLUSION

We have developed an error propagation scheme, as well as
two motion detection algorithms, on a framework for the on-
line processing of high angular resolution diffusion images.
We are able to detect small motions (rotation under 3◦). This
contribution is unique at aiming at assisting the scanner op-
erator in real-time, providing clinical information to address
reconstruction accuracy and the detection of motion.
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