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On confined McKean Langevin processes satisfying the mean
no-permeability boundary condition

Mireille Bossy™ Jean-Francois Jabir!

January 6, 2011

Abstract

We construct a confined Langevin type process aimed to satisfy a mean no-permeability
condition at the boundary. This Langevin process lies in the class of conditional McKean
Lagrangian stochastic models studied in [5]. The confined process considered here is a first
construction of solutions to the class of Lagrangian stochastic equations with boundary
condition issued by the so-called PDF methods for Computational Fluid Dynamics. We
prove the well-posedness of the confined system when the state space of the Langevin process
is a hyper-plane.

Keywords McKean Langevin equation, Lagrangian stochastic model, mean no-permeability
condition, specular boundary condition.

1 Introduction

We consider the nonlinear Langevin equation (1.1)), describing the time evolution of the position
and velocity (X,U) of a particle with the position process X confined in the upper-half plane
RT % [0, +00),

t
X, = Xo +/ U,ds,
0

¢
Ut:U0+/ B[X,,Ugp,| ds + Wi + Ky,
0 (1.1)

K= - Z 2(Us- - np(Xy)) np(X)Lix copy,

0<s<t
p¢ is the probability density of (X, Uy), for all ¢t € (0,T].

Here D = R4 x (0,+00), D = R4"! x {0} and np = (0,...,0,—1) is the outward normal
unit vector.

In this paper, we prove the well-posedness of the equation on a finite time interval [0, T').
Moreover, we prove that the confined solution (X,U) satisfies a mean version of the so-called
no-permeability condition, that we write formally in this introduction as

E[(U, -np(z))/X, =] =0, for (t,z) € (0,T] x OD. (1.2)
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More precisely, on a probability space (€2, F,P), we consider a d-dimensional standard Brow-
nian motion W and a D x R%valued random variable (Xg,Up) independent of W. We prove
that there exists a unique solution, (X, U) valued in C([0, T]; D) x D([0, T]; R%), to the nonlinear
McKean equation . In particular, the related sequence of hitting times

Tp = inf{m,_1 <t <Tst. X, € 9D}, forn>1, 10 =0, (1.3)

is well-defined ands the sum ) ,_ s<t L{x eop} acts over a countable set of times. The drift
coefficient B is the mapping from D x R? x L'(D x R?) to R? defined by

/]Rd b(v,u)y(x,v)dv

Blz,u;y] = /Rﬂ(x’v)dv

0 elsewhere,

if /]Rd y(xz,v)dv # 0, (1.4)

where b : R? x R — R% is a given bounded and continuous interaction kernel. As noticed in
Bossy, Jabir and Talay [5], formally the drift coefficient B[z, u; p¢] in (1.1)) is the function

(t,z,u) — E [b(Us,u) /Xy = 2],

and the system involves a conditional expectation in its drift term.

This present work is a first step in the analysis of the Lagrangian stochastic models involving
a prescribed behaviour of the velocity when the particle hits the boundary dD. The boundary
condition provides a representative example in the class of boundary conditions related
to the Probability Density Function (PDF) methods proposed by S.B. Pope for Computational
Fluid Dynamics applications (see Pope [15] and references therein). The PDF methods have
been developed for the simulation of turbulent flows. They are based on the Lagrangian stochas-
tic modelling of the fluid motion through a system of Stochastic Differential Equations (SDEs)
which describe the dynamics of a generic fluid-particle. These SDEs are nonlinear in the sense
of McKean and involve singular interaction kernels. We refer to [5] for a short survey on mathe-
matical issues related to the Lagrangian stochastic models and the well-posedness of when
D =R? (i.e. K=0).

For the Lagrangian modelling of near-wall turbulent flows, Dreeben and Pope [7] suggested
a reflection procedure of the velocities at the boundaries according to a prescribed boundary
layer model. Here we formalize those ideas and construct a first example of confined Lagrangian
models satisfying .

The paper is organized as follows. In Section 2, we state our main results on the well-
posedness of . We further show that the trace at the boundary ~(p) of the time-marginal
densities (p¢;t € (0,T7]) of the solution of satisfies the so-called specular boundary condition
(see below). This implies the mean no-permeability condition (1.2)). The rest of the paper
is devoted to the proofs. As a preliminary step, in Section [3] we construct a confined version of
the Brownian motion and its primitive (i.e. B = 0). In Section 4] we combine arguments from
Sznitman [I7], on the well-posedness of McKean nonlinear SDEs with reflection of Skorokhod
type, with the approach used in [5] to the proof of the well-posedness of . Section [5| is
devoted to the study of the trace v(p).

Notation

e For any point 2 € R%, we write z = (2, 2(9) where 2’ denotes the (d—1)*" first coordinates
and (@ denotes the d'" coordinate. The surface measure dop related to 9D is dop = dx’.



e Forallt>0,Q; = (0,t) x D x RY, %y = (0,t) x 9D x RY,

e We denote by D([0,7]; R?) the space of all R?-valued cadlag functions equipped with the
Skorokhod topology. For z € D(]0, T]; R?), Az, and z,— denotes respectively the jump and
the left-hand limit of 2z at time t.

e For any metric space F, we denote by M(FE) the set of probability measures equipped
with the weak topology.

e For any point (¢,2,v) € (0,4+00) x R? x RY, g4(t; z,v; ¢, i) denotes the transition density
of the d-dimensional Brownian motion’s primitive and its Brownian motion (z + vt +
fot Wsds, v + W), starting at (z,v). A straightforward computation leads to the explicit
expression:

‘ —z—tv)? —z—tv) - (u—v —vl?
gd(t;,z’V;m:(ﬁ) o)

(1.5)

2 Main results

From now on, we assume that the distribution ug of (Xo,Up) and the kernel b in (1.1 satisfy
the following hypotheses (H):

(H-i) The initial measure i has its support in D x R? and [}, pa (2] + |uf?) po(dz, du) < +oo.

(H-ii) b : R4 x R — R? is uniformly bounded and continuous.

2.1 On the well-posedness of (1.1
Let &£ be the sample space
€ :=C([0,7];D) x D([0, T]; RY) x D([0, T]; RY).

We equip £ with the Skorokhod topology, so that £ is a closed subset of D([0,T]; R3?) and
further it is a Polish space (see Jacod and Shiryaev [10]). We denote by (z, ut, kst € [0,T]) the
canonical process on &, and by (B;;t € [0,T]) the associated canonical filtration. The martingale
problem related to is then formulated as follows:

Definition 2.1. A probability measure P € M(E) is a solution to the martingale problem (MP) if
the following hold.

(i) P o (x0,u0, ko) ! = po ® &g, where &y denotes the Dirac mass at the origin on RY.
(i3) For all t € (0,T], Po (zy,u;)~! admits a positive Lebesgue density p;.
(ii) For all f € C}(R??), the process

f(xt; Ut — kt) - f(.’E[], UO) - A (us : vxf(x87 Us — ks)) ds
(2.1)

- /t |:(B [x& Us; ps] : vuf(m.ﬁus - ks)) + %Auf(x%us - ks) ds
0

is a continuous P-martingale w.r.t. (Bt € [0,T1).



(iv) P-a.s., the set {t € [0,T] s.t. xﬁd) = 0} is at most countable, and

= -2 Z — - np(zs))np(zs) Lz, copy, ¥Vt €[0,T].

0<s<t

Theorem 2.2. Assume (H). Then there exists a unique solution to the martingale problem
(MP).

Under the solution P of (MP), one may observe that the canonical process (x¢,ut, ki;t €

[0,T7]) satisfies (1.1).

Section M]is devoted to the proof of Theorem As in [5], the existence of a solution is based
on a classical particle approximation method of a smoothed problem, here in the framework of
the Skorokhod topology.

2.2 On the mean no-permeability condition

First, we prove the regularity of the time-marginal densities (p;;t € (0,7]) of the solution to
(MP), and the existence of the trace y(p) at the boundary 7. We give some related integrability
properties.

Theorem 2.3. Assume (H). Let P be the solution to (MP).

(a) The time-marginal densities (p;) of P are Hélder-continuous: for x,xq € D, there exist
some positive constants 3, a, aq and C such that for a.e. 0 <ty <t <T, u € RY,

@ 0) — prlao )] < C (G5 °(1V (% — 8)) 2 — o
(b) The function v(p) defined on Lp by

Y(p)(t, z,u) = 51—i>%1+ pi((2',8),u), for a.e. (t,z,u) € Xy (2.2)

satisfies, for all bounded measurable functions f on X,

Ep Z (f(Tn7xTn7 Ur, ) — f(Tn7ITn7u7-,;)) ]l{Tn <T}
neN (23)
== [ (e no(@) 1 (o). (.00 5 (0, 0). s o'
X
(¢) The following properties hold for the trace function v(p):
/ |(u-np(x))|v(p)(t, z,u) du < +00, dt ® dop-a.e. on (0,T) x ID, (2.4a)
R
/ v(p)(t, z,u) du > 0, dt @ dop-a.e. on (0,T) x ID. (2.4b)
R4

In view of Theorem [2.3] the conditional expectation of the normal velocity component can
be explicited as

/Rd (u-np(2))y(p)(t; z, u)du
/ ’Y(P) (t, Z, u)du
R

[(Ut np(x /X —x] =

I



for dt ® dop-a.e (t,z) in (0,T") x 0D.

We show that v(p) satisfies the so-called specular boundary condition arising in the kinetic
theory of gases (see, e.g., Cercignani [6]). The boundary condition (|1.2)) is then established with
the following.

Corollary 2.4. The trace function y(p) defined in satisfies the specular boundary condition:

v(p)(t, x,u) = v(p)(t,z,u — 2(u - np(z))np(x)), dt ® dop ® du-a.e. on L. (2.5)
Moreover, for a.e. (t,x) in (0,T) x 0D,

| e no@)io)t,a,udu =0, (2.
and the mean no-permeability condition 18 fulfilled.
Proof. In (2.3)), choosing f of the form
f(s,z,u) = ¢(s,z,u) + ¢(s,z,u — 2(u - np(x))np(x)),

we observe that f(7y, 2r,,ur,) = f(7n, 2r,,u, - ), P-a.s and

/2 (u-np(x)) (P(s,z,u) + ¢(s,z,u— 2(u-np(x))))v(p)(s,z,u) ds dop(x)du = 0.

Define 1(x;-) : R — R? as
Y(x;u) =u—2(u-np(x))np(x).

Since, for all 2 € 9D, +(x;-) is a continuously differentiable involutary function on R? and since
its Jacobian determinant is equal to —1, the change of variable u +— t(xz;u) gives

/2 (- np(@)) (V(p) (s, 2 ) = ¥(p) (5, 2,1 — 2(u - np())) B(s, 2, u) ds dop()du = 0,

for any bounded measurable function ¢ on X7, from which we obtain (2.5). Moreover we have

L, (weno@) 1)tz du = [ (u-no@))3(0) e, 2,0

_ /R (@t @) (o) 1, w) e,

and (2.6)) follows by noticing that (¢ (x;u) - np(z)) = —(u - np(x)). O
Theorem [2.3]is proved in Section

3 Preliminaries: the confined Langenvin process

Throughout this section, we assume (H-i). We consider the confined equation (1.1)) in the case
where b = 0, namely

t
X, = X, +/ U,ds,
0

d
Uy=U+Wi+ Y. 2US(_)nD(Xs)]l{X(d) _
0<s<t S
with (X’,U’) denoting the (d — 1)* first components of (X,U) and (X U@) denoting the
d™ component.

In this section, we show the existence in law and the pathwise uniqueness of the reflected
process satisfying (3.1 (Proposition|3.1). Further, we provide some estimates on the semi-group

related to the solution to (3.1) (Proposition [3.3).

(3.1)
V>0,
0}



3.1 Well-posedness of Equation (3.1)

In equation (3.1)), (U’, X’) is a (d—1)-dimensional Brownian motion and its associated primitive.
Thus, we only need to consider the d' equation of a one-dimensional Brownian motion primitive
reflected in RT as

t
xe = x4 / Utds,
0
3.2)
_ @ (
Uf =Up” + Wi =2 ) Uilgye gy, V20,
0<s<t
On a given filtered probability space (Q,F,(F;t > 0),Q), endowing a one dimensional
standard F;-Brownian motion W/ and such that (Xo,Up) is a r.v. with law Q((Xo,Up) €
dy dv) = po(dy, dv), we consider the free Langevin system (X/, Uf) satisfying

t
th:Xéd)—i-/ U{ ds,
0

vl =ul®+w/, ve>o

(3.3)

We consider also the family of probability measures {Qy v }(yv)er2 on (2, F), defined by

Quu(4) = Q (4/ (X T) = (,v)) , YA € F.

As mentioned by Bertoin [3], it is straightforward to check that |X/| describes the reflected
Langevin process in the half line, in the sense that a particle arriving at 0 with velocity v < 0
bounces back with velocity v > 0. Here, we also need to explicit the construction of U¢ in
terms of the free Langevin process. McKean [14] has shown that if (y,v) # (0,0) then, Qy .-
almost surely, the paths ¢ — (th, Utf) never cross (0,0). Thus, under the assumption (H-i), the
sequence of passage times

7l = inf{t > 7'7{_1 s.t. X =0}, forn>1, Tof =0, (3.4)

is well-defined. The law of the passage times is explicited by Lachal [12, Corollary 3|: for all
n>1,and (y,v) € R x R with y # 0,

+00
Qy v f € dt (/ / o 3/2\[ exp(— )h(t — 8;Y,0, 2)
oo [QCosh(m —1] 22
X (/0 751nh( 5 > (2 Coshg%))n ry/2< )d7> dz d3> dt,

where h(t;y,v,z) = %exp{—%2 - 6% - M}cosh(%z(?jy + tv)) and Kjy denotes the

modified Bessel function. Since K, /5(z) is nonnegative for z > 0, (3.5)) gives that for all t5 > 0,

(3.5)

1 1
Qyu ({gt)gFQw(quto)gW,Vnzl. (3.6)

Therefore, Qy. <7}J: < to) tends to 0 as n grows to infinity, and the sequence {T,{ }nen grows to

infinity. Defining the sign function as

{ 1if 2 >0,
sgn(x) =

—1 elsewhere,

the right-hand limit process ¢ +— Sf sgn(X; ! )+ is well defined.



Proposition 3.1. Assume (H-i). On the filtered probability space (2, F,(F;t > 0),Q), there
exists a one dimensional standard Fi-Brownian motion W€ such that

(X7 = |X{|,us =U/S[;0<t <) (3.7)

is solution to (3.2). In particular, |Uf| = |Uy + Wtf|, and the paths t — =23, US T xe_qy
are positive and non-decreasing. The sequence of hitting times

T = inf{t > 7,1 s.t. X7 =0}, forn>1, 10=0, (3.8)
is well-defined and grows to infinity. The pathwise uniqueness holds for the solution of ,

Proof. We consider the cadlag Fi-adapted process U¢ and its primitive X¢:

t
X =x{ +/ Ucds,
0
ur=Uls!, vi>o.

Since S7 is a purely jump process, by the integration by parts formula,

Uf = Ul S{ = Ug + /Sf duf + > UlAS] vi>o.

0<s<t

By Lévy’s characterization, (Wf := fot sz, dUSf7 t > 0) is a standard F-Brownian motion. More-
over, if U/ > 0 then S/ = —1 and AS/ = 2, while it U/ < 0, S/ =1 and AS] = -
Then,

Y UIASI =2 Uil g

0<s<t 0<s<t

The set {t > 0 s.t. th = 0} being countable, we may replace Stf by sgn(th) in the dynamics
of | X/|. Then,

t t
thf\ZngH/ sgn(X) Ug’dSZngH/ Utds.

Then Q-a.s., X¢ = |X7|, and {7, }nen = {Tn }nen. Consequently, (X¢, U°) satisfies

The uniqueness result is a consequence of (H-i). Consider (X, U), another solutlon to
defined on the same probability space, endowing the same Brownian motion. Since Xo > 0
we can define the first i passage time at zero T of X and we observe that 7, = T due to the
continuity of X¢ and X. Tt follows that UTC A = UTl/\T17 so that (X¢,U°) and (X U) are equal

up to 71. By induction, one checks that this assertion holds true up to 7, for all n € N. As 7,
tends to +oo Q-a.s., (X4 U) and (X,U) are equal on R*. O

Remark 3.2. The explicit construction in Proposition[3.1 has a straightforward extension for the
Langevin process with drift: for any R%-valued bounded measurable function on Qr, B(t,z,u) =
(ﬂ’,ﬂ(d))(t, x,u), from the unique weak R?**-valued solution of

t
}/t :X0+/ ‘/st,
° (3.9)
- U0+/ B(s, Yo, Va)ds + Wa, ¥ ¢ € [0,T],
0

7



with B(t, z,u) := (8, sgn(z' BN (¢, (', |2 D)), (W, sgn(zD)u'D)), one deduces that
(Uit € 0, 7)) = (O, 1Y), (V] san () Vst € [0,7))

is the weak solution in D x R? to

t
Xy = X —I—/ lesds,
0

t
Uy = Uy —|—/ ﬂ(S,XS,US)dS + W — Z 2 (Z/{S_ . nD(X,;)) nD(Xs)]l{XseaD}v Vite [O,T].
0

0<s<t

3.2 On the semi-group of the confined Langevin process

Following the approach of Yamada and Watanabe (see, e.g., Karatzas and Schreve [I1]), the
pathwise uniqueness of the solution to implies its uniqueness in law. According to Ethier
and Kurtz [8], the uniqueness in law yields to the strong Markov property for the process (X, U)
solution of (3.1)), and it is straightforward to compute the density I'(¢; y, v; z, u) of (X, Uy) under
the probability measure Q,,, for (y,v) € D x R%. For any z = (2/,2¥) € R x [0, +00),
w=(u,u?)eR? y=(y,y?) € R x (0,400) and v = (v/,v(¥) € RY, we have

T(t;y,v;2,u) = ga1 (9,02, 0))go (4 y @D, 0@ 2@ 4 D)) (3.10)

where gq_1(t;y/,v'; o', ') is the density law of the (d — 1)-dimensional Brownian motion and its
primitive starting from (y’,v’), explicited in , and ¢¢(t; 5D, v(@; (@ (D) is the transition
density of the confined d™® component (X¢,U¢) satisfying .

In view of (3.7), we get that for all f € C(RT x R),

EQy(d)yv(d) [f(XE, Uf)]

_ Iforrf f f

=B, @ [f (Xt Ui ) H{th>0ﬂ +EBo ) @ [f <_Xt Ui ) ﬂ{x{<o}} ’
as {th =0} is Q. v(d)—negligible. Therefore,

g (t y Ca )*gl(t y Ca ) +gl(t7 y(d)av(d);_<7_y)a (311)

for all t > 0, a.e. (¢,v) in [0,+00) x R and (y(d),v(d)) € (0, +00) x R.
Let us define the semi-group (S¢;t > 0) associated to the transition T by

Si(NM0) = Eo,, (XU = [ T(tpvinfeadede. (312
DxR
For ¢ € N*| let A, be the second order differential operator defined on C*?(RY x R?) by

A(F)r0) = (0 Yy fl,0) + 3 D0f(3,0).
Proposition 3.3. (i) For allt >0 and f € Cc(D x R%), the function Gy defined by
Grp(5,9,0) = Ses(H)(v), for (s,9,v) € [0,1) x D xR, (3.13)
1s a classical solution to the following Cauchy problem:

0sGr.p + Ag(Grp) =0, in [0,t) x D x RY,

Gr.1(s,y,v) = Gu (s,y,0 = 2(v - np(y))np(y)), in [0,) x 9D x R, (3.14)
im Gy y(s,y,v) = f(y,v), in D x R%

s—t—



(ii) There exists a constant C > 0 such that, for all t >0,

sup / |V I(t;y, v; 2, u)| doe du < g (3.15)
(y,v)ED xR J DxR? \/E

Proof. Let us observe that for all fixed (x,u) € R?, (¢,y,v) — g1(t;y,v; x,u) is the fundamental
solution of the differential operator d; — A;. Hence (¢,5®, v(®) = g¢(t; @D v(@D; (D) () in
satisfies (0; — A1)g¢(t; ¥ D, v(@; 2@ (D) = 0. Then I is a smooth fundamental solution
of the differential operator 0; — Ay. Slnce f is bounded, one deduces that G € C1 L2([0,1) x
D x R?). The Dominated Convergence Theorem and the right-continuity of ¢ — (Xt, U) give
that

lim Gy f(s,y,v) = lim Eq, , [f(Xi—s, Ui—s)] = f(y,v).

s—t— s—t~
Owing to the smoothness of y@ g¢(t; Y@ (@) 5 (d) u(d)), one also has

lim Gy y(s,y,v) = / flx,u)ga1(t —s;y 052" u) g (t — s; 0, v(@: 24, u(d))daz du.
DxR4

y(@ 0+

Hence, for all t > 0 and (s,y,v) € [0,1) x D x R,
Gy, r(s,y,v) = / flx,u)ga1(t — 839,052 u')ge(t — s;0, v @ (@) u(d))daz du. (3.16)
DxR4

In view of 1) and 1} one observes that g1 (t;0,v(®; —z(®, —(D) = g, (t; 0, —v(@D; (@ (D)
and
gc(ta 07 v(d) ; x(d) ) u(d)) =0 (ta 07 v(d) ; x(d) ) u(d)) + a9 (ta 07 _v(d); x(d)a u(d))
- gc(tv 07 _U(d); x(d)’ u(d))
Coming back to (3.16)), we deduce that G; ¢ satisfies the specular boundary condition in (3.14])).
’f

The estimate (3.15]) is obtained by a straightforward computation on the explicit expression
of V,I'(t;y,v;x,u) in terms of d,g1 in (1.5]). O

4 Proof of Theorem

In this section, the hypotheses (H)are implicitly assumed in all the stated propositions and
lemmas.

We construct a solution to the martingale problem (MP) by means of the convergence of a
smoothed and confined interacting particle system {(X®&V, UbeV, Ki’E’N)}i:LW,N defined by

(

¢
i€, N i €, N
X :X(’)4—/U§6 ds,
0

LN N b U],E,N U;,e,N)¢E(X§,e,N o Xg,e,N)
Ut o UO / z &,N 7,6,
(¢6( - Xs ) + 6)
K;,G,N — 9 Z (UZfN Xz € N)) np(X;"e’N)Il{

\ 0<s<t

ds + Wi + K7, (4.1)

1=1,...,N,

XN e oD}

where {(X§, Ut, W%)};>1 are independent copies of (Xo,Uy, W) on a given probability space
(Q,F,(Fi;t > 0),Q). The sequence {¢ e > 0} is a family of mollifiers defined by ¢¢(x) :=
e d¢(L), for some ¢ € C}(D) such that ¢ > 0 and [pq ¢(x)dz = 1. For i = 1,..., N, the

9



processes (XN UheN K46N) are valued in €. The existence and uniqueness in law for the
linear equation derives from the Girsanov theorem and Proposition .

For a fixed € > 0, when N — 400, the particle system is aimed to propagate the chaos
with a limit law given by the unique solution P¢ of the following martingale problem.

Definition 4.1. A probability measure P € M(E) is a solution to the martingale problem
(MP.) if the following hold.

(i) P€ o (2o, uo, ko) ™" = po © do.
(ii) For all t € (0,T), P€o (x4, us) "' admits a Lebesgue density pf.
(iii) For all f € C2(R?), the process

t
f(:vt,ut—kt)—f(:ﬂo,uo)—/o (s - Vo f(xs,us — ks)) ds

. ) (4.2)
- / |:(B€{l's, Us;/)i] ) vuf(xa‘a Us — ks)) =+ iAuf(xSaus - ks) ds
0
is a continuous P-martingale w.r.t. (Bt € [0,T)).
(iv) P¢-a.s., the set {t € [0,T] s.t. :cgd) = 0} is at most countable, and
ky = —2 Z (us* ’ nD(xs))nD(xs)n{xseaD}7 Vite [07T]
0<s<t
The kernel B, in (4.2)) is defined for (z,u,v) € D x R? x L1(D x R%), by

| pewsde -yt e)dyde

Be[xu Uy ’Y] = “BXR (43)

/ belz — y)y(y, v)dydv + e
DxRd

We extend the definition of the kernel B[z, u;m] for a probability measure m € M(D x R%),
replacing v (y, v)dy dv for m(dy, dv) in (4.3]). Note that B, is a mollified version of the kernel B
defined in (1.4). Theorem is a consequence of the following proposition.

N
1
1t _EvN —_ . . . ) y_
Proposition 4.2. Let p~" : N g 1 5{X“€’N, U“’N,K”E’N} be the empirical measure associ
1=

ated to . Then,

(i) for all € > 0, the sequence (i, N > 1) converges weakly to the unique solution P¢ of the
martingale problem (MP,);

(ii) when € tends to 0, P¢ converges to the unique solution of the martingale problem (MP).

As shown in Sznitman [I8], (i) ensures that the sequence of joint laws (P“", N > 1) of the
particles {X#&N UbeN KH6N 1 < < N} is Pé-chaotic: for all integers k > 2 and all finite
families (17,1 <1 < k) of functions in Cy(C(]0, T]; R??)),

k
PN @ @1 ) — TJ{® ), when N — oo,
=1

The proof of Proposition is organized as follows. First, the uniqueness results for the
martingale problems (MP) and (MP.) are stated in Proposition Second we prove (i) in
Section [4.2] Finally, we show the convergence result (i) with Proposition £.10] The proofs
adapt the convergence techniques for martingale problems, from the free McKean Lagrangian
case in [5] to the present case of a confined McKean Lagrangian diffusion with jumps.
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4.1 Uniqueness results for the martingale problems (MP) and(MP,)

Owing to the boundedness of b, it is enough to prove uniqueness results for the time-marginals
(pt;t € (0,T)) and (p§;t € (0,T]) related to (MP) and (MP,) respectively. We identify the mild
equations solved by the time-marginals, and prove uniqueness results by adapting the step-proofs
of [5].

Consider (S;;t € (0,T]), the adjoint of (Si;t € (0,7]) in (3.12), defined by

5?(#)(x’U)==‘[;XRdI%t;y,v;x,U)u(dy,dv)- (4.4)

In view of (3.10), for all ¢ € (0,77, S; is a linear operator from M(D x R%) to L'(D x R%). In
addition, we define the operator (S};t € (0,7]) by

S = [ (Vg f.0) dyd. (15

According to (3.15)), for any ¢ > 0, S;_. defines a linear mapping from L°((0,¢); L*(D x R%; R?))
to L'(Q;) such that for all v € L>°((0,t); L' (D x R% R%)),

¢
C
S (v(s)(y, v dsdydvg/ —||7(s)|lz2 ayds. 4.6
| 18t-0) ) [ =IOl (4.)
Proposition 4.3. (i) The time-marginals (pi;t € (0, 7)) and (p§;t € (0,T)) of P and P, so-

lutions to the martingale problem (MP) and(MP,) respectively, satisfy the following mild
equations in L' (D x R?):

VEEO.T) g = Si)+ [ Sipn()BLpDs (4.7)
WE@T&@Z%M@+A$ﬂ%U&h@M& (48)

(ii) The mild equations and ({4.8) have at most one solution.

Proof. We prove only (i), the proof of (ii) being a straightforward replication of the proof of
Lemma 4.5 in [5].

For a fixed t € (0,T] and f € C. (D x R?), let Gy s be the classical solution of defined
in (3.13). As mentioned above, for P solving (MP), (z,u, k) satisfies (L.1). Therefore,

t
Ep [Gy 7 (t, 24, up)] =Ep [Gy, (0, 20, u0)] +/ Ep [(B [z, ug; ps] - VuGy r(s, s, us))] ds
0

4@4[wﬁamaﬂ@%%m}

+ EP Z (Gt,f(‘S’ Ts, US) - Gt,f(s7 L, Ug— )) ﬂ{mseap}

0<s<t

According to Proposition [3.3} (3), the equality above writes
/ f(z,u)pe(x, u)dr du :/ Gy, (0,2, u)po(dx, du)
DxRd DxRd

+ / (B [z, u; ps] - VuGy (s, x,u)) ps(z,u)ds dx du.

11



Noticing that [, pa I'(t;y, v; 2, u)dy dv = 1, we have

/ Gy, r(0, 2, u)po(de, du) = / Sy (po)(z,u) f(x,u) dx du,
DxRd DxRd

with S7(uo) € L' (D x R?). Similarly, owing to the estimate (4.6)), it holds that

/ (B [z, u; ps] - VuGr p(s,z,u)) ps(z, u)ds dx du = 0 f(x,u)S;_ (ps(-)B[; ps]) (x, u)ds dx du.

Thus we deduce that, for all t € (0,7] and f € C.(D x R%),

/Dde f(@u) (pt(x’“) =S¢ (po)(z,u) — /Ot Si—s(ps(-)B [ Ps])(x,U)ds> dx du = 0.

Due to Proposition [3.3} (i4), we extend the class of functions f above from C. to C, by means of
a density argument. Consequently, (p¢;t € (0,T]) satisty the mild equation (4.7).

In the case where the drift coefficient is B, duplicating the same arguments, it is straight-
forward to establish (4.8]). O

4.2 Existence result for (MP,)

In this section, we restrict ourselves to the case d = 1 and D = (0, +00), the proof can be readily
extended to the case D = R x (0, +00). When d = 1, the particle system (4.1) writes

t
N _ i :
xiN = i+ [ uietas
0

N
t Z b(Ug}e,N’ U§767N)¢6 (Xi’e’N . Xg’€’N)

ureN = ui +/ =l - ds + W} + KN, (4.9)
0 xueN _ xieN
Z ((be( S S ) + 6)
j=1
i767N — i767N . y
KN = —zoz;tUs gien_g i=1,...,N.
<s<

The proof of Proposition [£.2} (i) proceeds in two steps.

Step 1. We prove a tightness result for the sequence of probability measures {7V} ~>1 induced
by &Y on M(E), by using Aldous’s Tightness criterion.

Step 2. We check that all limit points of {WG’N}Nzl have full measure on the set of probability
measures satisfying the properties (i)—(iv) of (MP) in Definition [4.1]

We then deduce the existence of a probability measure P¢ solution to (MP,). The uniqueness
result in Proposition implies that all converging subsequences of {7V} y>1 tend to Ofpey-
It follows that the entire sequence {7V} N>1 converges to dypey, and enables us to conclude on

Proposition (1).

12



Step 1. Tightness result As shown in Sznitman [I8], the exchangeability of the particle sys-
tem 1) induces the equivalence between the tightness property of {7¢"} ~>1 and the tightness
of the sequence {Q o (X 1N ULeN gheNy=11 oo,

Lemma 4.4. {Q o (Xl,e,N) ULE:N’ KlzevN)_l}N21 18 tlght on £.

Proof. We apply the Aldous criterion to the system {XL“N, e, KI’E’N}Nzl. For the sake
of completeness, let us recall this criterion.

Theorem 4.5. (see, e.g., Billingsley [l].) Let {Y"}nen be a sequence of r.v. defined on a
probability space (0, F, P) and valued in D([0, T];R?). The sequence {P o (Y™)"1},cn is tight
on D([0, T);R?) if the following hold.

(C1) For allt >0, Po (Y")~! is tight on RY.

(C2) For all e > 0, n > 0, there ezist 5o > 0 and ng € N such that for all n > ngy and for all
discrete-valued o(Y!"; s € [0,T))-stopping times 3 such that 0 < 4 69 < T,

sup P (Y - Y| zm) <e
6€[0,00]

We check (C1). We easily get that

]SvupE@[le’ﬁ’ 1+ SHPE@[IKLG’NI]

(4.10)

< Eq (IXg] + U] + W) + (1 4+ T)supEg ( sup !U(}’E’NO + T[[b]| oo
N>1 0€[0,T]

Since b is bounded, we introduce the probability measure @ defined by d@ = Z%’e’Nd@, where
the F;-martingale (Z1 SNy e [0,T7) is given by

t t
ZpN = exp (— / DN AW} — / |DLeN|? ds) :
0 0

with (D}™: ¢ € [0,T]) defined by

Zj\/: b(Uj,e,N UtleN)qu( 1,e,N Xg',e,N)

DtlﬁJV: Z <¢e( 1€N_XJ€N)+€)

Girsanov’s Theorem implies that (th’e’N = Wi+ fg DN ds:t € [0,T)) is a Brownian motion
on (9, Fr,Q). Proposition ensures that

Qo (x1eN, UheN KLeN)™l = Qo (XU -2 Y Ul Tixe—o))

0<s<:

where (X¢ U°) is the solution of (3.2). By Cauchy-Schwartz’s inequality, we get that

supEqg[ sup |U1€N <bup\/E 16N Eq[ sup |U§|%]
N>1 N>1

6€[0,T] 0€[0.T] (4.11)

< exp(Tubuoo/mﬁ(E@UUa |+1),
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where the last inequality follows from and the fact that |Uf|? < 2|Up|* + 2]I/th|2 Q-a.s., for
a one-dimensional Brownian motion W/. Thank to (H-i), we deduce that the first moments in
and are uniformly bounded in N, and hence that (C1) is fulfilled.

Now we check (C2). For a given N > 2 let S beao (XLG’N, UheN, Kl’e’N)—stopping time
with discrete values. Then we observe that

0 C

)

50*0+ n

do
lim sup Q(‘X;_:BN—XIGN‘ >< lim —IE li

sup ‘UleN’
80—0% 5¢[0,60] So—0t 7

t€[0,T

for a constant C' > 0, which does not depend on N and e. For the jump component Kb6V,

using the change of probability dQ = Z%’E’N dQ, when 8+ 6 < T we have

€, € 1
(‘ Kyo' — Ky ’N( > n) < \/;exp (TIbl%/2) | Be || >, —2U-lixe_ g

B<s<B+6

According to Proposition , s+ —2U§_]1{Xc =0} is non-negative. Moreover,
S

sup Eg | ) —2U¢ Lyxe _ gy §ﬁ+2E@[sup U] | < +oo.

5€[0,50] B<s<Bis te[0,7]

Owing to the right continuity of t +— » ., —2U{ 1 ;xc—qy, and by the Dominated Convergence
Theorem, one immediately gets that

dim Bg |y 208 Lyxe gy | =0,
’ B<s<p+o

Consequently, supsepo,s,] Q ()K N —K“N‘ > 77) tends to 0 when &y goes to 0. For the

5+8
velocity component, notice that Q(|U51J:BN — Uﬁl <N > 3p) is bounded by

1 EN 1,e,N 1 1 1 1 5+4 1l,e,N

We already studied the first term. The boundedness of b provides that

5+
Eg H /ﬁ DN gs

and, since [ is discrete valued,

] < 8Bl

0 [|Wsis—Ws|] <Eq

sup \W§+t—wtl\] < 26.
te[0,7—46]

These estimates imply that

lim sup Q (’U“N _ U“’N’ > 377) —0,
50—0% 5¢[0,50] o+h p

which ends the proof. O
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Step 2. Identification of limit points.  Let %% denote the limit of a converging subsequence
of {WE’N } N> that we still index by N for simplicity. Below, we show that all elements of the
support of 74 satisfy (MP,)-(i) to (MP.)-(iv). First, since (X, U}) are i.i.d. with law puo,
(MP,)-(i) is clearly satisfied, for 79*-a.e. m € M (£). Next we prove

Lemma 4.6. For 79 -almost all m € M(E), m((zo,uo) € dzdu) = po(dz, du) and

t
Ty = T —I—/ Uusds,
0

t

4.12

ut:uo—l—/ B |zs, us;ms| ds + wy + ki, ( )
0

my is the law of (zy,uy) under m, for all t € [0, T,
where (wy;t € [0,T)) is a Wiener process.

Proof. We preliminary check that 7 has full measure on the set of all m € M(E) such that
the process t — (x4, us — k) is m-a.s. continuous. Since C([0,T]; R?) is closed for the Skorokhod
topology, the set

D ={(z,u,k) € € s.t. t — (xy,us — k) is continuous}

is closed in €. Applying twice the Portemanteau Theorem (see, e.g., Billingsley [4]), we get first
that
m (D) > limsupmy, (D),

n—+oo
for all sequences m,, of M(E) converging weakly to m. Thus {m € M(E) s.t. m(D) =1} is a
closed subset of M(E). And next

600 ({m € ,/\/l(é‘) s.t. m(D) = 1}) > NI_IH_IOOQ (ﬂe’N(D) _ 1) ]

Since Q-a.s., i has full measure on D, we get our claim.
For f € C#(R?) and for m%-a.e. m € M(E), the process

t
o = ) = o)~ [ (00nf o= k) + 50~ k) ) ds
(4.13)

t
- / (Bs[x& us;ms}auf(x&us - ks)) ds
0
is m-a.s. continuous, and we prove now that it is a martingale. To this aim, for all 0 < ¢; <
oo <t; < s <t <T and all finite families of functions {t;}1<i<, in Cp(R?), we want to show

that
Ercoo [|Fop sttt (m)]] =0, (4.14)

where Fy, 4. t,.s¢ 1 M(E) — R is defined by

Byt g5, (M0)

q
=B | [ 0ioe wees k) (f (e, = ko) — flas, us — ks)
i1
t
—/ (Ueaxf(xe,ug — ko) + %@%f@eme - k@)) dQ)] (4.15)
q t
—E,, Hwi(xti,uti, k‘tl)/ B [xg,ug;mg| Ouf (e, us — ko) d9]
i1 s

=:E,, [‘I)tl,tQ,..‘,tq,s,t] +E, [‘Iftl,t2,...,tq,s,t(m)] .
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Let us quote a result from Graham and Méléard [9].

Lemma 4.7. Let w denote the canonical process in D([0, T]; RP). Let P € M(M(D([0,T]; RP))).
Then the set

={0€[0,T] s.t. P({m € M(D([0,T];RP)) s.t. m (|Awg| > 0) > 0}) > 0}

15 at most countable.

Fort; <--- <t;, <s <t <T, let us consider a bounded approximation <1>f17t2.

sestqySit of
D4y to,...,tg,s,¢> SUbstituting uy with ug A k in 1} namely

q t
(I)Z,tz,“- oSt " (I)tl7t27"' tnsit T H wi(xtiv Uty kti) / ((UG - K“) \% O) arf($9a Uy — kﬁ) do.
i=1 s

According to Lemma [4.7] there exists a countable set of times Dgeoo such that, for all 0 <
tp < - <ty <5 <t < T outside Dyeco, the mappings w +— @4 4y 1,5¢(w) and w —
Wi, to,..tq,s,t (M, w) are m-a.s. continuous on the sample space &, for 7°-a.e. m and m. Out-

. o . K : : K ;
side Dyecc, it is clear that w (btl,tg,'",tq,s,t is continuous, and so m — E,, |:(bt1,t2,"~,tq,s,t] is

continuous on M(E). We postpone the proof of the continuity of m — E,, [\I/tl,t%...’tq,&t(m)].
Then, by Fatou’s Lemma and the weak convergence of 74V, we get

Ereco [B (Pty b0, tgrst + Uty st gt (M)

4.16
<liminf Hm Eqow ‘Em (q)?l,tg,...,tq,s,t + ‘I’tl,tz,---,tq,s,t(m)) ‘ : (410
But,
N1—1>I-r‘rl()0 EQ )E'EF’N (¢?17t2)”' itq,s,t + \Ijtth’”' ’tq’s’t('L_LE’N)> )
q
3 7€7N .
SR YIRS | (ETN Y Y ZlEQ o 105
i=

Under Q, Ft17t27..,7tq757t(ﬁ€’N) writes
Al N N N ! j,e,N j,e,N €, N j
ZH (XN, UpoN KO / Buf (XN, UPN — KPMyawy.
: =1 S

Owing to the independence of the Brownian family {W/};cn- and the exchangeability of the
particle system, it holds that

Eq | (B tanntysa (@) ] < (¢ = 9)10uf1% Humu?

Consequently, EQHFtl,tQ’m,tq’s’lg(/JE’N)H tends to 0 when N goes to +o0o. Furthermore, using the
momentum estimate (4.11]), one obtains that

2
< lim —supEq

sup <
k=400 K N>1

0€(0,T]

sup

L
0€[0,T

lim 1 Eg ‘UI’N )
Jim lim Z
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Coming back to (4.16]), we get that for all 0 <¢; <--- <ty < s <t < T outside Dye.co,
Erece |Eim [y 0, tg,t + Wi o, t,56(m)] | = 0.

Any t; can be approximated with a decreasing sequence {t!};cy outside Dyec. Owing to the
right-continuity of (t1,t2,--- ,tg,5,t) = Fy 1y, t,,5¢(m) for allm € £, and Fatou’s Lemma,
holds true, and we conclude on our claim.

The continuity of m — E,, [‘Iftht%...,tq’s,t(m)] is obtained as a simple extension of the un-
confined situation treated in the proof of [5, Proposition 5.6]. For the sake of completeness,
we sketch the main steps of the proof: let {m"} be a sequence of probability measures on &
converging weakly toward m. We have to check that

lim ‘Emn [\I/t17t27...7tms7t(m")] - Em [\I/thtz,--',tq,s,t(m)” = 0. (417)

n—-+4oo

Outside Dyeco, the mapping w € & +— Wy, 4, . 4. s(M,w) is continuous for 79> -a.e. m € &.
Hence,

hm {Emn [\Ijtht27...7tq757t(m)] - Em [\Iltht%..,,tm&t(m)” = 0

n—-+00

To conclude it suffices to check that, for a.e. 6 € (0,7,

lim Em" |(B€[$95U0; mg] - B€[I’9,U9; me}) auf(‘reuu@ - k@)‘ =0.

n—-+o00

For 0 fixed, owing to the tightness of {my }, for all § > 0, there exists a compact Kg CRT*xRxR
such that m}(KJ) > 1—45. On the other hand, owing to the definition of the mollified conditional
drift B¢, we observe that, for all compact K,

lim sup  |(Be[x, u; mg| — Belz,uw; my]) Ouf(z,u — k)| = 0.
n—+00 (zyu,k)EK

This enables us to conclude on (4.17). O
We complete Step 2 by identifying (k¢; ¢ € [0,T]).
Lemma 4.8. For n%®-a.e. m € M(E), (x¢,us, ket € [0,T]) satisfies m-a.s.:
(a) For all jump times t € [0,T] of u, Auy = —2u;—.
(b) k is a non-decreasing function, and k; = fg ]l{xs =0} dks, ¥V t €10,T].
(c) The set {z: €[0,T] s.t. z = 0} is at most countable.

As a consequence of Lemma (ki;t € [0,77) in is a purely jump process, which
stands for the cumulative jump part of the velocity (u¢;t € [0,7]) on the null set of ¢ — xy;
namely k; = —2 EO<s§t ug-L 1, —oy for all . The existence of the time-marginal densities of m
follows by applying Girsanov’s Theorem. This ends Step 2.

Proof of Lemma[{.§ Let us introduce the set H which consists in all elements (z,u, k) of € such
that u and k satisfies the properties (a) and (b). We observe the following.

Lemma 4.9. Under the Skorokhod topology, H is a closed subset of £.
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We postpone the proof of this statement at the end of this section. With the observation
that 7Y (M(H)) = 1 for all N > 1, the Portemanteau Theorem gives

7% (M(H)) > limsup 7Y (M(H)) = 1.
—+00
(a:t,ut,k:t,t € [0,T]) satisfies (a) and (). To prove (c),
in is a B,-Brownian motion and b is bounded, we
]) given by

t 1 t
25 = exp (—/ B[z, us; ms]dws — 2/ ]Be[xs,us;ms]]2d3> .
0

By Girsanov Theorem, (wf := fo s, us;ms) ds +w,; t € [0,7T)) is a Wiener process under m,
and

Consequently, for 79*-a.e. m € M(E),
we fix m € M(H). Since (w,;;t € [0,T]) in
define m by dm = z5dm with (zf;t € [0,

t
T, =Ty + u.ds,

b /0 s (4.18)

By Assumption (H-i), x, > 0 m-a.s., and thus the first hitting time 71 at 0 is positive. In

particular, u__ < 0. Thus we can deﬁne 7o = inf{t > 7 s.t. &, = 0}, and according to (a)

and (b), we observe that k. —2u__. Repeating this argument, we prove that the sequence
1

{Tn;n € N} exists, and further that (x,u, k,w®) under m is a solution in law of (3.2). By

Proposition we conclude that 7,, grows to infinity, and thus that (¢) holds true. O

Proof of Lemma[{.9 Let {¢"™ = (2™, u",k");n € N} be a sequence in H, converging to ( =
(z,u,k) in €. According to the definition of the Skorokhod topology (see, e.g., Jacod and
Shiryaev [I10]), there exists a sequence of continuous increasing functions {\, }nen defined on
[0, T] such that for all n, \,(0) =0, \y(T) =T,

lim sup [A\,(t) —t|=0, lim sup |[("(A(t)) —((t)] =0,
n=+00 (0,71 noEefoT)

(4.19)
and for all ¢ € 0,77, lirJIrl |IAC" (An () — AC(H)| =
According to (4.19), Au and k are given by
Au(t) = lir}rl Au" (A (1) = — hr}rﬂ 2u" (A (t)7) = —2u(t™), Yt € [0,T],
KD~ bs) = Tm_ (K (h(t) ~ K" (M () 20, VO <s <t <T.
To conclude that (z,u, k) belongs to H, it remains to show that k(¢ fo Il{x O}dk(s), for
all t € [0,T]. Since > 0 on [0,T], we prove that fo s)dk(s) = 0. Let us check that
T T
im [ 2" (s)dk"(s) = / 2(s) di(s). (4.20)
n—+oo Jq 0
As fo (s)dk™(s) = 0 for all n € N, this will give our claim. Using the change of variable

s+ A 1(s), and since z and 2™ are continuous,

/OT x"(s)dk"(s) — /OT x(s) dk(s)

T
/0 (2™(A"(5)) = x(5)) d(k"™ © An)(s)] +

IN

T T
/0 x(s)d(k o)\n)(s)—/o x(s)dk(s)

IN

s |27 (An(8)) = 2@ [K*(T)] +

T T
/O 2(8)d(k™ 0 \y)(5) — /O 2(5)dk(s)|
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According to (4.19), maxc(o 7] [2"(An(t)) — 2(t)] tends to 0 as n tends to +oo, the measure
d(k™ o \y,) converges weakly to dk and (4.20) follows. O

4.3 Existence result for (MP)

Now we construct a solution to the martingale problem (MP). We only sketch the main steps,
which combine arguments in [5, Section 5] with those in Section

Proposition 4.10. The solution P€ to the martingale problem (MP.) converges to the solution
of the martingale problem (MP).

Proof. We mimic the proof of Lemma to check that P€ is tight on £. Let P¢ denote a
converging subsequence, and P its limit. Following the proof-steps of [B, Proposition 5.6, we
further verify that PP satisfies Conditions (i) and (i) of (MP). From (i), (iv) follows simply by
replicating the proof of Lemma [4.8§]

For the martingale property (i), replicating the main steps of the proof of Lemma [£.6] we
observe that (74) follows by proving that

n t
hm EPE [H wl(xtza uti) ktz) / (Be [:C@)uea pg] : vuf(x97u9 - k@)) d@]
i=1 s

e—0t

I

n t
Hwi('wtiautiakti) / (B [$9aU6§P9} : Vuf($97u9 - k@)) de
i=1 §

forall 0 <t; <---<t; <s<t<Toutside Dp:={0¢€[0,T] st. P(|Aug|+ |Akg|>0)}. As
outlined in [5], the above convergence can be proven by adapting some arguments from Stroock
and Varadhan [16], as long as we show that

lim limsup/ |ps(x 4+ h,u+0) — pi(z,u)|dedu=0, ¥te (0T (4.21)
hl,|6]=0 e—o+ JDxRE

Following the proof of [5, Lemma 5.9], (4.21]) is obtained with the mild equation (4.§) and the
property that

(y,v) — e Vo L(0;y,v;2 + h,u+0) — V,T(6; y,v; 2, u)| d du
X

is bounded and continuous for all # > 0, h € D and § € R? (this assertion is deduced from

Proposition (11)). O

5 Proof of Theorem 2.3

Let P be a solution to the martingale problem (MP) and let (p;; ¢t € (0,7]) be the related
time-marginal densities.

Proof of (a). According to Remark and since we have the uniqueness in law for the
solution of (3.9), for all 0 < tg <t < T, a.e. (v,u) € D x R4,

pt(l‘a U) = <ﬁt($v ’LL) + ﬁt((‘r,7 _x(d))’ (ula _u(d)))) ]]‘{:r(d)zo})
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where (p; t € (0,77]) are the time-marginal densities of the free Langevin process (3.9) with
drift § constructed from ((t,z,u) := Blx,u;pt]. Moreover, (pg; t € (0,7]) is solution to the
linear mild equation

i) = [ | aat =ty vie. )i (g, v)dydo
R
t o~
+/ /ﬂw(ﬂ(s,y, v) - Voga(t — s;y,v;2,u)) ps(y, v)dyduds.
to

Then, for all 0 < tg <t < T, a.e. u € RY, z,z9 € R*?,
|pi(z; u) — pe(xo, u)|

< / |9a(t — tos y, v;2,u) — ga(t — to;y, v; w0, u)| pro (y, v)dy dv
R2d (5.1)

t
Flbloe [ [ IVagalt = sz, 0) = Vogalt = si,vimn,u)| By, v)dy do ds.
to JR
The proof of the Holder-continuity is then based on the following regularity result on the kernel
9a-

Lemma 5.1. For p > 4d + 2, let h € LP(R?*?) and H € LP((0,T) x R*)). Then, for all
(z,20) € R*, and for all 0 < ty < t < T, it holds that

d+1

1_ 4d+1
/RM 9a(t — tos y, vs @, u) — ga(t — to;y, v o, w)| |h(y, v)| dy dv < clz —x0|3" 3 ||| LRy,
/( - Voga(t — s5y,v52,u) — Voga(t — sy, v; w0, )| [H(s,y,v)| dy dvds
to,t) xR

1_4d+2
<z —wol3 HHHLP((to,t)XRQd)-

The proof of Lemma is a straightforward consequence of Proposition 5.2 (using the step-
proof of Theorem 1.2) in Manfredini and Polidoro [13].

To apply Lemma m, we exhibit an LP estimate on pz, for t > 0: for the solution (P, Y,V W)
to (3.9), we consider P defined by dP = ZpdP with
2
d8> .

= [E5 [27' F(vi, W]| < C [Bs P W]

t N t
zi=ewp (= [[Gevavy a5 [ [y

Then for all bounded measurable functions F', and for all [ > 1,

~l

F(z,u)pe(x,u)dx du
R2d

for a constant C' > 0 depending only on ||b||s and . Moreover,

s (1Pl = [ </ gd<t;y,v;x,u>u0<dy,dv>) P2, u)|'d du,
R2d R2d

and for F € L'(R?*®), for (r,q) such that 1 + é = 1, we obtain that

l
F(x,u)pi(x,u)dz du
R2d

S ’

/ ga(t; y,v; -, ) o(dy, dv)
de

[ E'[| L1 (2ay-
Lr(RQd)
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Note that for all » > 1, for all t > 0 and (y,v) € R??, ||gq(t; y,v; -, M meay < O (r)t=2d01=1/7),

4d,
Choosing Ig = p/(1 — p) and | = 2, we get ||pt 1r@2e) < 20 1,
By Lemma, , for x,z9 € R??, and p > 4d + 2, there exists a constant C' > 0 such that, for
ae. 0<tyg<t<T,uecR?

pt(z,u) — pr(wo, )|

< C (le = 20375 Btall ooy + 1 = 301375 7] 2o(eg 1 xz20 )

2d 4d+1 —2d 1 4d+2 1
<cC top’a}—fl’()P B+ Ple —xo|3 30 (t—1to)P | .
Coming back to (5.1, (a) follows.

Proof of (b). One may observe that, for any f € C°(Qr),

/OT it uD~(p)(t, («,0),u) f(t, (2,0), u)dt da’ du
. : (5.2)

6—0t+

= lim / / uDp, (2, DY, u) f(t, (2, D), w)dt da’ du da'D.
s (0,T)xRd— 1><Rd

For a fixed 6 > 0, we set 35(y) := 1 — (¥ A1), a.e. differentiable on (0, 400). The Tté’s formula
induces

1 T
EIP’ Z (f(Tn7xTn7uTn) - f(TTL?xTn?uT;)) ]]'{Tn < T} - 5/ ]EIP’ [Ugi)]l{xgd@é}f(saiﬂs,us— ):| ds

neN

=Ep |:55(:‘C§ii))f(tv$T7uT) - ﬁg(l’ 0 l’o,Uo / /8(5 a I+ Aps(f)) (Sa $87us—)d8:| :

Recalling that the event [Jo<, ST{xgd) = 0} is P-negligible, we obtain that

611%1+ 6/ </ uDp(t, (&', D), ) f(t, x, u)dt da’ du) dz(?)
- 0,7) xRd—1 xR?

=Ep [Z (f(meTn,Urn) — f(Tn, &7y 0 )> ]]'{Tn <T}|-

neN

and coming back to (5.2)), for any f € C.(37),

L ™ (0000, 0,0)
X X
(5.3)

=Ep [Z (f(Tn,»’UTnaUTn) — f(Tn, s, 0 u,- )) ]l{Tn <T}

neN

To extend the relation above to any bounded measurable function f on X7, it suffices to show
-1

that the measure ) P o (Tn,mm,uﬁ?) is finite on the set {(¢t,z,u) € (0,T) x 9D x

R s.t. (u-np(z)) > 0}, namely:

Y P <T) < +o0, (5.4)
neN
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We proceed as in the proof of Lemma [4.8] by removing the drift term B thanks to the change of
probability measure dP = zpdP, with (24t € [0,7]) defined as

t 1 t
2t = exp (—/ (Blxs, us; ps| - dws) — 2/ |B[m5,us;p3]|2ds> .
0 0

With w defined similarly to w€ in (4.18)), (z,u, w) solves (3.1)) under P and the law of 7, is given

by (3.5). Then

Ep —E;

2
<C |Ep (Zﬂ{mm) ;

neN

Z;l Z Il{Tn <T}

neN

Z H{Tn <T}

neN
for some finite constant C' > 0. Since the sequence {7, },en is non-decreasing, we also get

(Zﬂ{fng:ﬁ}> <QZ<Z“{T <T}>H{Tn<T}<2Z”+1ﬂ{T <1}

neN neN

Using (3.6), one observes that

2
(Zn{Tn<T}> <2) (n+DP(r, <T) <2y gjll

neN neN neN

We deduce (5.4) and (b) follows.

Proof of (¢). According to (5.3)) and (5.4)), we immediately deduce that

[ DY) risy = sup / uDy(p)(t, (&', 0),0)f (¢, (2',0), w)dt da’ du < +oo,
feCe(Xr); Er
supcex. |f(¢)=1

and (2.4al) follows.

To prove (2.4b)), let us first observe that when b = 0, the result is obvious since
v(p)(t, (2',0),u) = / , C(t;y,v; (2/,0),u))uo(dy, dv) > 0,
DxR

with T'(¢;y,v; (2/,0),u)) given in (3.10). Next, for the case with drift, we observe that it suffices
to show that for all set A € B((0,T) x R?1) such that A has positive dt ® da’-finite measure,

/ v(p)(t, («',0),u)dt dz'du > 0.
Ax{0<(unp(2))}

Fix such a set A and fix some positive constant K. Since y(p)(t, z,u) is nonnegative,

1
/ Y(p)(t, (z',0),u)dt do'du > — (u-np(z)v(p)(t, (2',0),w)dt dz’du.
Ax{0< (unp(x))} K J ax{o<unp(2))<K}
According to (2.3), it follows that

~(p)(t, (2',0), u)dtdz'du > — ZIP’( Tl ) € A,0 < (u_— - np(as,)) < K) .
nEN

/Ax{o<<u~no<x>>}
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As P is absolutely continuous w.r.t. ﬁ’, we only need to check that

S P ((Tn,x’m,ugﬁ)) e Ax (0, K)) >0, VK > 0.

neN

Equivalently, for all K > 0, using ([2.3))

ZIF’ ((Tn,x'm) €A0< uﬁj’} < K)
neN

K
:/ </ / / uDT(t;y, v; (2, 0), (u'7u(d)))du(d)du'dx/> po(dy, dv).
DxRd A JRI=1 J0

The result follows, observing that T'(¢;y, v; (2,0), (v, u(®)) > 0.

6 Conclusion and perspectives

In this work, we have constructed a confined conditional McKean Lagrangian process ((X¢, Uy);t €
[0,T7]) satistying the mean no-permeability condition

E [(U, - np(x))/X, =] =0, for (t,z) € (0,T] x D.

This study is motivated by the application of Lagrangian stochastic models to the downscaling
problem in Computational Fluid Dynamic (CFD).

In [1],[2], the authors construct a PDF method applied to the downscaling problem in me-
teorology. The goal is to compute a finer scale wind prediction from a coarse one given in a
bounded domain D. To this aim, the authors propose a Lagrangian stochastic model for the
atmospheric flow description and construct a particle algorithm to solve this fine resolution.
This Lagrangian model is confined in D and must satisfy a Dirichlet condition of the type

E [Ut/Xt = x] = Veoarse(t, x), for (t,z) € (0,T) x 9D, (6.1)

where Vegarse 18 @ given velocity field. This application in CFD motivates at least two future
extensions of the present work: the case of a more general domain D, and the case of the non
homogeneous boundary condition (6.1).

References

[1] Frédéric Bernardin, Mireille Bossy, Claire Chauvin, Philippe Drobinski, Antoine Rousseau,
and Tamara Salameh. Stochastic downscaling method: application to wind refinement.
Stoch. Environ. Res Risk. Assess, 23(6):851-859, 2009.

[2] Frédéric Bernardin, Mireille Bossy, Claire Chauvin, Jean-Frangois Jabir, and Antoine
Rousseau. Stochastic Lagrangian method for downscaling problems in Computational Fluid
Dynamics. ESAIM: M2AN, 44(5):885-920, 2010.

[3] Jean Bertoin. Reflecting a Langevin process at an absorbing boundary. Ann. Probab.,
35(6):2021-2037, 2007.

[4] Patrick Billingsley. Convergence of probability measures. Wiley Series in Probability and
Statistics: Probability and Statistics. John Wiley & Sons Inc., New York, second edition,
1999. A Wiley-Interscience Publication.

23



5]

[6]

7]

8]

9]

[10]

[11]

[12]

Mireille Bossy, Jean-Francois Jabir, and Denis Talay. On conditional McKean Lagrangian
stochastic models. Probab. Theory Relat. Fields, Published online May, 26 2010.

Carlo Cercignani. The Boltzmann equation and its applications, volume 67 of Applied Math-
ematical Sciences. Springer-Verlag, New York, 1988.

Thomas D. Dreeben and Stephen B. Pope. Wall-function treatment in pdf methods for
turbulent flows. Phys. Fluids, 9(9):2692-2703, 1997.

Stewart N. Ethier and Thomas G. Kurtz. Markov processes: Characterization and conver-
gence. Wiley Series in Probability and Mathematical Statistics: Probability and Mathe-
matical Statistics. John Wiley & Sons Inc., New York, 1986.

Carl Graham and Sylvie Méléard. Stochastic particle approximations for generalized Boltz-
mann models and convergence estimates. Ann. Probab., 25(1):115-132, 1997.

Jean Jacod and Albert N. Shiryaev. Limit theorems for stochastic processes, volume 288 of
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences/. Springer-Verlag, Berlin, 1987.

Ioannis Karatzas and Steven E. Shreve. Brownian motion and stochastic calculus, volume
113 of Graduate Texts in Mathematics. Springer-Verlag, New York, 1988.

Aimé Lachal. Les temps de passage successifs de I'intégrale du mouvement brownien. Ann.
Inst. H. Poincaré Probab. Statist., 33(1):1-36, 1997.

Maria Manfredini and Sergio Polidoro. Interior regularity for weak solutions of ultra-
parabolic equations in divergence form with discontinuous coefficients. Boll. Unione Mat.
Ital. Sez. B Artic. Ric. Mat. (8), 1(3):651-675, 1998.

H. P. McKean, Jr. A winding problem for a resonator driven by a white noise. J. Math.
Kyoto Univ., 2:227-235, 1963.

Stephen B. Pope. Turbulent flows. Cambridge University Press, Cambridge, 2000.

Daniel W. Stroock and S. R. Srinivasa Varadhan. Multidimensional diffusion processes,
volume 233 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles
of Mathematical Sciences]. Springer-Verlag, Berlin, 1979.

Alain-Sol Sznitman. Nonlinear reflecting diffusion process, and the propagation of chaos
and fluctuations associated. J. Funct. Anal., 56(3):311-336, 1984.

Alain-Sol Sznitman. Topics in propagation of chaos. In Ecole d’Eté de Probabilités de
Saint-Flour XIX—1989, volume 1464 of Lecture Notes in Math., pages 165-251. Springer,
Berlin, 1991.

24



	Introduction
	Main results
	On the well-posedness of (1.1)
	On the mean no-permeability condition

	Preliminaries: the confined Langenvin process
	Well-posedness of Equation (3.1)
	On the semi-group of the confined Langevin process

	Proof of Theorem 2.2
	Uniqueness results for the martingale problems Metapostand(MP)
	Existence result for (MP)
	Existence result for Metapost

	Proof of Theorem 2.3
	Conclusion and perspectives

