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1 Introduction

1.1 Context and Motivation

Since the last decade, computing systems turn to large scale parallel plat-

forms composed of thousands of processors. Many actual applications run

on such systems for long duration, up to several days or weeks. Recently,

statistic studies about failures on high performance computing platforms

emphasize that the mean time between failures may not exceed few hours

[1]. Thus, it is necessary to develop efficient strategies providing a safe and

reliable completion of applications. This may be achieved through redun-

dancy [6] or by storing intermediate computation states on reliable external

devices [3]. Saved states are then used to restart computations from the

last checkpoint. This last approach called checkpointing is one of the most

popular fault tolerance technique in parallel systems.

1.2 Brief review of related works

Young proposed a first order approximation to determine the optimal inter-

val between checkpoints that minimizes the expected lost time before failure
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[9]. This result was established considering that checkpoints are periodically

scheduled and failures arrivals follow a Poisson’s process. Daly [2] extended

Young’s result and proposed a higher order approximation under the same

hypothesis. Ling et al. [8] introduced a new variational technique that gives

a first order approximation of the checkpoint frequency for minimizing the

expected lost time before a failure. This method is based on the first or-

der truncation of the Taylor expansion of the failure distribution under the

hypothesis that checkpoints do not alterate the probability of failure of the

application. Recently, Dohi et al. described in [5] a numerical algorithm

using the Brender’s classical fixed-point theorem considering a distribution

with increasing failure rate property. Hence, the proposed algorithm con-

verges to a near optimal solution. Toueg et al. [7] provided a dynamic

programming technique aiming at minimizing the expected completion time

considering any failure law. Unfortunately, this model expresses only an

upper bound for the expected completion time.

Notice that all these previous works except the last one consider that the

checkpoint cost is constant. They provide different approximation solutions

for determining the intervals between checkpoints under some restricted as-

sumptions: infinite execution time, preemption, limited failure laws. More-

over, most of the proposed algorithms do not provide any guarantee on the

time needed to reach a good solution.

1.3 Contributions

We consider a parallel system where users submit sequential jobs. Each node

in this machine goes down after a random duration. Jobs are scheduled on

nodes with a given predefined scheduling policy. Then, checkpointing is used

to minimize the lost work due to the crash of nodes. Hence, a job is consid-
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ered as saved if a checkpoint is successfully completed after its execution.

However, a blind checkpoint can lead to an expensive overhead, while low

frequency of checkpoints can lead to a huge amount of lost computation due

to failures. We consider the expected wasted time as a suitable measure for

dependability. We provide an optimal scheduling policy for checkpoints that

minimizes this objective.

The checkpoint scheduling problem is usually formulated as a complex

non-linear optimization based on a continuous objective function with un-

known number of optimization variables. Unfortunately most of the time,

such formulations lead to intractable problems. The main contribution of

our work is to propose a new formulation for the checkpoint scheduling prob-

lem of pre-allocated jobs with arbitrary length. This formulation aims at

minimizing the wasted time considering the variability on the checkpoint

costs and the time to detect failures. To our knowledge such a generic for-

mulation does not exist. We provide optimal algorithms for any failure laws

and for arbitrary checkpoint costs.

2 Formulation of the problem

2.1 Model

We consider a computing platform composed of a collection of identical

processors. After a failure, all the computation results since the last check-

point are lost. Failures on different nodes are supposed to be identically

distributed and without propagation. The random duration until failure is

usually described by a general distribution failure law denoted by F (t) and

the corresponding density f(t) with a finite mean. The failures are sup-

posed to be transient (i.e. as soon as the failure is detected, the processor

3



can restart the computation) and their durations depend on the detection

policy.

Sequential jobs are submitted to the different processors with a given

pre-allocation policy. For a given processor, n jobs of length pj are allocated

in a predefined execution order. It is worth to notice that as jobs are in-

dependent, an optimal strategy for one processor leads to a global optimal

strategy for whole computing platform. Without loss of generality, the jobs

are indexed by their execution order.

We focus on the minimization of the wasted time. It is considered as

the accumulation of three terms that are described below (see Figure 1).

First, the lost computation time denoted by L is the lost time since the last

checkpoint until the actual failure time. We introduce the re-execution ra-

tio α as a speed-up ratio for the lost computations before the failure. This

may be useful in some domain, for instance in transactional databases, the

jobs correspond to transactions where the time needed to re-execute the lost

transactions due to failure is usually less than the actual running time of

the job (0 < α ≤ 1). Second, the transitory failure time denoted by T is

the elapsed time from the actual failure time until the time of the failure

detection. Upon a failure, a reparation or job migration is possible to fix the

problem as soon as the failure is detected. We consider here that a detection

mechanism is included into the checkpoints. More precisely, if the proces-

sor does not write its checkpoint on the stable storage at the checkpoint

scheduled time, this processor is considered as failed. The proposed model

can be used even when time to detect a failure is negligible by introducing

a boolean parameter β (β = 0 when the failure detection is ignored). It

is interesting to notice that to our knowledge there exists no related works

taking into account the time needed to detect failures. Third, the cumu-
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lative checkpoint overhead (denoted by σ) is the accumulation of the time

spent in checkpoints phases before the failure. As a summary the expected

wasted time denoted by W is expressed as: W = αL+ βT + σ.

Checkpoint overhead

L T

Failure

1 2 3

Time

ρi+1ρi
π1 = 1 π2 = 3 πi = j πi+1 = l

j l n

jth Job

Figure 1: Typical execution on one processor

2.2 Formal description

Formally the problem inputs are a set of n pre-allocated jobs with different

durations pj and checkpoint costs cj for storing the state just after the

completion of job j. The output is a checkpoints schedule defined by a

vector π = (π0, π1, · · · , πk) of checkpointing times where πi is the job index

after which the ith checkpoint is performed. For convenience we introduced

an artificial initial checkpoint π0 set to 0. Without loss of generality, we

suppose that a checkpoint should be scheduled just after the last job. This

assumption is usually considered as an acknowledgment for the application

completion. Let τl denotes the useful computing time from the beginning

until the lth job such that τl =
∑l

j=1 pj with τ0 = 0. Then, let σi denote the

cumulative checkpoint overhead from the beginning until the ith checkpoint.

It is defined by σi =
∑i

s=0 cπs (σ0 = 0). We denote by ρi = τπi + σi the

absolute time from the beginning until the completion of the ith checkpoint

after the job πi. Then, by conditioning on the time t when a failure happens

between two consecutive checkpoints (ith and i+1th), such that ρi < t ≤ ρi+1

the expected wasted time can be written as follows. Let ∆ be the conditional
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wasted time if a failure happens between two consecutive checkpoints:

∆(πi, πi+1) =

∫ ρi+1

ρi

[σi + α(t− ρi) + β(ρi+1 − t)]f(t)dt, 0 ≤ i < n. (1)

Let W denote the total expected wasted time considering a given checkpoint

scheduling policy. Then, the general expression of the wasted time is given

in the following expression.

W (π) =

k−1∑
i=0

∆(πi, πi+1). (2)

3 Algorithm Description

We present in this section an algorithm for scheduling the checkpoints with

variable costs for any distribution of failures and prove its optimality. This

algorithm is based on dynamic programming. It is pseudo-polynomial in the

general case and fully polynomial when checkpoint costs are constant.

Variable checkpoint costs: Let Πθ
l denote the set of valid checkpoints

schedules for the l first jobs (l ≤ n) being given integer θ that verify the

following constraint.

π = (π0, π1, · · · , πk) ∈ Πθ
l if and only if

k∑
i=0

cπi = θ and πk = l.

This means that the cumulative checkpoint overhead is exactly θ (σk = θ).

and the last checkpoint is scheduled after the lth job. Thus, there exists at

least one valid optimal schedule π ∈ Πθ
l , such that W θ

l
∗

= min
π∈Πθl

W (π), where

W θ
l
∗

denotes the minimal reachable wasted time for jobs up to l under the

previous constraint.
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Given a schedule π ∈ Πθ
l , we recall that a checkpoint is scheduled just

after the last job (πk = l). We denote by r the job index of the penultimate

checkpoint (πk−1 = r). Let π′ = (π0, π1, · · · , πk−1). From Expression 2

the expected wasted time for the first l jobs can be expressed as W (π) =

W (π′) + ∆(r, l). This relation may be interpreted in the following way: the

scheduling solution for k checkpoints considering only the l first jobs with

cumulative checkpoint overhead σk = θ can be obtained from a scheduling

solution for k − 1 checkpoints with cumulative checkpoint overhead σk−1 =

θ − cl for jobs up to r. Based on this observation we are able to establish

the following proposition.

Proposition 1. π ∈ Πθ
l and W (π) = W θ

l
∗
implies that π′ ∈ Πθ−cl

r and

W (π′) = W θ−cl
r

∗
.

Proof. Let π ∈ Πθ
l , we have

∑k−1
i=0 cπi = θ−cl and πk−1 = r, thus π′ ∈ Πθ−cl

r .

Suppose now that W (π′) > W θ−cl
r

∗
.

Thus, it exists a valid schedule π′′ ∈ Πθ−cl
r such that W (π′′) < W (π′).

Therefore, W (π′′) + ∆(r, l) < W (π)⇔W (π′′) + ∆(r, l) < W θ
l
∗
, which leads

to the a contradiction, thus we have W (π′) ≤W θ−cl
r

∗
.

As W θ−cl
r

∗
is the optimal, we obtain W (π′) = W θ−cl

r
∗
.

Let W ∗ denote the global minimal wasted time for the general problem

without constraints. W ∗ = min
θ∈Θ

W θ
n
∗

denotes the minimum taken over all

possible integer values of θ between minj(cj) and nmaxj(cj) (this range is

denoted by Θ). Using a recursion on the last checkpoint, we can directly

derive from Proposition 1 that:

W θ
l
∗

= min
1≤r<l

(
W θ−cl
r

∗
+ ∆(r, l)

)
, 1 ≤ l ≤ n, θ ∈ Θ. (3)

This equation is a dynamic programming scheme. This algorithm leads to
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an optimal schedule. It is pseudo-polynomial time in O(n3 ×maxj(cj)).

Constant checkpoint costs: Using a similar analysis, we show that when

checkpoint costs are constant, the previous algorithm can be simplified to

an optimal polynomial algorithm. It is clear that when checkpoints are

constant the cumulative checkpoint overhead is a multiple of k (σk = kc)

where c is the checkpoint cost. Thus, given a checkpoint scheduling policy,

the cumulative checkpoint overhead can be only characterized by the number

of checkpoints k. Hence, in this case the range Θ of k is reduced to integer

interval [1..n]. Using Proposition 1, the optimal scheduling is obtained after

computing all the W k
l
∗

for 1 ≤ k ≤ n and 1 ≤ l ≤ n, using the following

recursive equation.

W k
l
∗

= min
k−1≤r<l

(
W k−1
r

∗
+ ∆(r, l)

)
, 1 ≤ l ≤ n, 1 ≤ k ≤ n. (4)

This algorithm is polynomial, its complexity of this algorithm is in O(n3).

4 Concluding remarks

We have presented in this paper a new combinatorial approach for schedul-

ing checkpoints of a set of independent jobs in parallel platforms. We have

proposed an optimal algorithmic solution for the general problem (arbitrary

failure laws and variable checkpoint costs) based on dynamic programming.

We believe that this work could serve as a good starting point for many

further studies. For instance, it is clear that for non-preallocated jobs,

checkpoint scheduling and job scheduling are strongly interleaved. Thus,

the dynamic programming scheme can be used as a basic step for designing

a mixed solution. Another extension of this work is to include advanced
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failure detection mechanisms into the proposed scheme.
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