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Abstract

We consider the problem of online linear regression on iahyitdeterministic sequences
when the ambient dimensiahcan be much larger than the number of time roufdsin
this framework we prove deterministic online counterpaftshe so-called sparsity oracle
inequalities introduced in the stochastic setting in thet plecade. They indicate that the
task consisting in predicting almost as well as an unknowh-tiimensional target vector is
still statistically feasible if this target vector has oifiev non-zero coordinates. Our online-
learning algorithm SeqSEW is based on exponential weighaimd data-driven truncation. In
a second part we apply a parameter-independent versionsadltiorithm to the regression
model with random or fixed design. In this setting the sparsigret bounds proved on arbi-
trary deterministic sequences yield sparsity oracle iaéties with leading constaritwhich
are of the same flavor as in Dalalyan and Tsybakov (2008; 20itjre adaptive (up to a log-
arithmic factor) to the unknown variance of the noise if thigdr is Gaussian (weaker bounds
are also proved under weaker assumptions). The framewapkedfiction of individual se-
guences thus offers a unifying setting to address tuningesén both the random and the
fixed design cases.

1 Introduction

Sparsity has been extensively studied in the stochastiogeiver the past decade. Among the
tools introduced for this purpose the notionsparsity oracle inequalitplays a fundamental role.
In high-dimensional linear regression, such inequalitiggly that the task consisting in predicting
almost as well as an unknown target vector is still staafliideasible if the target vector has only
few non-zero coordinates.

In this paper, we bring the notion of sparsity oracle ineifpahto the deterministic setting
known as thedramework of prediction of individual sequence§he corresponding determinis-
tic inequalities are calledparsity regret boundsWe prove such bounds for an online-learning
algorithm calledSeqSEWwhich is inspired from the Sparse Exponential Weightingatm in-
troduced in the stochastic setting by [DT07]. Thanks tovimtlial sequences techniques (e.g.,
online truncation and online tuning), the most sophiséidatersion of our algorithm is fully auto-
matic in the sense that no a priori knowledge is needed fochib&e of the tuning parameters.

*“This research was carried out within the INRIA project CLAG8osted byEcole Normale Supérieure and CNRS.
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The second contribution of this paper deals with fruitfuhcgections between the framework
of individual sequences and the stochastic setting. Mageigely, we show that the online trun-
cation and the online parameter tuning performed by theriéthgo SeqSEW for deterministic
purposes yield, in the regression model with random or fixesigh, sparsity oracle inequalities
with leading constant which are of the same flavour as in [DT08, DT10a] but are adagtip to
a logarithmic factor) to the unknown variane of the noise at least whenever the latter is Gaus-
sian (weaker bounds are also proved under weaker assusiptidme framework of prediction of
individual sequences thus offers a unifying framework tdrads tuning issues in both the random
and the fixed design cases.

This paper is organized as follows. In Sectidn 2 we descrilvedeterministic and stochas-
tic settings. In Sectioh] 3 we detail the contributions ofthaper in view of existing results on
sparsity in the stochastic and the deterministic settilgSectior 4 we prove the aforementioned
sparsity regret bounds for our algorithm SeqSEW, first winenforecaster has access to some a
priori knowledge on the observations (Sectibng 4.1[and 4/&) then when no a priori informa-
tion is available (Section 4.3), which yields a fully autdimalgorithm. In Sectiofil5 we apply the
algorithm SegSEW to the regression model with random d€Sigatiori 5.11) and to the regression
model with fixed design (Sectidn %.2). Some technical tomdfiaally given in appendix.

2 Setting and notations

As mentioned in the introduction, we consider three closeligted prediction settings: a repeated
game with deterministic data and two batch games with rangita known in the statistical liter-
ature respectively as thiegression model with random designd theregression model with fixed
design

Our prediction model in the deterministic setting is an egl@nt variant of an extension of
the game of prediction with expert advice callgediction with side informatignsee [CBLO6,
chapter 11] for references on this setting. A forecastertbgsredict in a sequential fashion
the values of an unknown sequence of real-valued obsengatig):cn+ given some input data
(z¢)ien~ from a certain set’. At each time round € N*, the forecaster has accessito= X’ and
some base forecasts(z;) € R, 1 < j < d, on the basis of which he outputs a predictigre R
whose quality is assessed by the square (9ss- 7;)2. The goal of the forecaster is to minimize

his cumulative loss ,
Z(yt — ).

t=1

This cumulative loss will be compared to the cumulativedsss,_, (y: —u- <p(:rt))2 of the linear

regressors: - ¢ = Z;l:l ujp;, w € R Since the comparison of the latter cumulative losses will
be carried out ommny arbitrary deterministic sequence,, y;):>1, this setting is a particular case
of the so-called framework of prediction mfdividual sequencedn this setting no assumption is
made on the way the data is generated (i.e., the seqyenag),>1 is not assumed to be a real-
ization of a given stochastic process with statisticallgiiasting properties such as ergodicity and
stationarity); we refer td [CBLO6] for a detailed overviefthis framework. We give in Figuld 1 a
detailed description of the repeated game of predictioh sitte information under the square loss.

As for the batch setting with random data, we first considerdb-calledregression model
with random designa game-theoretic description of which is given in FigurelBis setting is a
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Online prediction with side information under the square loss

Parameters input data setY, base forecasterg = (¢1,...,¢q) With ¢; : X — R,
1<j<d.

Initial step: the environment chooses a sequence of observatigphs in R and a sequence
of input data(z;),>1 in X’ but the forecaster has not access to them.

At each time round t € N*,
1. The environment reveals the input datac X'

2. The forecaster chooses a predictipre R
(possibly as a linear combination of the(x,), but this is not necessary).

3. The environment reveals the observatigre R.

4. Each linear forecaster - ¢ £ Z;l:l ujpj, u € R, incurs the losgy; — u - cp(:vt))Q
and the forecaster incurs the lqgs — 7;)?.

Figure 1: Description of the repeated game of online premictvith side information under the
square loss.

batch counterpart of the previous online setting. The paifsy;) € X x R, ¢t > 1, are drawn
independently at random according to a common probabilgtiridution; we thus use the capital
letters X; andY; instead ofz; andy;. Moreover, contrary to the online deterministic settinlj, a
the data from timel to time T is available to the forecaster at the beginning of the ptexatic
game. The goal of the forecaster is not to minimize the cutiveldaossth:l(Yt — ;)% as in the
deterministic setting (for it would be trivial since the are known to the forecaster), but to output
a data-based regressfyr : X — R whose expected -risk

E[Hf—]?T‘ ;} éIE:[(]P(X) _]?T(X))Q}

is as small as possible. In the above equatjors, the unknown regression function, the expecta-
tion on the left-hand side is taken with respect to the sarifileY;):<;<r, and the expectation
on the right-hand side is taken with respectiq, Y;)1<i<7 and X, whereX is a random variable
independent of X, Y; )1<:<7 Which the same distribution &§;. The expected.?-risk above will

be compared to th&2-risks || f — u - @7 of the linear regressoms - ¢ 2 S°7_, uj;, u € RY.

Finally, in the regression model with fixed design, the predn game is still of the batch
style (i.e., all the data is available to the forecasterabigginning of the game). A game-theoretic
description of this setting is given in Figuré 3. Note thanikrly to the regression model with
random design, the observatiokisare random, but, in contrast with the latter setting, theiinp
dataz; are deterministic. The goal of the forecaster is to makexpeeed prediction loss

1 & PURY
E T Z(f(mt) - fT(IEt))
t=1

as small as possible, where the expectation is taken wiplece$o(Y;)1<¢<7. It will be compared
to the prediction losses of the base linear regresgorg £ Z;l:l ujp;, whereu € R?, i.e., to



4 Sébastien Gerchinovitz

Aggregation in the regression model with random design undethe square loss

Parameters time horizonT', input data sett’ (endowed with some-field ), and base
regressorg = (¢1,...,¢q) Withp; : X - R, 1 <j < d.

One-shot game

1. The environment chooses a probability distribution far,Y) € X x R such that
E[Y?] < +ooandsup; ;<4 E[¢5(X)] < +00. The corresponding regression function
f and noise: are given by

f(@)£E[Y|X =2] and e£Y - f(X).
(all these quantities are unknown to the forecaster)

2. The environment draws independent random copi@sY:),. .., (X, Yr) of (X,Y).
They are revealed to the forecaster.

3. The forecaster chooses a data-based regrg%soi’( - R
(possibly as a linear combination of tie, but this is not necessary).

4. Each base linear regressor ¢ = Z?Zl u;pj, whereu € RY, incurs theL2-risk
2
If = u- el 2 E[(F(X) - u-o(X))’]
and the forecaster incurs tié-risk

; = E[(f(X) - fT(X))2 | (Xt,yt)lgtg} ,

Hf_]?T‘

Figure 2: Aggregation in the regression model with randosigieunder the square loss. This
classical model is described here in a game-theoreticdashi

the quantities

1 <& 2
T Z(f(xt) —u- ‘P(%))

t=1

We end this section with some notations. The ambient dimansill be denoted byl con-
trary to several works on sparsity in the stochastic settthgre it is denoted by or by M (in
this paper, the lettep will be used to denote some probability distributions®f). Vectors in
R? will be denoted by bold letters. For all, v € R?, the standard inner product &’ between

w=(ui,...,uq) andv = (vy,...,vg) will be denoted by - v = YL u;v;.
For allu € R, the ¢°-norm, /!-norm, and/?-norm of u = (uy,...,u,) are respectively de-
fined by

d
lullg £ >~ Truy0y = |45 uj # 0}
j=1
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Aggregation in the regression model with fixed design undertte square loss

Parameters time horizon7', input data seft’, and base regressogs = (¢1,. .., @q) With
;X — R, 1<j<d.

One-shot game

1. The environment chooses a functign: X — R and a probability distribution for
e € R such thaff[¢?] < +oo andE[e] = 0. The functionf and the distribution of
are not revealed to the forecaster.

2. The environment picks deterministic elements. .., zp in X, draws independent ran
dom copiesy, ..., e of ¢, and forms the random variables

ift = f(a:t) + Et .
The sampl€zy,Y)), ..., (zr, Yr) is revealed to the forecaster.

3. The forecaster chooses a data-based regrg%soi’( —R
(possibly as a linear combination of tie, but this is not necessary).

4. Each base linear regresser ¢ = Z?:l u;pj, whereu € RY, incurs the prediction
loss

T
1 2
72 () —u- ()
t=1
and the forecaster incurs the prediction loss

~

(f(xe) = Fr(z.)?

MHﬂ

T
t=1

Figure 3: Aggregation in the regression model with fixed giesinder the square loss. This
classical model is described here in a game-theoreticdashi

by
d
lully £ Juyl
j=1

and by
1/2

d
lully = { >
j=1

The set of all probability distributions on a Borel subgeiof R? (endowed with its Borel
o-algebra) will be denoted byt (©). For allp, m € M (©), the Kullback-Leibler divergence
betweerp andr is defined by

d e . .
/ In (d_p> dp if pis absolutely continuous with respectitp
R4 7

400 otherwise,

(1>

K(p, )
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Wheregf denotes the Radon-Nikodym derivativeoivith respect tar.

For allz € RandB > 0, we denote byz] the smallest integer larger than or equakt@nd
by [x] 5 its thresholded value:

—-B if © < —B;
MBA{LE if -B<x<B;
B if z > B.

Finally, we will use the (natural) conventidrin(1 + U/0) = 0 forall U > 0.

3 Overview of the literature and contributions of this paper

In this section we detail the contributions of this paperiawof existing results on sparsity both in
the stochastic setting and in the framework of predictiofdeterministic) individual sequences.
Our first contribution consists in the introduction of a detmistic counterpart of the so-called
sparsity oracle inequalities1 the framework of prediction of individual sequences. étton3.1
we motivate this new type of regret bounds — calipdrsity regret boundshereafter — and describe
the main features of the algorithm SeqSEW, which satisfiel sparsity regret bounds. We then
detail in Sectiof 312 the second contribution of this papamely, how these sparsity regret bounds
(of deterministic nature) can yield adaptive sparsity Eramequalities in the stochastic setting.

3.1 Introduction of a deterministic counterpart of sparsity oracle inequalities

3.1.1 Sparsity oracle inequalities in the stochastic settg

Consider first the (generalized) linear regression mod#i fixed or random design, i.e., to be
consistent with the notations introduced in the previousice,

(1) Y%:’U,*(p(Xt)—l—Et, 1<t<T,

where theX; € X are either i.i.d random variables (random design) or fixedhehts (fixed de-
sign), denoted in both cases by capital letters in thissectvhereu* € R? is the unknown linear
combination (recall thatt* - p = Z?Zl usp;), and where the; are i.i.d. square-integrable real
random variables with zero mean (conditionally on #ef the design is random).

Three main statistical problems arise in this linear regjogsframework:

e prediction: estimating{u* . Lp(Xt)) (fixed design) o™ - ¢ (random design);

1<t<T
e estimation: estimating.*;

e support estimation: estimating the set of the non-zerodinates ofu*.

These three tasks have been extensively studied over theguzie in the high-dimensional
setting under a sparsity scenario, namely, when
2 |[u*l, < T < d.

In this paper, we will only address the prediction problemder a sparsity scenario). As we will
see later, this problem can be addressed in rather gengrakston models both in the stochastic
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setting (see the next paragraphs) and in the determingting known as the framework of pre-
diction of individual sequences (see Secfion 3.1.2).

In the stochastic setting, most risk bounds for the preatictiroblem take the form of sparsity
oracle inequalities. We explain below the basic idea thdedres this type of risks bounds. In the
(generalized) linear regression model with fixed or rand@sigh [(1), the ordinary least squares

estimator
T

U7 € argmin % Z(Yt —u- <,o(X1t))2
ucRd —1
has an expected rigk| R(@r) | which is at most of orded /T (see [GKKWO02] and the references
therein for the fixed design, and the more recent advancésdQg] for the random design un-
der weak assumptions on the output distribution). Here, efned the riskR(w) of any linear
combinationu € R? by

u* - —u- o3 (random design)
R(u) =

'ﬂ |

T
Z ut - o(X;) —u-(X;))®  (fixed design).

When the ambient dimensiahis much larger than the sample siZea direct minimization of
the least-squares criterion &¢¥ can lead to overfitting, which is reflected in the non-vamighip-
per boundi/T. However, one can still hope to achieve a small risk undeadhitional assumption
|lu*]l, = s < T. Indeed, if the supporf (v*) of u* was known in advance, the oracle applying
the ordinary least squares estimator to the linear subspaceR? : Vj ¢ J(u*),u; = 0} would
have a risk of order at mosyT" < 1.

The rates/T of the latter oracle can actually be achieved up to @factor without the prior
knowledge of the sef (u*) nor even of its cardinalitg = |J(u*)|. This was first done by adding
a/°-complexity penalty to the least-squares criterion (pigmaloportional to the number of non-
zero coefficients; see [Akal71] for the AIC criterion, [Ma]#8r Mallows’ C,, and [Sch78, FG94]
for the BIC criterion). As proved in [BTWO04, BTWOVa] throughodel selection arguments,
without any assumption on the dictionary, su€kregularized methods “mimic” thé’-oracle in
the sense that their risks are at most of order

sln(d/s)
T
without any prior knowledge od(u*). Since this rate is actually minimax optimal é¢hballs
for fixed or Gaussian random desighs [RWY09, Ver10], stiehegularized methods are termed
adaptiveto the unknown sparsity at*.

The risk bounds proved in [BTWO04, BTWQ7a] are actually sgjem They indeed hold in the
more general regression model (sometimes calleddinparametric regression sefup

3) Vi=f(Xe) +er, 1<t<T,

with random design (where th&; are i.i.d. random variables, as in Figle 2) or fixed design
(where theX; are deterministic elements, as in Figlte 3). Sifide not necessarily assumed to
be of the formf = u* - ¢, the risk bounds mentioned earlier

B[R(ar)] =0 ()
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are replaced with bounds on the differen@s? (ur)| — R(u) for all w € R?, where the risk
R(u) is now defined by

If —u- ol (random design)

A T
Rlw) = % ;(f(Xt) —u-p(X;)?  (fixed design).

The risk bounds proved in [BTWO04, BTWQ7a] are indeed of ttrenfo

@ E[R(@r)] < (1+a) inf {R<u>+c<a> ”1;”0111< cd )} ,

u€Rd max{|lull,,1}

whereC(a) ~ a~! — +oo asa — 0. The above upper bound is a typical example of what is
called asparsity oracle inequalityi.e., in the prediction problem, a risk bound in terms oftilsk
R(u) and the number of non-zero coordinaties|, of all u € R

Numerous other works have proved sparsity oracle ineipgmliver the last decade. For the
case of the prediction problem we are interested in, we cgam, ramong others, to [BTWOTDb,
vdG08| BRT09, Kol09b] for sparsity oracle inequalitieswliéading constant strictly larger than
(as in [4)) which hold for Lasso-type procedures (which wea@nt on later). Recentlgharp
sparsity oracle inequalities, i.e., sparsity oracle irmditjgs with leading constant equal tohave
been proved for procedures based on exponential weightieg; e.g.,[[DT08, DT104&, RT10,
AL10] and the references therein.

As detailed in[[BTWO06, BTWO07a, DT08], sparsity oracle inafilies have interesting conse-
guences. They indeed imply that:

1. in the high-dimensional linear regression modeél (1)djmtéon is still statistically feasible
under a sparsity scenario (this is the main motivation weseho introduce the notion of
sparsity oracle inequality);

2. statistical procedures satisfying such sparsity oramgualities can be used to perform
adaptive nonparametric regression (i.e., for an apprigtyiavell chosen basis, these proce-
dures are adaptive to the unknown smoothness of the regmessiction f);

3. statistical procedures satisfying sharp sparsity eraetqualities achieve (quasi-)optimal
rates of model-selection, convex, and linear aggregatiathe sense of [Nem00, Tsy03].
Namely, up to some small remainder terms, these proceduedgpat least as well as the
best among the base predictgss (model-selection aggregation), the best convex combi-
nation of they; (convex aggregation), and the best linear combination et4h (linear
aggregation); the corresponding remainder terms are tldleshpossible ones. We refer
the reader to, e.gl, [RT10, Section 6] and the referencesith@ote that there are also other
types of aggregation than the three ones mentioned above).

We end this section with a brief computational efficienciented overview of alternatives to
(O-regularization. A major drawback d@f-regularization is that the corresponding non-convex
minimization problems are not computationally tractafleis complexity issue has been handled
by replacing the’’-penalty with a/!-penalty (proportional to the (weighted) sum of the absolut
values of the coefficients). THe-regularization can indeed be seen as a ‘convex relaxatiof?-
regularization, i.e., from a geometrical viewpoint, it hes similarly to thé’-penalty but leads to
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convex and thus computationally tractable minimizationbpems. The/*-regularization was first
proposed by [Tib96] for the so-called Lasso estimator anfDd@4] for a soft thresholding-based
estimator in the context of wavelet regression. Pheracle properties of the Lasso, i.e., risk
bounds typically of the fornislnd)/T, together with those of several variants, have then been
extensively studied over the past decade (see, e.g., [BBYWBRT09, vdG08, Kol094d, Kol09b]
and references therein). We also mention that [MM10] rdgewidressed thé'-oracle properties

of the Lasso estimator through a model selection viewpoint.

Despite their computational efficiency, théderegularized methods suffer from another draw-
back: their/®-oracle properties hold under rather restrictive asswnpton the (fixed or random)
design; namely, that the covariates should be nearly ootnag(see[[vdGBQ9] for a detailed dis-
cussion on these assumptions). Recently an attempt hag¢lensmade to reach a compromise
between strong theoretical guarantees (that hold undgmueak assumptions on the design) and
computational efficiency. In this respect [DT08, DT09, D& proposed an aggregation algorithm
which is based on exponential weighting, which satisfiesssfyeoracle inequalities on a fixed or
random design under almost no assumption on the dictioaadywhich can be approximated nu-
merically at a reasonable computational cost for largeegsbf the ambient dimensiah This is
the algorithm from which our algorithm SeqSEW is inspiregle(Section 3.113 for more details).
More recently[[RT10, AL10] designed algorithms based onregation which satisfy optimal rates
of sparse aggregation in the regression model with fixedydggn the sense of [RT10])._[AL10]
also addressed the regression model with random desighéabtresponding risk bounds depend
as in [DT08] on the logarithms dfu*||, andT" (but their bound holds with large probability). In
both papers [RT10, AL10] the corresponding algorithms vea@wvn to be well approximated by
MCMC methods with conclusive experimental results.

3.1.2 Sparsity in the framework of individual sequences

In the deterministic setting described in Figlfe 1, we pn@gget bounds on individual sequences
(24, y)1<i<r € (X x R) of the form

T T
®) Z(yt — ) < inf {Z(yt —u- CP(-Tt))2 +c B; | In (1 + VAT ||| HUH1> }
t=1

ubis | £ 2 B, lull,
+ c3 Bs ,
wherep(z) £ (cpl(a:), . ,gpd(m)), where||@||o = maxi < <d supxe)(!goj(a:) , Wherecy, o, c3

are positive absolute constants, whBigis a bound on all the observatiopg|, 1 <t < T' (whose
knowledge is not required by the most sophisticated versfasur algorithm), and whergul||,
denotes theparsityof the vectoru € R?, i.e., the number of its non-zero coordinates:

d
lullg £ " Tpo, 20y = [{5 1 u; # 0}
j=1

We thus provide an online and deterministic counterparhefso-callecgharp sparsity oracle
inequalitiesintroduced in the stochastic setting, which we salarsity regret boundéee Equa-
tion (1) below for a general formulation). Our work thus dsailie following parallel. In 2001,
Azoury and Warmuth JAWO1] and Vovk [Vov01] proved the firsefdrministic) regret bounds on
a variant of the Ridge regression forecaster, which haddyréeen theoretically studied in the
stochastic setting since the 1970s (see, ¢.9., [HK70, CWMACDS]). In the same way, we extend
to the deterministic setting the work on Sparse Expone¥iiighting by Dalalyan and Tsybakov



10 Sébastien Gerchinovitz

[DTO7,[DT08,/DT10a] who addressed the (stochastic) regnesaodel with fixed or random de-
sign under a sparsity scenario; see Se¢tion 13.1.3 belowdoe nfetails on our algorithm.

Note that our work draws another parallel. In the same waypassiy-oriented methods in
the stochastic literature are adaptive to the unknown gpaosir algorithm provides adaptivity to
the unknown sparsity in the deterministic setting. The uppoeind [5) can indeed be rewritten in
the following way (sincgz,y) — xIn(1 + y/z) is nondecreasing im € Rt and iny € R as
explained in Corollari/14).

Foralls € Nand allU > 0,

(6)
T T
. . ) VT ||l U
sup Z(yt _ yt)2 _ inf Z(yt —u - (P(gjt)) g Cq1 B; sln|1 + %
Tl TT p [lullp<s =1 C2 Dy S
Y1,y [Jull, <U

+03B;,

where the supremum is taken over all the input data ..,z € X and all the observations
Y1,---5Yr € [_Bvay]-

The upper bound{6) is of ordeB? s In(v/dT ||¢||xU/(sBy)), which can be compared to the

bound Bjsln(T lepll% w13 /(ng)) that a variant of the sequential Ridge regression fore-

caster would satisfy when applied to the unknown supggrt ui # 0} of a “good” linear
combinationu™® of sparsity ||u*||, = s. More precisely, this sequential forecaster, which was
studied in[AWO1| Vov0O1], predicts at timeas a linear combination of the base forecasts, i.e., as
?fft = ’l/it . QO(ZL‘t), where

T
u; € argmin {Z(?Jt —u- @(mt))Q +A HUHS} ,

ucRd t=1

for some tuning parameter > 0. Using the same notations as above, it is proved_ in [AWO01,
VovO01] that this forecaster satisfies the regret bound

- 2 - 2 Tl
~ . 2 o)
> (v —Br) <u1é1[£d{§ (e —u-p(x1)) +/\Hu|]2}+dlen<1+?>

t=1 t=1

T 2 2
: 2 2 T fluli3 s 2
< ulélugd {;(yt —u- cp(a:t)) +dB; In (1 + dB; +dBy .
The last inequality follows from the quasi—optiljraaihoice ofA = (dB3)/ Hu*Hg, whereu* € R4
minimizes the right-hand side of the last inequality. We ttars deduce the aforementioned bound
BZsln (T g% a3 /(535)) with s = ||u*||, when the latter forecaster is only applied to the
support ofu*. However, just like in the stochastic setting, this suppsminknown (and so is
Hu*Hg), so that the latter forecaster can only be used as an ideehberk. The discussion above
shows that our regret bourid (6), which is derived for a legite algorithm, is comparable to this
benchmark bound.

This choice ofA minimizes oveiR the function\ — A ||u*||3 + d B2 In(T el /A).
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As far as optimality is concerned, the upper bound (6) is myrovable up to logarithmic
factors. Indeed, one can straightforwardly derive fromvi8f, Section 3.3] (see also [SKFE02])
that if s < T', then the regret of any forecaster on the sufset R? : |u||, < sand [ju||, < 1}
is bounded from below by a quantity of ordBlg sInT'. Our algorithm is thus minimax optimal
on intersections of°- and¢!-balls (up to logarithmic factors).

The main interesting consequence of our sparsity regrendd@) is that, just like in the
stochastic setting, the prediction task in a high-dimemaialeterministic setting is still statis-
tically feasible under a sparsity scenario. Indeed, our sparsity regret bound is roughly of
ordersIn(dT"), which is sublinear iff" if s < T'/In(dT’). Therefore, it can yield vanishing per-
round regret bounds even when> T provided that there is a sparsec R? (i.e., such that
llul|, < T'/1In(dT")) whose cumulative loss aftéf time rounds is small enough.

To the best of our knowledge, Propositldn 2 and its refines@opositio 3 and Theorém 1)
provide the first examples of sparsity regret bounds in taméwork of prediction of individual
sequences, i.e., bounds of the form

T T
M (w7 < inf {Z(yt—u-so(xt>)2+A(Huuo,uuul,T,d,By,||<p||oo)} ,

d
=1 ueR® (1

where the regret ternﬂ;(”uHO Nully . T, d, By, Hcp”oo) grows at most linearly ifju||, and B2

and logarithmically inju/||,, 7', andd. We stress thaf\ should not depend more than logarithmi-
cally ond and||u||; in view of the lower boun(Bf, s1In T mentioned in the previous paragraph.

Recent works in the field of online convex optimization addezl the sparsity issue in the
online deterministic setting, but from a quite differengkn See, e.g.[ [LLZ09, SST09, Xialo0,
DSSST10] and the references therein. All these articlegsf@n convex regularization. In the
particular case of!-regularization under the square loss, the aforementiorells prove bounds
on the/!-regularized regret of the form

T
> (= @ - @0)? + Al )

t=1

T
S ik {Z(@t — -2+ Aul, ) + A(Jlul,  T.d, B, Hsouoo)} ,

where we used the same notations as above (and denotég thg linear combination output
by the algorithm at time), and where the functiorh grows at least linearly ifju||,. This is in
contrast with the slow logarithmic dependence we are Igpfanand prove, e.g., in Propositibh 2.

However, in the works mentioned above [LLZ09, SST09, Xidh8SST10] and in related
papers cited therein, a particular attention is paid tosgyainducing algorithms, i.e., algorithms
that predict as a sparse linear combination of the basedst®camely, that output

g =i ple)  with  [lully <T/In(dT)

which we do not do in this paper. Our predictiofisare not even linear combinations of the
base forecasts since they are given by averages of truniiaézal combinations of the;(z;),

1 < j < d. An open question is thus whether it is possible to conellizith goals, i.e., to design
an online learning algorithm which both ouputs sparse fim@abinations (which is statistically
useful and sometimes essential for computational issues}katisfies a sparsity regret bound of
the form (7).
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3.1.3 Sequential Sparse Exponential Weighting

Our prediction algorithm, calle®egSEWhereafter (forSequential Sparse Exponential Weight-
ing), is an online variant of the Sparse Exponential Weightiggrithm introduced in the stochas-
tic setting by [DTQOY]. The key contribution of these papel@swo establish a link between ag-
gregation with exponential weights and sparsity. In thiy wWeey provide a statistical procedure
with ¢%-oracle guarantees under almost no assumption on therticsiGp ;) 1<j<q Which is at the
same time computationally efficient for large values of theahsiond. The results developed in
Sectior4 show that this connection between exponentiajtwieg and sparsity still holds in the
framework of prediction of individual sequences.

Aggregation (or mixing) with exponential weights has nowitga long history in the the-
ory of prediction of individual sequences, from the semimatks [Vov90,/1W94] to more recent
parameter-tuning oriented papers such as [CBMS07]; se€J6Hor a detailed overview of the
subject. The idea of mixing estimators was initiated eaitighe stochastic setting and has been
concurrently developed since; see, e.g., the referenges gi [Yan0l1/ LBOG]. For the particu-
lar case of mixing with exponential weights in the stoclasgtting, we can refer, among other
works, to [Cat99, Cat04] for density estimation, [to [Cai@ai04, Aud04, BNOE, DT10a, AL10]
for regression on a random design, and_to [LEO6, Gir08, DFAZ.0, [RT10] for regression on a
fixed design (or in the related Gaussian sequence model).

In addition to using exponential weights, our algorithm &séd on a trick which proves to
be crucial for deriving some theoretical guarantees: @tian of the base forecasts before the
exponential averaging step. More precisely, the protigitiistributionp, € M7 (R?) output by
our algorithm at the end of time round- 1 is computed on the basis of the truncated base forecasts
instead of the base forecasts themselves, i.e.,

RS
Wi

where W, is a normalizing constant, where is a prior distribution oriR? to be specified later,
and whereB > 0 andn > 0 are tuning parameters. Accordingly, the predictigroutput by our
algorithm at timet is a convex mixture (with respect tg) of the truncated base forecasts, i.e.,

2 [ plwn)] ).

Truncation was already used many times in the literatunethi® case of least squares regres-
sion, see, e.g.. [GKKWO02]. Truncation also turned out to beful in the sequential prediction of
unbounded time series under the square loss [GO07, BBG@¥tan be seen from the proof
of Lemmall, truncation to a level larger than a bousigon the observationg;| can only im-
prove prediction, while it enables to take advantage of stgoeential concavity of the square
loss. When no such boun, is available to the forecaster, or, in the stochastic ggttirhen the
finite-time stochastic proce$%’)1<:<7 is unbounded, one can automatically and almost surely
adapt to the unknown boundax;<;<r |y:| (resp., the unknown random bounthx;<;<7 |Y;|);
see Sectioh 312 below.

pt(du) é

T (du) ,

This paper only focuses on the theoretical guarantees @figogithm SeqSEW. However, it is
possible to slightly adapt its statement to make it compariatly tractable by means of Langevin
Monte-Carlo approximation while not affecting its statiat properties. To do so, one can follow
the same lines as in [DTO9, DT10b]. The technical detailshameever omitted in this paper.
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3.2 From individual sequences to stochastic sequences

A major criticism that has sometimes been addressed to goeytiof prediction of individual se-
guences is that the losses are assumed to be uniformly bduwtide this is not the case in the
stochastic setting (e.g., observatidigeviating fromf(X;) by a Gaussian noise can take values
in the whole real line).

This remark could lead to think that the framework of indivadl sequences on the one hand
(which does not make any stochastic assumption on the wayttberved data are generated but
only deals with bounded losses) and the stochastic settitiggoother hand (in which the observed
sequence is assumed to be ergodic and stationary or ewknhiit for which the observations do
not need to be bounded) are in some sense independent frakseWhis is not true as was already
illustrated in the past: bounds in the stochastic settimgeaderived from bounds on individual se-
quences, and we make further progress in this directionattiqolar, our (deterministic) sparsity
regret bounds yield adaptive sparsity oracle inequaliiih in the random- and the fixed-design
regression models (with unbounded noise).

This section is organized as follows. In Section 3.2.1 wdamphow online-learning algo-
rithms designed for individual sequences with boundedrhtiens can be applied to the regres-
sion model with random design if the observatidns. .., Y are unbounded. In Section 3.2
we show that the algorithm SeqSEW answers two open questgse in[DT10a] on a random
design and also provides adaptive counterparts of resu[3Ti08] on a fixed design.

3.2.1 Exploiting the fact that a finite stochastic sequence ialmost surely bounded

In this section we only deal with the regression model withd@n design. The regression model
with fixed design can however be handled similarly; see 8e@i2.

The basic idea underlying the use of online-learning algots in this stochastic setting con-
sists in treating each realization of the stochastic sexpieXy;, Y1), ..., (X7, Y7) as an individual
sequence. As a first consequence, even if the whole sgniplé’), ..., (X7, Yr) is available at
the beginning of the prediction game, we process it in a sg@ldashion.

As a second sequence, the regret guarantees of the undedygime-learning algorithm hold
almost surely They can usually take the following form: for some compamisubset/ of R¢,
with probability one,

T T
C)) ;(Yt — fi(Xp)?) < llbléllf/ {;(Yt —u- ‘P(xt))2 + ¢T,d,By(u)} ;
for some small remainder terfhr 4 5, (u) such as the one given in the sparsity regret bolihd (7).
The comparison séi C R? can be taken as, e.g., the set of the vertices of the simpl&¢ in
(which corresponds to the problem wfodel-selectioraggregation), the whole simplex (which
corresponds teonvexaggregation), or the whol&? space (which correspondslinear aggrega-
tion). In the above equatiofi () is the prediction output by the algorithm at timevhen given

the input datar € X', andB, is a bound on the observatiofis, |, ..., |Yr|.

The derivation of a risk bound from the above almost-sureetdgpund[(B) is now quite standard
and follows from a mirror-averaging step; see, elg., [CBE&BOBGO08, JRTO8] for a reference.
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More precisely, as is detailed in Sect5.1, one can show fflensen’s inequality and elementary
calculations that the data-based regregsoé % Zle f: satisfies the risk bound

B[(700) - Fr0)7] < nt B[00 —w - 0(x))"] + Eluran, ()] |

ueU

If the observationsgY;| are almost surely bounded by a known deterministic baBpgdthen
there are many online-learning algorithms which satis&y tbgret bound{8). They usually de-
pend on some tuning parameters which can be chosen as afuntts,; see, e.g./[CBLO6] for
a reference on the exponentially weighted average forercasbther potential based forecasters.

However, a proper attention should be paid to the case wieenlibervationd’; are unbounded,
e.g., whenyy, ..., Y; are i.i.d. random variables such that

VB >0, P(]Y1]>B)>0.

In this case,[[BNO8] propose truncating the observatign® some threshold = bory =bInT

(up to constant factors) for some known bouwneh the infinity norms of the regression functign
and the base regressarg, 1 < j < d. They then apply an exponentially weighted average
forecaster to the truncated observations

Yo=Yy, 1<t<T.

The authors then prove a risk bound f@rin terms of the truncated observatifn|.,, from which
they derive by an approximation argument a risk bound inseshthe non-truncated (and possibly
unbounded) observatidri.

A drawback of the previous approach is not only thé assumed to be known in advance, but
more importantly thaff is assumed to be uniformly bounded. On the contrary one duoe to
deal with the more general case whérgf?(X)| < +oo. Besides, the base forecasters ¢,

u € U, are not uniformly bounded ip # 0 andi/ = R? (so that the approach followed in [BNO8]
for model-selection or convex aggregation does not reagiply to linear aggregation).

We thus suggest to truncate the base foreaasts(X;) instead of truncating the observatioris
Ideally we would like to truncate these base forecasts toutiiémown random bound3, =
maxi<¢<7 | Y|, Since this can only improve prediction and proves to beuldef the analysis.
The actual truncation is thus performed with respect to &-arying threshold which adapts
to B, (the latter random bound is almost surely finite sifités finite and the observations
are integrable by assumption). To do so, we use paramet@Egtiechniques provided, e.g., in
[ACBGO02,[CBMSO07Y]. Adaptation means here that we are abledggobounds within constant
factors of (quasi-optimal) bounds that could be prove&jfwas known in advance by the fore-
caster. In particular, this property enables us to deriaesity oracle inequalities in the stochastic
setting which are adaptive to the unknown variance of theenat least whenever the latter is
Gaussian; see the next section for more details.

3.2.2 Adaptivity of SeqSEW in the stochastic setting under aparsity scenario

Our results in the stochastic setting answer two questeih®pen in[[DT104a] for the regression
model with random design and provide adaptive counterdintgsults in[DT08] for the regres-
sion model with fixed design.
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Following the mirror-averaging approach described in te¥ipus section, the sparsity regret
bounds derived in Sectidd 4 on individual sequences leaghdosiy oracle inequalities in the
regression model with random design (see Thedrem 2 of $€6f). In the present section we
only consider the particular case when the regression iimgt is bounded and when the i.i.d.
errorse; = Y; — f(X;) are subgaussian (conditionally on thg) in the sense that, for some
constaniz? > 0,

Ifll < +oco  and E[ekal

Xl] <eM/? as, VAER.

Under the above assumptions, we prove the following spapsicle inequality in Corollaryl5 of
Sectior 5.1

(©)
21 ) E[Y]? VT |u|
E[Hf—fT‘LQ]<£H£d{||f—u-<ﬁllm+128< - +wT) ||uu01n<1+ Tl )}

d
1 2 E[Y]?
+d—T;uwHL2+64( L)

whereyr < 8||f||% /T +20%/T +320%(InT)/T as shown in RemafK 8 of Sectibnb.1. Besides,
as explained in Remafk 7, the two terfidd"]? /T above can be avoided with a more sophisticated
variant of the algorithm SeqSEW, so that we omit them in tievieng discussion.

As detailed in Remark]5 of Sectign 5.1, the above bolnd (58piisparable to the sparsity or-
acle inequality stated in Proposition 1 bf [DT10a], which rgeall below with our notations (e.g.,
B therein corresponds tb/7 in this paper). Our bound might even be betteRiis large, or if
the Hgojuig are much smaller than tHeijio, which is the case, e.g., when the are square
integrable but unbounded.

Proposition 1 (Proposition 1 of [DT10a]) Assume that for some constah, > 0 we have
maxi<j<d||¢jll, < L. If, in addition, the errorss; have a bounded exponential moment:

3,02 >0 such that E[e)‘e |X} <2 A <b, as,

-1
then, for everyR > 0 andn < min { (202 + 2sup|y|,<r llu- ¥ — ino) ; b/(4RL¢)}, the
mirror averaging aggregatg?T : X — R defined in[[DT104a, Equations (1) and (3)] satisfies

d
—~ 112 . 9
(|7 - 7| <1 -l + T+1Z (1 + huyl/7) { + Arlnr)

where the infimum is taken over alle R? such that|u|, < R — 2dr and where

d
Ar(n,7) 2472 il 7 +07 (T + 1)
j=1

We can now discuss the two questions left operi_in [DT10ajh&srdetails are given in Re-
mark[5 of Sectioi 5]1. Despite the similarity of the two bosinthe sparsity oracle inequality
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stated in Propositionl 1 above only holds for vectaraithin ¢!-balls of finite radii. The authors
thus asked i [DT10a, Section 4.2] whether it was possibéxtend the infimum to the wholR¢
space. Our results show that, thanks to truncation, theamisypositive.

The second open question, which was raised in [DT10a, Reifjadeals with the prior knowl-
edge of the variance factet of the noise. The latter is indeed required by their algarifor the
choice of the inverse temperature parameteihe authors thus asked whether adaptivityrto
was possible. Our sparsity oracle inequality provides &igesanswer (up to logarithmic factors)
at least whenever the noise is Gaussian. Weaker boundssar@ralved under weaker assump-
tions; see Corollarly]5 of Sectién b.1.

Since these adaptivity properties still hold within theressgion model with fixed design (see
Sectior 5.P), the framework of prediction of individual seqces seems to offer a unifying setting
to address tuning issues both in the random and in the fixedrde=gression models.

4 Sparsity regret bounds for individual sequences

In this section, we prove sparsity regret bounds for difieneariants of an online-learning al-
gorithm called SeqSEW and based on Sequential Sparse Exminafeighting. We thus only
consider the deterministic setting described in Figulire He Stochastic setting will be addressed
in Sectior{b.

Both when the forecaster has access in advance to a Byt the observationgy,| (Sec-
tion[4.1) and when this preliminary knowledge is not avdég®ection$ 4]2 arid 4.3), our analysis
consists of two steps. We first prove in an online-learnirghifan a deterministic PAC-Bayesian
inequality with leading constart(which actually holds for a generic prior), see Leminias 1[dnd 2
The second step of our analysis follows directly from [DTU8eorem 5] and a proper online
tuning of the parameters at hand. Our main results are Ptmpss2 and B when some a priori
knowledge is available to the forecaster and Thedrem 1 &ofuly automatic case.

4.1 Known bounds B, on the observations andB; on the trace of the empirical

Gram matrix
To simplify the analysis, we first assume that, at the begupof the game, the number of rourifis
is known to the forecaster and that he has access to a i8yod all the observationg,, .. ., yr,
ie.,

Y1,---,YT € [_By7 By] )
and to a bound3s on the trace of the empirical Gram matrix, i.e.,
d
> #i(@) < Ba.

1t=1

J

The first version of the algorithm studied in this paper ismkdiin Figurd ¥ (adaptive vari-
ants are to be introduced later). We nam8egSEWor it is a variant of the Sparse Exponential
Weighting algorithm introduced in the stochastic settiggDTO7,[DTO8] which is tailored for
the prediction of individual sequences.
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Algorithm: SeqSEW2,
Parameters thresholdB > 0, inverse temperature > 0, and prior scale- > 0 with which
we associate theparsity priorr, € M{ (R?) defined by

(3/7) du;
(10) mo(du) & [ — ===
Initialization : p; £ 7.
At each timeroundt > 1,

1. get the input data; and predict as

2 [ fu o] e,

where

-B if z< —-B

z if -B<z<B foranyz € R;
B if z> B

[2]p &

2. get the observatiogy and compute the posterior distributipp ; € Mf(]R{d) as

exp <_”§(ys = [u- <P<“’8)]B)2>

Wit

L

Pev1(du) - (du) ,

where

Wi1 £ /Rd exp <—n2t:<ys CE so(ars)}B)2> 7 (dv) .

Figure 4: Definition of the8eqSEW 2" algorithm.,

The following proposition is the main result of this section

Proposition 2. Assume that, for a known constaBif, > 0, the (z1,41),..., (z7,yr) are such
that

Y1,---,YT € [_By7By] .

Then, for allB > By, all n < 1/(8B?), and allT > 0, the algorithmSeqSEW?" satisfies
(11)
T

R PR el 2NN 2
Z(yt U)° < inf Z(yt u-p(zy)) +n|]uHoln 1+ +7 ZZcp](a:t).

t=1 welk? | lello 7 j=1 t=1
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Propositior[ 2 yields the following corollary. Note that tet $he parameterB, n, andr the
forecaster has to know in advance the upper boutydand Bs. These two requirements will be
removed one by one in the next two sections.

Corollary 1. Assume that, for some known constafifs> 0 and By > 0, the
(x1,y1),-- -, (z7,yr) are such that

d T
Y1, YT € [_Bvay] and ZZ@?(wt) < Bo .
j=1 t=1

Then, when used with

(12) B=B,, n=1/8B})), and 7=,/16B2/Bs,

the algorithmSeqSEWE7 satisfies

(13)
T T
_ : 2 9 VBg |[ul1 2
(y; — :)? < inf y—u- () +32B; ||ul,In (1 + - + 16B;, .
> AN J s Tt (1 g y

To prove Proposition]2, we first need the following deterstini PAC-Bayesian inequality
which is at the core of our analysis.

Lemma 1. Assume that for some known constat> 0,

Y1, YT € [_Bvay] .

For all 7 > 0, if the algorithmSeqSEWE"" is used withB > B, andn < 1/(8B?), then it

satisfies
(14) zT:(yt - @\t)Q < inf {/ zT:(yt — [u . (P(xt)] )2p(du) i ,C(py WT)}
=1 pemi | Jet 5 B o
T
: o 2 K(p,mr)
(15) <pe &I%f(u@d) { /R d;(yt u - p(x)) p(du) + — }

Remark 1. LemmdlL still holds when.. is replaced withany prior 7 € M7 (R?) (both in the
statement of the lemma and in the definition of the algoritlegSEW). This fact is standard in
the PAC-Bayesian approach; see, e.Q., [Cat04] adnd [DTO08% aAconsequence, any algorithm
satisfying [(1b) will also satisfy Propositidn 2 and Coraifdll.
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Remark 2. Online PAC-Bayesian upper bounds of the same form weredirgeoved in the
framework of prediction with expert advice, e.g., In [FSS\é&nd [KW99], or in the same set-
ting as ours with a Gaussian priar in [Vov01]. However, the Kullback-Leibler term was either
obtained via an incremental update [FSSW97, K\W99] or eitjylicomputed due to the particu-
lar form of the Gaussian prior without even the need to reigma Kullback-Leibler divergence
[VovO1]. Our analysis relies on a generic and simple convealitly argument for the Kullback-
Leibler divergence used in the stochastic setting, e.dCat04] and [DT08/DT10a].

Proof (of Lemm&]1) As is usually done in the online learning setting for the gtatithe Expo-
nentially Weighted Average Forecaster, our proof reliegshencontrol ofy", ! In(Wy1/W;)
where we recall thall’; = 1 and, for allt > 2,

W, = /Rd exp <_T/§(ys - [u-cp(ws)}Bf) - (du) .

On the one hand, we have

1, W 1 d 2 1
Zln VIT/;H — 5ln/Rd exp (—né(ys — [u-cp(l‘s)]B) ) o (du) — Zlnl
1 2
(16) = pE/\S/II}Isz) {/Rd (—n;@t — [u- <P(wt)]3) > p(du) — K(p, m)} -0
_ . d 2 ,C(p7 7T7’)
(17) = _pe./\ill%rf(Rd) {/Rd;(yt — [u- ‘P(wt)]3> p(du) + T} ;

where [[16) follows from a convex duality argument for the Ikatk-Leibler divergence (cf., e.g.,
[DZ98, p. 264] or[[Cat04, p. 159]) which we recall in Prop@sif3 in the Appendix.

On the other hand, we can rewritér_; /W, as a telescopic product and get

exp | —n(y— [u- xt]32 ex —t_l s— lu- 978]32
p( oo -l >> p( Bl ot )>m(du)

>
i/ Rd Wi

i [ ow (< = w0l )" midu).

where [[18) follows from the definition qf;.

Lett € {1,...,T}. First note that by assumptiap € [-B,, B,] C [—B, B] so that both
y: and [u - p(z¢)] , are[—B, B-valued for allu € R<. Moreover, from Propositionl 6 in the
Appendix, the square loss is/(8B?)-exp-concave on—B, B] and thusp-exp-concave (since
n < 1/(8B?) by assumption). Therefore, by Jensen’s inequality,

fr e o <o (- o) ).
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Taking the logarithms of both sides of the inequality yields

In /Rd e_n(yt_[u"’o(zt)]B)th(du) < - <?Jt - /Rd [u- cp(zt)]Bpt(du)>2

(19) = 0y —5)* .
Dividing the latter inequality by), summing ovet € {1,...,T} and combining with Equa-
tion (18), we get

T
1

(20) 1 WT+1 Z
77 =1

Putting Inequalitied (17) and (R0) together, we get Ineguél4) of Lemmd1. As for Inequal-
ity (I5), it follows from {(14) by noting that

Vy € [-B,B], VxR, !y—[x]ﬂé\y—x\,

so that truncation tp— B, B] can only improve prediction under the square loss if the mlsiens
are[—B, B]-valued, which is the case here since by assumpjios [-B,, B,| C [-B, B] for
alt=1,...,T. O

Proof (of PropositioriR).Our proof mimics the proof of Theorem 5 in [DTI08]. We thus owlgite
the outline of the proof and stress the minor changes thatemded to derive Inequality (11). The
key technical tools provided in [DT08] are reproduced ineappx (Sectiori 6)3) for the conve-
nience of the reader.

Letu* € R% SinceB > B, andn < 1/(8B2%), we can apply Lemnid 1 and get

T
— ;)2 in —u-o(r 2 u M
;(yt Ut) <p€M+f(Rd {/RdZ(yt @(z4)) " p(du) + ; }
K(pu* 7> Tr
(21) /R ; Yt — U~ ‘P(mt)) Pu* T(du) % .

1) 2)

In the last inequalityp,,- - is taken as the translated of atw*, namely,

dn . B d (3/7) du,
paal0w) & g = [y

The two termg1) and(2) can be upper bounded as in the proof of Theorem 5in [DT08].
By a symmetry argument recalled in Lemmja 3, the first tétircan be rewritten as

d T
(22) /Rzyt_u <P33t ,Ou (du) = Zyt_u (,oact 2—1—7222@?(%).
t=1

t=1 j=1 t=1

As for the term(2), we have, as is recalled in Lemina 4,

(23) ’C(pu*,Tyﬂ-T) <%HU*HOIH <1+ ||u Hl > .

n HU*HOT

Combining [21),[[2R), and{23), which all hold for alt € R¢, we get Inequality[{111). O
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Proof (of Corollary[1). Applying Propositio 2, we have, sind® > B, andn < 1/(8B?),

P 2, 4 Ay 2NN 2
Z(yt —11)° < mf Z Ui —u-cp(a:t)) + " ||/, In (1 + lw > + 7 ZZgoj(mt)
t=1 j

P ully7

4 u
—u- cp «Tt )2 + — Hu”oln 1+ H Hl + TzB<b )
n ullg7

M%

(24) < mf {

t=1

sinceZ‘j:1 Zthl go?(a:t) < Bg by assumption. The particular choices fpand given in [12)
then yield the desired inequality (13).

We end this proof with a remark on the choicesR®fn, andr suggested in(12). The best
choice of (B, n) that satisfies the assumptions of Proposifibn Bis= B, andn = 1/(835).
As for the choice ofr, it approximately minimizes the upper bound given[inl (24)dded, for all
(4,05, C3 > 0, the functionf : (0, +00) — R defined by

f(r) & Cﬂn(CT > + C37?

has a derivative equal t§'(7) = —C1/7 + 2C37 = 7-1(2C37% — (1), which is negative on
(0,4/C1/(2C5) ) and positive on(/C1 /(2C3), +o00). The functionf thus admits a global min-
imum inT = /Cy/(2C3). Since the sum of the last two terms bfi(24) is approximatélthe
form of f(7) with C; = 4/n = 3233 andC3 = By, a reasonable choice feris given by

_ [32B}  [16B}
2By \ By

4.2 Unknown bound B, on the observations but known boundBs on the trace of
the empirical Gram matrix

O

In the previous section, to prove the upper bounds state@imna 1l and Propositidd 2, we as-
sumed that the forecaster had access to a b@yndn the observationgy,|. In this section, we
remove this requirement and prove a sparsity regret bouna ¥ariant ofSeqSEW2"" automat-
ically tuned inB andn and which is adaptive to the unknown bouBg, see Propositionl3. We
however still assume that the forecaster has access tantbentirizonI” or to a boundBg on the
trace of the empirical Gram matrix to derive Corollafiés &@mespectively.

In this section, we consider the partially automatic aloni defined in Figuré]5 and called
SeqSEW?. It differs from SeqSEW S+ defined in the previous section in that the threshBldnd
the inverse temperaturgare now allowed to vary over time and are chosen at each tiomedro
as a function of the data available to the forecaster (welsatythe threshold and the temperature
parameters ardata-driver).

The idea of truncating the base forecasts was already ushd past — see Section 3.1.3 and
references therein. The key ingredient in the present gagerperform truncation with respect
to a data-driven threshold. The online tuning of this thoddls based on a pseudo-doubling-trick
technique provided i [CBMSO07] (we use the prgfseudasince the algorithm does not need to
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Algorithm: SeqSEW?.

Parameter. prior scaler > 0 with which we associate theparsity priorm, € /Vlf(]R{d)
defined by

(10) T (du) = H ' 7

Initialization : By £ 0,71 £ +o0, andp; £ 7.

Ateachtimeroundt > 1

1. get the input data, and predict as

2 [ plan)] y midu)

where

—B; if z< —By

z if —B; <2< By foranyz € R;
B; if z> B,

[Z]Bt =

2. get the observation. and update the threshold

1/2
2
Bt 1 A <2“0g2 IIlaXlgsgtyﬂ)

the inverse temperature

1

A
N+1 = gpa
8B,

and the posterior distributiopy1 € M7 (R?) by

exp <—77t+1 i:(ys - [U : ‘P(ms)] 35)2>
A s=1

Wit

Pey1(du)

where

Wit é/ eXp( Mi+1 Z( — v 373)]3 )2> T (dv) .

Figure 5: Definition of theSeqSEW? algorithm (with data-driven threshold and temperature pa-
rameters).
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restart at the beginning of each new regime).

We first state our main results (Propositidn 3 and the twollzoies of it). The two choices of
7 suggested in Corollarié€s 2 and 3 have different purposes tiring given in[(26) will be useful
in the stochastic (batch) setting (Sectidn 5) since in tattreg 7" is known in advance (whereas
this is not necessarily the case #8%). As for the tuning given i (28), it approximately minimgze
the bound of Propositidn 3 (see the end of the proof of Préipos?).

Proposition 3. For anyr > 0, the algorithmSeqSEW? satisfies

T T
(25) > (w—5)* < inf {Z(?Jt_u o(20))® + 3282, |y In <1+ ||‘E||ll¢>}

—1 ucRd 1

~~
Il

2

M‘“

+ 233 ) + 1683,

1t=1

J

where

B2, 2 gllogy maxicicr vy < 2 max .
T+1 = 1<t<T yt

Remark 3. In view of Proposition 2, the algorithrieqSEW? satisfies a sparsity regret bound
which is adaptive to the unknown boult) = maxi<;<7 |y¢|. The price for the automatic tuning
with respect taB, consists only of a multiplicative factor smaller tharand the additive factor

16B7., | which is smaller thars2B?.

Corollary 2. Assume thaf’ is known to the forecaster at the beginning of the predicjame.
Then, when used with

(26) T=

the algorithmSeqSEW? satisfies

T T
~ . \/ dT ||u
@7) D (e —5)* < inf I3 (e —u-p(20))” + 3283 ufyIn VAT ||ully
— ueRd | [[ullo
1 d T
—> ) i) +16B7,
j=1t=1

where

B2, & oflgymaxicicr 471 < 9 ypax 42 .
T+1 = 1<t<T vi
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Corollary 3. Assume that, for a known constaB$ > 0, the(z1, 1), ..., (z7, yr) are such that

da T
D> i) <

j=1t=1

Then, when used with

(28) T =

the algorithmSeqSEW? satisfies

T T
(29) D (5 < inf {Z(yt —u- () +32B2, |uf,In (1 . VBe HUH1> }
t=1

ucRd =1 Hu”o

+16BF ., +1,

where

B2 S 2|'10g2 maxi <+<T Y | < 2 max .
T+1 — 1<t<T yt

As in the previous section, to prove Proposifidon 3, we firstthe key PAC-Bayesian inequality
which is stated in the following lemma.

Lemma 2. For anyt > 0, SeqSEW? satisfies

(30)
T T
_ 2

tz:;(yt yt) \pE/\;IifRd {/Rd tz:; u (P(xt)] ) (du) + 8BT+1 ’C(p, 7T7—)} +8BT+1

4 2
31 inf / —u-px du) + 8B%, , K(p,n.) » +16B2, |
(31) < { Rd; yr = w - p(x1)) p(du) + 8B K(p )} T
where

BT—H 2“0g2 maxi<i<T Y7 | .

Remark 4. As noted in Remaik 1, Lemmh 2 still holds whenis replaced withany prior 7 €
M7 (R?) (both in the statement of the lemma and in the definition oliperithm SeqSEW). As a
consequence, any algorithm satisfyingl(31) will also $afsopositioriB and Corollariesi2 arid 3.

Proof (of Lemm&l2) The proof follows the same lines as for Lemia 1 except that ove meed
to deal with B andn changing over time. In the same spirit aslin [ACBG02, CBMS3BQ07],
the analysis thus now relies on the control(bf W 1)/n:+1 — (In W) /n: where we recall that
W, £ 1 and, for allt > 2,

Wté/R exp< mZ( s)]BS)2> - (chu) -
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On the one hand, we have

T
InWpriy InWy 1 2 1
_ = ln/Rd exp <—77T+1 g (ys — [u"P(xs)]Bt) > mr(du) — alnl

Nr+1 m nr+1

(32) — inf {/Rdz Yt — u (,omt)] ) p(du) + M} 7

peM (R?) Nr+1

where [32) follows like[(1l7) from a convex duality argumentt the Kullback-Leibler divergence.

On the other hand, we can rewrife. Wr.1)/nr+1 — (In W1)/m; as a telescopic sum and get

nWri W, XT:<ant+1 ant>

nr+1 m =1 Mt+1 Tt
T
1 In W/ 1 !
(33) :Z<nWt+l_ i1 Ly M)
I\ 1 Nt e Wi

) 2)

wherelV/_; is obtained fromiV;; by replacingn, 1 with n:; namely,

Wi, & / exp( UtZ(ys U a:s)]B )2> - (du) .

Lett € {1,...,T}. The firstterm(1) is non-positive by Jensen’s inequality. Indeed, we have,

mWit1 o 1 ln/Rd exp< Ne+1 Z(ys - S)]Bs>2> mr(du)

Mt+1 Nt+1

- n%ﬂln/w exp e ( 7]tZ< 5)]Bs>2> 7 (du)
¢ t+1/nt
(34) < U%H In </ exp < z::(ys u-Pp xs)] ) > ﬂr(du)>n n

_In Wi

=0
where [34) follows from Jensen’s inequality sinces a probability distribution and the application
x — 2+1/ js concave (becausg,; < n:). We thus get

/
(35) (1) 2 MW I Wer
Mt+1 Nt

As for the second terrf2), we note that, as in the proof of Lemia 1, we have

1 1. t+1
e W
1 exp (-m(yt — [ cp(a;t)] ) ) exp < UtZ( 5)]Bs>2>
— mr(du)

Mt R4 Wi
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(36)

— %ln /]Rd exp <—77t (yt — [u- 90($t)]3t)2> pi(du) ,

where [[36) follows from the definition qof;.

We now distinguish between two cases, namely accordingttg ort € 7, where

T2 {sE{l,...,T},BS+1 >Bs}'

First caset ¢ T (i.e., Biy1 = B; since(Bs)s>1 IS non-decreasing).

By definition of By, |y/| < Biyy1 = By sincet ¢ T. Thus, bothu — [u - cp(mt)]Bt and
ly:| are [— By, By|-valued. From the same arguments that led to Inequality i(L®)e proof of
Lemmall (essentially, the fact that the square losg is 1/(8B?)-exp-concave of— By, B;)),

Equation [(36) yields

(37) T (Yt — Ut)

Second case. € T (i.e., Bi11 > By).

A rough upper bound on the right hand side [of] (36) is given kg fidct that the exponential
appearing in the integral is smaller thanso that

1 1
~In Wi < —Inl1=0
e W, ur

(38) <= — W)+ (2Bi1)?,

where [(38) follows fromy; € [—Bii1, Bi+1] (by definition of Biyq) andy, € [—Byg, By] C
[=Bi11, Beya] so thatly, — 4| < 2Bi41.

Combining [(3B) with[(3b) and then with (B7) anid [38), we get

T
In W In W
(39) = ! E Yt — Yt) +4§ Bt+l
r+1 t=1 t=1

teT

The last sum can be bounded from above asin [CBMS07] by ndiimgs?, | 2 2/1082 maxi<oci o7
is multiplied by at least a factor @from onet € 7 to the next one, so that

2 2
(40) ZBHl Z ollogy maxisct Y51  glt[logy maxicecr ¥l & 2B%., .

t=1
tGT teT

Inequality [39) thus yields

In WT+1 B In Wl <
nr+1 m -

(41)

T
> (e —5)° +8B7,, .
t=1
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Putting Equationd (32) anf (41) together, we get the PACeBiay inequality

(42)
- K(p,m-)
tz:;(yt U)° < E/\ﬁfw {/Rdz ye — [u-p(a)] 4 ) p(du) + — +8BF; ,

which yields [3D) by definition ofip1 £ 1/(8B3. ;).

As for the PAC-Bayesian inequality (81), which is statedrfon-truncated base forecasts, we can
use the same arguments as in the proof of Lefmma 1 exceptthé&n More precisely, ift ¢ T,
theny, € [—By1, Bit1] = [— By, By] so that truncation t6- B,, B;| can only improve prediction,
i.e., forallu € RY,

(= [ p@0l,)” < (= - ple)”

Butif ¢ € T, truncation td— B;, B,] does not necessarily help and we only have the (rough) upper
bound

(= - (@] ) < @Bran)® < (s — - (w)’ + 482,

In view of (4Q), the first PAC-Bayesian inequalify_{30) coméxl with the last two upper bounds
(fort ¢ T and fort € T respectively) yieldd(31). O

Proof (of Propositiori B).The same arguments hold as in the proof of Proposiiion 2 wighe
was derived from Lemmil 1 and Equatiofsl(2L),] (22), (23rehve apply Lemmgl2 and
restrict the infimum to the,,- -, u* € R4, defined in[(E1L) to get

T T
Z(yt — @})2 < inf {/}Rd Z(yt —u- cp(:vt))2pu*77(du) + 83:2”_1 IC(pu*J,ﬂT)} + 16B:2p+1
t=1

* d
—1 u*eR

o7

T *
. * * u
< it { (= o) + 828 1 sy o (14 Ll )}
t

QL

where the last inequality follows from Lemmias 3 and 4. O

Proof (of Corollary[2). Equation[(2F) follows directly from Propositiéh 3 and thetmalar tuning
T = 1/V/dT given in [26). O

Proof (of Corollary[3). Equation[(Z9) follows directly from Propositiéh 3 and thetfmalar tuning
7 =1/+/Bg given in (28). O
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4.3 Unknown boundsB, on the observations andB; on the empirical Gram matrix

In the previous section, we assumed that the forecasterdwmdsat the beginning of the predic-
tion game to either the time horizdh (Corollary[2) or a bound3s on the trace of the empirical
Gram matrix (Corollary3).

In this section, we remove these requirements and proveraitypeegret bound for a fully
automatic algorithm calledeqSEW? in the sequel. It is based on a doubling trick over the non-
decreasing quantity

and repeatedly runs the algorittiagSEW of the previous section for different valuesmoés is
detailed below.

More formally, the set of time rounds= 1,2,... is partitioned into regimes = 0,1, ...
whose final time instancels are data-driven. Let_; £ 0 by convention. We call regime,
r=0,1,..., the sequence of time rounds_; + 1,...,t,) wheret, is the firstdate¢ > ¢,_; + 1
such thaty, > 2" (note thaty; can be computed at the end of round

At the beginning of regime, we restart the algorithrieqSEW? defined in Figuré€l5 with the

parameter = 7,., wherer, is the solution of the equatidi = In(1 + 1/7), i.e.,
1

43 = .
(43) =

Note that, because of the restarting, the threshold valjessed during regime are not
computed on the basis of the whole past data but only on the dfsthe past data observed during
regimer. To avoid ambiguity, we thus rather use the notatiyn, so that

1/2
(44) Br,t Y <2Hog2 maxg,  14+1<s<t—1 yﬂ) , te {tr_l +1,... ,tr} .

Finally note that at each rouricbf every regimer, the values of3,.;, . £ 1/(8B7,), and-,
depend only on the data that is available at the time of coatiout (i.e., at the beginning of round
t for B; andn; and at the end of roundfor ~;). The algorithmSeqSEW? is thus fully automatic.

Theorem 1. Without requiring any preliminary knowledge at the begngnof the prediction game,
SeqSEW] satisfies, for alll’ > 1 and all (z1,y1), ..., (x7,y1r) € X xR,

(45)

T T
Z(yt —7)? < inf {Z(yt —u- cp(a:t))Q + 256( max ytz) lullgln | e+

d 1<t<T
=1 ueR® 121

2 ]|y
+ 64<1I£ta<XTyt)AT ||y In (1 + Tl

1 2>A
+< +3811;1&><Tyt T,

whereAr £ 2 + log, In (e + \/Zthl Z?:l 03 (1) )
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Corollary 4. Fix s € NandU > 0. Then, forall’ > 1 and all (x1,41), ..., (z7,y1) € X xR,
the regret of the algorithn$eqSEW? is uniformly bounded ofw : |lull, < s} N{w : [Jul, <

(46)
T T
Z(yt - ﬂt)Q - |\Jﬁlf<s (yt -—u <P(33t))2
t=1 lulh<v =1

d
U
< 256( 2) s I 64( 2)Arsn (14 =
max y; ) sIn [ e+ > eilz) | + max y; JAr s In +8

1<t<T 1<t<T

+ (1 + 38 max y,?)AT,
1<t<T

whereAr £ 2 + log, In (e + \/2le Z?:l @?(a:t) )

Proof (of Theoreri]1) We denote byR the index of the last regime and lek £ T (even if
vr < 28).

We upper bound the regret 8tqSEW} on each regime: = 0,..., R and aggregate the
resulting upper bounds by noting that
T R tr
Nw-0=> Y. wm-n)?
t=1 r=0t=t,_1+1
tr—1

(yt, — Uu)” + Z (ye — 50)?

M-

r=0 t=tr_1+1
R tr—1
(47) D 2w +BL )+ > (we—T)’
r=0 t=t,_1+1
R tr—1
(48) D D - | +6@R+ 1)y

\3
Il
o

t=tr_1+1

where we defing;. by

£ max |y .
1<t<T

To get Inequality[(47) we used the elementary upper bdynd- 3, )? < 2(y2. +72.) < 2(y? +

B2, ) (sincey;, € [—Bry,, Bry,] by definition of7;,). As for Inequality [48), it follows from
2 < ok 2 d

Yi, S yp-an

YT

2
B2 2 2(10g2 maX;, g 41<t<tr—1Y; | 2 max 2 c9ur2
mibr S Sk, ST
But forall» =0, ..., R, by definition oft,., we havey,._; < 2" which is equivalent to
tr—1 d

DD i) < (e -1y,

t=1 j=1
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so that, by the nonnegativity of th%?(a:t) forl <t <t_1,

tr—1

d
Yo D ela) < (e -1

t=t,_1+1 j=1

Since in addition,. £ 1/+/(e2" — 1)2, we can apply Corolloryl3 on each perifd _;+1,. .., t,—
1},7=0,..., R, with Bs = (2" — 1)? and get from[(48) the upper bound

T R tr—1

(49) Z(yt — ) < Z inf Z (v —u- (@)’ + An(u) p +6(R+ Lyp”

t=1 r=0 t=tr_1+1

where

/ r 2
(50) Ap(u) = 32B; [lullgIn { 1+ + 168

1.
ull ot

Since the infimum is superadditive, .8, inf,, <inf, > , (49) yields

R tr—1

T
S (e —3)? < inf ST (e —u (@)’ + Ar(u) | +6(R+ 1)y’
=1 ueR? 77 t=t, 1+1

R tr
<uigﬂgd{z > (e —u-plx) +ZA }+6R+1)

r=0t=t,_1+1

T R
(51) < inf {Z yi —u- ()’ +ZAT(U)} +6(R+ 1)ys2 .

Letu € RY. It now remains to upper bounﬁjﬁzo A, (u) and6(R + 1)y:2. Together with
the above-mentioned upper bounﬁi?m < 2y}2 and the elementary inequalityi(1 + zy) <
In(1+2)(1+vy)) =In(l+2z)+In(l+y) forall z,y > 0, (50) yields

(€ —1) [lull,
[ello

< 64y? HuHoln(l + (¥ — 1)) + 64432 ully In (1 +

A (u) < 6457 [ull,In (1 + ) +32y5% +1

[[elly
[[ello

* * u *
< 6457 [[ully 2" + 64452 ||ul, In (1 + Hqu> + 32052 + 1.
0

>+32 32+ 1

Summing over =0, ..., R, we get
(52)
R

u
> An(u) < 64477 ||ull, Zz’“ +(R+1) <64y;;2 [ u]l, In < Hu”l> + 32957 + 1> .
r=0 0

To finish the proof, we distinguish between the two caBes 0 or R > 1
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First case:R =0

ThenY} /2" =1andR + 1 = 1 so that[[GR) yields

R
u
> () < 64352 fuly + 64372 ful gt (14 00 ) 432072+ 1.
r=0 0

Noting that6(R + 1)yi? = 6yi? £ 6 maxi<;<7 y7, thatln (e - \/Zthl Z?:1 go?(mﬁ) > 1,
and thatAr > 2 + log, 1 > 1, Inequality [(51) combined with the last upper bound conetuthe
proof in the case wheR = 0.

Second caseRk > 1

SinceR > 1 and by definition otz_1,

(53) <In

From the above inequality and.* , 2" = 2f+1 — 1 < 4. 28~ we get

Note that from[(5B) we also havé + 1 < 2 + log, In (e + \/Zthl > gp?(act)) 2 A, s0
that, one the one hand, via (52),

R

> Ar(u) < 256577 |lullyIn | e+
r=0

T d
DR ED

u
+ 64952 A |JullyIn (1 il ”1>
t=1 j=1

[l

+ Ap (32y}2 + 1)

and, on the other hand,
6(R+1)ys” < 6A7y;2 .

Combining [51) with the two inequalities above and notim\itfd‘}2 = maxi<i<7 y7 conclude the
proof in the case wheR > 1. O

Proof (of Corollary(4). The proof is straightforward. In view of Theorém 1, we justd¢o check
that the quantity (continuously extendedsig= 0)

T d
ZZ‘P?(%) + 64<llgta<XTyt2)ATs In <1 + %)

t=1 j=1

256( max yf) sln|e+
1<t<T
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is non-decreasing in € R, and inU € R.

This is clear for/. The fact that it also non-decreasingsiotomes from the following remark. For
all U > 0, the functions € (0, +o0) — s In(1 + U/s) has a derivative equal to

U Uls
ln<1+§>_1+U/s forall s>0.

From the elementary inequality

1 1 u
= — > — — =
n(1 +u) ln<1+u>/ <1+u 1> 1+u’

which holds for allu € (-1, +00), the above derivative is nonnegative for ali> 0 so that the
continuous extension € Ry — s In (1 + %) IS non-decreasing. O

5 Adaptivity to the unknown variance in the stochastic settng

In this section, we apply the online-learning algoritSeySEW of Sectior 4.2 to the stochastic
settings described in Figuré 2 dnd 3, namely, the regressaatels with random and fixed design
respectively. The sparsity regret bounds proved for tigsrithm on individual sequences imply
in both settings sparsity oracle inequalities with leadingstantl which are of the same flavour
as in [DT08,/DT10a] but are adaptive (up to a logarithmic dacto the unknown variance?

of the noise if the latter is Gaussian. Weaker bounds arepatseed under weaker assumptions
like an exponential moment assumption on the noise disioibuBesides, for the case of random
design, our inequalities hold with respect to linear corabomsw in the wholeR¢ space instead
of being restricted td'-balls with finite radii. These results thus answer two goestleft open

in [DT10&]; see Remaikl 5 below.

This section is organized as follows. In Secfion 5.1 we @esivarp sparsity oracle inequalities
in the regression model with random design. We then expiaBeictior{ 5.2 how similar bounds
can be obtained in the case of a fixed design.

5.1 Regression model with random design

In this section, we consider the regression model with remdesign under the square loss de-
scribed in Figurél2. In particular, the time horizdris known in advance to the forecaster and the
observed pair§X1,Y1),...,(Xp,Yr) € X x R are i.i.d. with an unknown distribution.

In this setting, even if the whole sampl&’,, Y1), ..., (X7, Yr) is available at the beginning
of the prediction game, we treat it in a sequential fashioe.riv the algorithnseqSEW? defined

in Figure[® from timel to timeT" with 7 = 1/v/dT. We then define our data-based regreggor
as the uniform average

of the regressorﬁ : X — R sequentially built by the algorithrtReqSEW as

Fia) 2 [ - o], i)
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ThereforefT is a mirror-averaging type aggregation procedure in theessgiit as in[[DT10a] or,
e.g., the previous works [Cat04, CBCGD4, JRT08]. Howewarfrary to [Cat04, JRT08, DT10a],
the regressorg; : X — R are tuned online so th@ﬁ;-p does not depend on any prior knowledge
on the unknown distribution of theX;, Y;), 1 < t < T, such as the unknown variane# of the
noise,

! 2E[7] =E|(v —E[v]X))*] ,

the |||l . orthe| f — ;|| (actually, thep; and thef — ; do not even need to be bounded).

Theorem 2. Assume thatX;,Y1),...,(Xr,Yr) € X x R are independent random copies of
(X,Y) € X x R, whereE[Y?] < +oo and||p;]|7. 2 E[p;(X)?] < +ooforall j = 1,...,d.
Then, the data-based regresg@r defined above satisfies

2 E [maxi<i<r Y2 VAT ||ul|
o < i o . 2 Sl et et 1 Y
E[Hf fTHLQ]\;gﬂgd{uf u- o7 +64 - luly In { 14+ e

d 2
1 9 E [maxlgthYt ]
+ﬁ;”%”m+32 =

The previous theorem can be used in the following particcdaes.

Corollary 5. Assume thatXi,Y1),..., (X7, Yr) € X x R are independent random copies of
(X,Y) € X x R, thatsup; ¢ ;4 Hcij%g < 400, thatE|Y'| < 400, and that one of the following

assumptions holds on the distributional” £ Y — E[Y].
(BD(B)): |AY| < B almost surely for a given constaft > 0;

(SG(0?)) : AY is subgaussian with variance facto? > 0, that is, E [*2Y] < e\*7*/2 for
all A e R;

(BEM(a, M)) : AY has a bounded exponential moment, thatlige*4Y1] < M for some
given constants: > 0 and M > 0;

(BM(a, M)) : AY has a bounded moment, that B[|AY|*] < M for some given constants
a>2andM > 0.

Then, the data-based regressﬁr defined above satisfies

E[Hf_fTH;] = 1nf {”f u- LpHL2_|_128 (E[;]Q

d
1 2 E[Y]?
+ﬁjz::1”(pj”m+64< e +r |,

e 220
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where
B2
- under AssumptioiBD(B)),
2
) T o0ro®™L under AssumptiofiSG(a?)),
A 2 T T
Yr £ ZE| max (V; - E[Yy])"| < 2
T [1<i<T In*((M +¢e)T) .
— under AssumptiofBEM (a, M)),
M2« .
T under AssumptiofBM (a, M)),

for some sequend&’r) 1 of positive real numbers depending only Brand such that

supCr <8 and lim Cp=1.
T>1 T—+o00

The above corollary answers two questions left open in [ 48 detailed in Remalk 5. First
note that several classical assumptiong’oexpressed in terms gf( X') ande are either particu-
lar cases of the above corollary or can be treated simildémiyeed, each of the four assumptions
above onAY 2 Y —E[Y] = f(X) — E[f(X)] + ¢ is satisfied as soon as both the distribution of
f(X) — E[f(X)] and the conditional distribution af (conditionally onX) satisfy the same type
of assumption. For example, ff{ X) — E[f(X)] is subgaussian with variance factg§ and ife is
subgaussian conditionally ok with a variance factor uniformly bounded by a constaftthen
AY is subgaussian with variance factof + o2 (see also RemafR 8 to avoid conditioning).

The assumptions ofi( X)) — E[f(X)] ande can also be mixed together. For instance, as explained
in Remark8 after the proof of the present corollary, underdlassical assumptions

(54) [flloe <+oc  and E[eo‘"f‘ X} <M as.
or
(55) Ifll. < +00  and E[e)‘e X] <N as. VAER,

the key quantityyr in the corollary can be bounded from above by

2 2?*((M +e)T
811/l + 1 (( *+e) ) under the set of assumptios154),

T a?T
Yr <
T sIfA 202 ,InT .
T + ra +4Cro a under the set of assumptions55).

The previous comments lead to the following remark, whoshbrtieal explanation is given at the
end of the section.

Remark 5. Our results answer two questions left openin [DT10a]. Irdjesder the assumptions

Ifllw < 400  and E[&f

X] <2 as, VAER,

the bound stated in Corollary] 5 is of the same flavour as the moged in Proposition 1 of
[DT10a]. The authors however made two criticisms aboutrthesults. First, as noted in [DT10a,
Section 4.2], their sparsity oracle inequality only holds @¢'-ball with a finite radiusR which



Sparsity regret bounds for individual sequences in onlimeak regression 35

has to be chosen in advance by the forecaster (thus sometsauneng that the forecaster has
access to an a priori boun&* on the/!'-norm of a vectorn* minimizing some regularized risk;
see the proof of the present claim). Second, as noted in [BT$6ction 5.1, Remark 7], their
algorithm requires the a priori knowledge of the variancetta o2 of the noise. The authors thus
asked the two following questions:

e Is it possible to extend the infimum to the whiifespace? (or equivalently, can we adapt
to the unknowr!-norm || u*||,?)

e Is it possible to adapt to the unknown variance facté®

Our results show that both questions have a positive angsendicated in pages §8-39.

Proof (of Theorerhl2) By Corollory[2 and the definitions th; above andj; £ ft(Xt) in Figurel®,
we havealmost surely

T T Vo7l
2 2 ar ”qu
> (Y = fiX4))? < inf {Z —u- (X)) +64 (gtixTYt > ully In (1

2 ueks Tul,

d T
1 o2
—TZZ j (Xt) + 32 mtzz)%Y
It remains to take the expectations of both sides with resppe(X1,Y1),..., (Xp, Y7)). First
note that for alk = 1,..., T, defininge; 2 Y; — f(X;), we have
E[(Y - fux0)?] = [(e0+ 1(X0) - fux0)]
=o? +E[(£(X) - Jux0)?] |

sinceE[e7] = E[¢2] £ 52 one the one hand, and, on the other hahds a measurable function
of (X, Ys)1<s<i—1 andE[e;|(Xs, Vo) 1<s<i—1, Xi] = E[e¢|X;] = 0 (from the independence of

(Xs, Ys)1<s<t—1 and(Xy, Y;) and by definition off).

In the same way,

E[(Vi - o(X)’] =0* + B [(£(X0) — u-(X)°] .

Therefore, by Jensen’s inequality and the concavity of tfienum, the last inequality becomes,
after taking the expectations of both sides,

- +ZE[ ft(Xt)) } < mf {TO’ —|—ZE[ (Xt) —u- ‘P(Xt))2]
t=1
+64E [1213}{ Y } lullo In (1 " %) }

T
1
+ﬁj§;E 02 (X1) +32E[lmta<leQ} :
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Noting that thel'o? cancel out, dividing the two sides 1Y, and using the fact that; ~ X in the
right-hand side, we get

T
. 2
z:: [ ft(Xt)) } <;gﬂgd{\|f—u'<p\lm
E Y2 Vdr
o Ze hl( o ”u”>}
0

d
1 9 E [maxlgth Y, ]
a3 el + 82

The right-hand side of the last inequality is exactly the erppound stated in Theorefm 2. To
conclude the proof, we thus only need to check that- fr[|3. is bounded from above by the

left-hand side. But by definition q?T and by convexity of the square loss we have

"] 2E [(f(X) - %iﬁm)zl
1 tz:E[ x))*] = ZE[ ~ Jux)?] -

The last equality follows classically from the fact that &l ¢ = 1,..., 7T, (X, Ys)1<s<t—1 (ON
which f; is constructed) is independent from both and X and the fact thak; ~ X. O

e[ |- 7]

Remark 6. The fact that the inequality stated in Corolldry 2 has a legdconstant equal td on
individual sequences is crucial to derive in the stochasétting an oracle inequality in terms of

the (excess) riskE[Hf — fT||2LQ} and||f — u - ¢||7.. Indeed, if the constant appearing in front

of the infimum was equal 6 > 1, then theT'¢> would not cancel out in the previous proof, so
that the resulting expected inequality would contain a manishing additive terniC' — 1)o2

Proof (of Corollary[%). We can apply Theoref 2. Then, to prove the upper bourEI[qjm’ - fTH%Q] ,
it suffices to show that

(56)

E [Hlaxlgth Y?] <9 E[Y]2
T h T

+¢T> .
Recall that
vr 2 LB max (Y —E[Y])2 — 1| max (Av)?
L Fe s A K T ey ’
where we definedAY); £ Y; —E[Y;] = Y; —E[Y]forallt =1,...,T.

From the elementary inequality: + )2 < 222 + 2y? for all z,y € R, we have

(57 E [max Yt} E[max (E[Y] + (Ay)t)ﬂ < 2E[Y]? +2E [max (AY)? } .

1<t<T 1<t<T 1<t<T

Dividing both sides byl’, we get[(56).
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As for the upper bound o7, since theAY);, 1 < ¢ < T, are distributed adY’, we can apply
Lemma% (with = v/In2/2), Lemma®, and Lemnid 7 in the appendix (Secfion 6.4) to bound
7 from above under the assumptiof8G(c?)), (BEM(«, M)), and (BM(c, M)) respectively
(the upper bound und¢BD(B)) is straightforward) :

B? if Assumption(BD(B)) holds,
o> +2Cro*InT  if Assumption(SG(o?)) holds,
E| max (AY)z] << (M T
[KKT ' W if Assumption(BEM(c, M)) holds,
(MT)?/~ if Assumption(BM(«, M)) holds ,

where we chos€7 £ ~y7(vIn2/2) as given in Lemmals. In particulasup;, Cr < 8 and
limp_, 1o, Cp = 1. This concludes the proof. O

Remark 7. The two termsE[Y]?/T appearing in Corollary(b are not necessary. They can be
avoided via a slightly more sophisticated way of truncating predictions. Indeed, at each time
roundt, instead of truncating the predictions fte B;, B;|, which is best suited to the caB¢Y'| =

0, we could have truncated them to the smallest dyadic inktdiveontaining

Y,, max Ys]

[ min
1<s<t—1 1<s<t—1

If n, is changed accordingly, namely, = 1/ (8|1|?), the resulting upper bound @[Hf — fTH%Q]

is the same bound as the one of Corollary 5, but without theéwasE[Y]?/T. This is essentially
due to the fact that, with this more sophisticated trunaatiwe can replac& [max;<¢<r Y;?] in
Theoreni R with

1 2
§E <max Y; — min Yt>

1 ) 2
i<t<T 1<t<T =3k (max (Y: —E[Y]) — min (V; — E[Y])>

1<t<T 1<t<T

<22 s (o

which is the right-hand side df(57) withoRifE[Y]2.

Remark 8. We mentioned after Corollafyl 5 that each of the four assumngtonAY is fulfilled
as soon as both the distribution ¢fX) — E[f(X)] and the conditional distribution of (condi-
tionally on X) satisfy the same type of assumption. It actually extendlsetonore general case
when the conditional distribution afgiven X is replaced with the distribution afitself (without
conditioning). This relies on the elementary upper bound

E [ max (AY)? } E [ max (f(X;) — E[f(X)] + Et)ﬂ

1<t<T 1<t<T

< 2E[max (f(X2) —E[f(X)])ﬂ +2E[max 53} .

1<t<T 1<t<T

From the last inequality, we can also see that assumptiordifigirent nature can be made on
f(X)—E[f(X)] ande, such as the assumptions given[inl(54) ofin (55).
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Technical explanation of Remdrk SVe recall below Proposition 1 ¢f [DT10a] with our notations
(e.g.,s therein corresponds ty7 in this paper).

Proposition 4 (Proposition 1 of [DT10a]) Assume that for some constaht, > 0 we have
maxi<;<d ||¢jll < L. If, in addition, the errors:; have a bounded exponential moment:

3,02 >0 such that E[&f |X} <2 wAI<b, as,

-1
then, for everyR > 0 andn < min { (202 + 2Supjpy, <r llw- ¥ — ino) , b/(4RL¢)}, the
mirror averaging aggregatg?T : X — R defined in[[DT104a, Equations (1) and (3)] satisfies

d
| |7 7|, | <ined 17—l + T+1Z (1 4+ hujl/7) § + Ar(nr)

where the infimum is taken over alle R? such that|u|, < R — 2dr and where

d

Ar(n,7) 472 lpjlle +0 (T + 1)~
j=1

In the next paragraphs we compare the above propositionavgtimsequence of Corolldry 5 under
the assumptions

|fll, < +oco  and E[e*gl

Xl] <eM? as, VAeR.

Under the above assumptions, the sparsity oracle inegsédited in Corollary/15 yields

2. VT |ul
< inf —u-plf 412 In(14+-——1—2
A Jéle{Hf -l + 128 (E0E ) uuuon< Y
d
| ) E[Y]?
g MR ot (BBE 4 r)

whereyr < 8||f||% /T +20%/T + 320%(In T)/T as shown in RemaiK 8. Besides, as explained
in RemarKY, the two termB[Y]2 /T above can be avoided for a more sophisticated variant of the
algorithm SeqSEW, so that we omit them in the following corrguan.

(59)

e[|s-7]

First consider the main remainder terms (i.e., the logamithquantities inside the curly brack-
ets). Our main remainder term is proportional to the rigdmdhside of the upper bound

d
VdT
Zln(l +VdT |uj]) < |lully In <1 + ﬂ) ,

= Tl

but our sparsity oracle inequality of course also holds whth tighter quantity of the left-hand
side (see Lemmia 4 in the appendix). The latter quantity gipears in Proposition 4 above with
VdT replaced withl /7. Sincer should be chosen at most of ordgyd (so that the condition

lull, < R — 2dr can be satisfied), our quanti®y’]_, In(1 + V/dT |u;|) is at most of the same
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order asZ?zl ln(l + \uj\/r) (up to logarithmic factors). Moreover, the multiplicatif@ctor
1/(n(T + 1)) in Propositiori 4 above is at least of order
2

g 1 2
- t+ = sup Hudp—f” )

T T <k >
while ¢ is at most of ordeo?(In T) /T + || f||>, /T in our bound. The main remainder terms of
Propositior 4 above and in our risk bound](59) are thus coafybar

As for the secondary remainder terms (i.e., the ones outlsedeurly brackets), note that [DT10a]
~1/2
suggest to choose the tuning parametasT = min { (nT > Hgojuig) , R/(4d)}. The
corresponding secondary remainder tekm(n, 7) is at least of order
1 o2 1 9
— > 7 = swp u-e—fI%
nT =~ T T juy,<r =
Our bound[(5P) was derived with of order (7'd)~'/2; our secondary remainder term is of order
at most .
2
g lnT 1 2 2
Tt Z; leillze + 1715 /T -
j:
Our secondary remainder term is thus also comparable tondefoProposition4 above. Putting
the main and secondary remainder terms together, we jugtgtbat our bound (59) is not worse
(up to logarithmic factors) than the one stated in Propmsii above. It might even be betterAf
is large, or if theHgojH%2 are much smaller than thgpjuio, which is the case, e.g., when the
are square integrable but unbounded.

We now discuss the two questions left openlin [DT10a]. Destyie similarity of the two
bounds, the sparsity oracle inequality stated in Propwg#tiabove only holds for vectotswithin
¢'-balls of finite radii. The authors thus asked[in [DT10a, B&ct.2] whether it was possible to
extend the infimum to the wholR? space. Our results show that, thanks to truncation, theemsw
iS positive.

Equivalently, in [DT10a] it is somehow assumed that the daster has access to a relatively
precise bound?* on the/!-norm of the linear combination* minimizing the regularized risk

Hf —Uu- LP”%P + penT,T(u) ’
where pep _(u) is of order

HUHO < H“”l >
en, ~———= —In(1+ + A ) )
P )~ ) T A gy ) A () 7)

where, for a givenR > 0, n(R) is the largest; that satisfies the assumptions of Propositibn 4
above. This a priori boun®&* is then used for the choice of the other paramefaandr. On the
contrary, thanks to truncation, we do not need to assumestitdt a bound?* is available to the
forecaster.

The second open question, which was raised in [DT10a, Refjadeals with the adaptivity
to the unknown variance facter? of the noise. The a priori knowledge of the latter is indeed
required by their algorithm for the choice of the inverse penmature parameter. This is not the
case for our algorithm SeqSEW, which thus provides adaptfup to logarithmic factors) to the
unknown variance? of the noise at least whenever the latter is Gaussian. O
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5.2 Regression model with fixed design

In this section, we consider the regression model with fixegigh under the square loss described
in Figure[3. In particular, at the beginning of the game, tredaster has access to the time horizon
T and observes the whole samglg, Y1), ..., (zr, Yr), where

Yi=f(ze)+e, 1<t<T,

the x; are deterministic elements ii (picked by the environment), the € R are i.i.d. random
variables with an unknown distribution, arfd X — R is an unknown function.

In this setting, just like in Section 5.1, our algorithm ame tcorresponding analysis are a
straightforward consequence of the general results owithgil sequences developed in Seclibn 4.
The resulting sharp sparsity oracle inequality stated iaofén8 below is of the same flavour as
Theorem 5 of[DTOB]. But, as can be seen from Corollary 6 below bound is adaptive to
the unknown variance? of the noise at least whenever the latter is Gaussian (wdwakerds are
also proved under weaker assumptions). The framework digiren of individual sequences thus
offers a unifying framework to address tuning issues in iosghrandom and the fixed design cases.

Like for the case of random design, the sanfple Y1), ..., (z7, Y7) is treated in a sequential
fashion. We run the algorithrfieqSEW? defined in Figuré]5 from time to time 7" with the
particular choice of = 1/+/dT. We then define our data-based regregsor X — R by

1 ~ .
R o Z fe(x) if v €{x,...,27},
Frle) 2 4 "

0 if o ¢ {x1,...,27},

where .
Ng = ‘{t X = x}‘ = Zﬂ{xz:x} ,
t=1

and where the regressof§: X — R sequentially built by the algorithrfieqSEW? are defined
by

fi) 2 [ [ (o) mldu)

In the particular case when the are all distinct, f1 is simply defined byfr(z) £ fr(z) if
x € {z1,...,zr} and fr(x) = 0 otherwise.

Theorem 3. Consider the model of fixed design described in Figure 3. THen data-based
regressorfr defined above satisfies

1 & -~ 2 . 1 « 2
E TZ(f(l“t)—fT(l“t)) < inf TZ(f(-Tt)_U'CP(l't))
t=1

u€cRd —1
E Y2 VdT
4 64 B lmaxiceer Vi fully tn {1+ Y4E T
T ||UH0

d T
1 E [maxlgth Yf]
+ 72 ]Z:; tz:; go?(mt) + 32 T .
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The previous theorem can be used in the following particcdaes.

Corollary 6. Consider the model of fixed design described in Figure 3. rssilhat one of the
following assumptions holds on the distributionsof

(BD(B)): |e| < B almost surely for a given constant > 0;

(SG(0?)) : ¢ is subgaussian with variance facter > 0, that is, E [¢**] < ¢**7*/2 for all
A€ER;

(BEM(a,M)) : ¢ has a bounded exponential moment, thatge®<l] < M for some given
constantsy > 0 and M > 0;

(BM(a, M)) : € has a bounded moment, that B[|¢|*] < M for some given constants > 2
andM > 0.

Then, the data-based regress;/ér defined above satisfies

1 & - 2 . 1 & 2
E TZ(f(a;t)—fT(a;t)) < inf TZ(f(xt)—u-gp(xt))
t=1

u€eRd 1
2 /
+ 198 <maXl§t<Tf (xt) +¢T> ||u||0 In(1+ dr HuHI
T [l
d T
1 2 maxie<T f2 (l‘t)
+szgpj(xt)+64< T +vr ),
7j=1t=1
where
B2
e if Assumption(BD(B)) holds,
2
1 % +2Cr a2lnTT if Assumption(SG(c?)) holds,
or® 28 max | < 0 gy
St n (& . .
— 7 if Assumption BEM («, M)) holds,
pr2e if [ hold
T if Assumption BM(c, M)) holds,

for some sequend&'r) 1 of positive real numbers depending only Brand such that

supCr <8 and lim Cr=1.
T>1 T—+oo

Proof (of Theorerl3).The proof follows the sames lines as the proof of Thedrem 2thive only
sketch the main arguments.

Applying Corollory[2 we havealmost surely

T T
> (Vi = filwn)® < inf {Z(Yt — - ()’ + 64 ( max YE) g In (1 | YT lully ”“”1> }

=1 uelR? = ItsT [l
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T
1

+ — E E 90? x¢) + 32 maxY
drT e <t<T

Taking the expectations of both sides, expanding the sg(i&fe- ﬁ(a;t))2 and(Y; —u- cp(a:t))2,
noting that two term§’2 cancel out, and then dividing both sides Bywe get

T
1 . 1 2
— T xt) < inf ¢ = Ty) —u - (x
£ 1 300 - )| € fnt {13000 - ot
E Y;? T
6 [maxi<ir t]\lullo . 1+\/d ul;
T [l

d T
1 2 E [Hlaxlgth 362]
+W;;g@j(l‘t)+32 T .

The right-hand side is exactly the upper bound stated in fEmei@. We thus only need to check
that

T

(60) Z — fr(z:))

T

Z ftxw].

\

This is an equality if the:; are all distinct. In general we get an inequality which faléofrom the
convexity of the square loss. Indeed, by definitiomgf we have, almost surely,

T
S(f)—Fr)) = Y. D (fa) - Fr@) = D e (f@) - fr(@)?

t=1 x€{T1,.. T} 1<t<T ze{z1,....x7}

g

ze{x1,....xT} %§t<£
1 -, & _
<D ot Y (@) - Al@)” =D (@) - fula)
ze{z1,...or} T t=1

t:rr=x
where the second line is by definitionﬁj and where the last line follows from Jensen’s inequal-

ity. Dividing both sides byl and taking their expectations, we getl(60), which concluties
proof. O

Proof (of Corollary[6). First note that
2
2| 22| £ | (100 + |
<t<T

2
<2<11£a\>%f (a:t)—l—E{max EtD .

The proof then follows the exact same lines as for Corollawith the sequencé:;) instead of
the sequencé(AY),). O
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6 Appendix

6.1 A convex duality argument for the Kullback-Leibler divergence

In this section, we recall a convex duality inequality dais by the Kullback-Leibler divergence
and whose proof can be found, e.g.,[in [DZ98, p. 264] or [Cat04.59]. For the sake of simplic-
ity, and because it is sufficient for our applications, weyasthte it fornon-positivemeasurable

functions (whose expectation with respect to any prokghilistribution is always well defined,
be it finite or not).

Proposition 5. For any measurable spadéd”, B), any probability distributionr on (£, 5), and
any non-positive measurable functiéan: £ — R_, the Legendre transform of the Kullback-
Leibler divergence can be expressed as

ln/ ehdr = sup {/ hdp — IC(p,W)} .
B pemi(B) \E

6.2 Exp-concavity of the square loss

In this section, we recall the notion of exp-concavity ane (Blementary) fact that the square
loss is1/(8B2%)-exp-concave ofi-B, B]. See, e.g./ [KW99] of [CBLU6] for a reference on exp-
concave losses.

Definition 1. Let I c R be an interval of the real line. A functioh : I — R is said to be
exp-concaveor a givenn > 0 (or simplyn-exp-concavkif the functionH,, = e~"" is concave
onl.

Noting thatH,, = Hg'/” andh = —% In H,,, we can see that ff : I — R is n-exp-concave, then

o hisn'-exp- < n (sincez — z'/" is concave and non-decreasing);
h is i/-exp-concave for ald < 1/ < 7 (since U

e his convex (since: — —% In x is convex and non-increasing).
A proof of the next proposition can be found, e.g.[in [Vov01]

Proposition 6. The square loss i4/(8B?)-exp-concave ofi—B, B] in the sense that, for all

y € [—B, BJ, the function

z €[-B,B]— (y —x)?

is 1/(8B?)-exp-concave.

(moreover, the constart/ (8 B2) is not improvable)

6.3 Some tools to exploit our PAC-Bayesian inequalities

In this section, we recall two results needed for the deawadf Propositiori 2 and Propositioh 3
from the PAC-Bayesian inequalitiels {15) andl(31). The paok due to [DTO7, DT08] and we
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only reproduc@them for the convenience of the reader.

For anyu* € R% andr > 0, definep,+ , as the translated of. atu*, namely,

d

(61) Pu* T £ ?(U - u*) du = H (3/7-) duj 1
U =1 2(1 + |u; — u;f|/T)

Lemma 3. For all u* € R andr > 0, the probability distributiory,,-  satisfies

T T

T d
/Rd Z(yt -—u- ‘P(xt))qu*,T(du) = Z(yt —u” - xt + 72 Z Z ('03 1)
t=1 1

t=1 j=1t=

Lemma 4. For all u* € R% and 7 > 0, the probability distributiorp,,- , satisfies

sl
Kl o) < 4o (14 .
g o\ iy 7

Proof (of Lemmal) For allt € {1,...,T} we expand the squai(g; — u - cp(:ct))2 = (y —
p(z) + (u* —u) - cp(:ct))2 and use the linearity of the integral to get

T
(62) e Z Y—u- ‘P(mt)) Pus - (du)
t=1 .
S (o) + / (" — ) - @(22)) *pue - (ca)
=1 =1 /RY

#3720 uplen) [ (- ) pla) pur(du)

The last sum is equal to zero by symmetrygf - aroundu*, which entails that/ w p,- ,(du) = u™.

R
As for the second sum of the right-hand side, it can be boufrded above similarly. Indeed, ex-
panding the inner product and then the sqt(aie“ —u)- cp(xt))2 we have, foralk =1,...,T,

d
((u* —u) = (W —uw)* Q@)+ Y (uf —uy)(uf — wr) i () pr () -
j=1

1<j#k<d

By symmetry ofp,,- » aroundu* and the fact thap,,- - is a product-distribution, we get

T
> /Rd((“* —u) - (1)) pur +(d ZZ% zy / uf — ) pus - (dut) +0
t=1

t=1 j=1

2The notations are however slightly modified because of tkegh in the statistical setting and goal. The tar-
get predictions(f(z1),..., f(xr)) are indeed replaced with the observatidps, . ..,yr) and the prediction loss
| f— full? is replaced with the cumulative 10387, (y: — u-(x+))>. Moreover, the analysis of the present proof is
slightly simpler since we just need to consider the dage= +oco according to the notations of Theorem 5[in [DT08].



Sparsity regret bounds for individual sequences in onlimeak regression 45

T d
(63) _ZZ%Q 2 / — )’ (3/7) duy

2(1 + |uj — uj-|/7')4

t=1 j=1
T d
4 ) 3t2dt
= ,]—1
(65) —T2ZZ¢] xt)
t=1 j=1

Equation [(6B) follows from the definition qf,- -. Equation [(64) is obtained by the change of

2
variablest = (u; — u?)/7. As for Equation[(65), it follows from the equalit)[ (E’>t7c|lt|)4 =1
R2(14 |t
that can be proved by integrating by parts.
Combined with[(6b), Equatiof (62) yields the desired edquali O

Proof (of Lemm&l4) By definition of p,,- » andn, we have

s dpu*ﬂ' _ n d (1+|uj|/7—)4 w
Ko 2 [ (0% w)) () = | (1 [ i) @

7=1

d
1+ |uj|/7T >
66 :4/ <E In——27 ) pe-(du) .

But, for allu € RY, by the triangle inequality,
Lt Jusl/m < T+ 1/ 7+ uy — il /7 < (L + W l/7) (1 + |y —ujl/7)

so that Equatior (66) yields the upper bound

K(pusri77) < 42111 L+[uil/r) =4 > Wm(1+]ujl/7) .

Jiui#0

We now recall thafju*||, = |{; : u} # 0}| and apply Jensen’s inequality to the concave function
x € (—1,400) — In(1 + x) to get

Zj:u*.;eo‘uﬂ
> I (1 fufl/7) = [t T ’ > I (14 ul/7) < [luf]loIn <1+”u17

Jruj7#0 Jruj7#0 HOT
[l
< JJu*||gIn <1 + .
DR lurlg

This concludes the proof. O
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6.4 Some maximal inequalities

In this section, we prove three maximal inequalities neddethe derivation of Corollari€s 5 and 6
from Theorem$§12 and 3 respectively. All these inequalit@o from a Pisier-type argument.
Their proofs are quite standard but we provide them for theenience of the reader.

Lemma 5. Let Z1,...,Zr beT > 1 (centered) real random variables such that, for a given
constantv > 0, we have

VtE {17...,T}7 V)\E]R7 E|:e)\Zti| < 6)\21//2 '

Then, forall0 < 5 < In2,

2
<
ELIg&)%Zt} <v+yr(B)2vInT,

where

1 if7T =1,
r(B) & 1 2(1—3/vInT)

1—6/\/1nT+ 8VInT tr=2.

so that for the particular choice gf = v/In 2/2 we have
Sup7T<\/ln2/2) <8  and lim '7T<\/ln2/2) —1.
T—4o00

T>1

Lemma 6. Let 7y, ..., Zr beT > 1 real random variables such that, for some given constants
a > 0and M > 0, we have

Vte {1,...,T}, E[eaizti} <M.

Then,
In?((M +e)T
E[max Zf] < M .
1<t<T «
Lemma?7. LetZy,...,Zp beT > 1 real random variables such that, for some given constants

a>2andM > 0, we have
vte{l,....,T}, E[|Z/|*] <M.
Then,

E [ max Zf] < (MT)?/>

1<t<T
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Proof (of Lemmals) First note that, ifl” = 1, then
(67) E [ma)% ZE] =E [le] <v,

since Z; is subgaussian with variance factor(this upper bound is well-known and can be ob-
tained via a second-order Taylor expansiondE [e*#1] = N’ E[Z}] /2 + o(A\?) asA — 0, see,
e.g., [IBLM]). Since in this case, we also hawel’ = 1, this proves the desired inequality.

We can now assume thdt > 2. The rest of the proof is based on a Pisier-type argument as
is done, e.g., in Lemma 2.3 of [Mas07] to prove, under the sassemptions as in the present
Lemma, the maximal inequality

E[max Zt] <V2rInT.

1<t<T
Fix A > 0, whose value will be chosen by the analysis. First note that

1 1
E [max ZE] = Xlnexp <)\E [max Zf]) < XlnE [exp ()\ max Zf)]

1<t<T I<t<T I<t<T

by Jensen’s inequality. Since— ¢® is nondecreasing and* %’ > 0 forallt = 1,...,T, the
last inequality yields

1 1
E [max Zf] < XIHE [max e’\ZtQ} < XlnIE

1<t<T 1<t<T

T
S

t=1

1 £l 2 2 2
<5ln (Z NEZ R [e’\ (2 —E[Ztl)} >
t=1
1 ) 2 2
(68) <v+ X In (ZE [ek (73 —JE[ZJ)D ,
t=1

where the last inequality follows frofi Z7] < v forallt = 1,...,T proved in[67).

Lett € {1,...,T}. The rest of the proof is dedicated to bound]ﬁh%eA (ZE‘E[ZtQ])} from above

by means of Bernstein’s inequality.
SinceZ; is subgaussian with variance factgrwe have, from Theorem 1.2 of [BLM],
E [(23)2] <221 (20)? = 1612

and
|
VE>3, E [(ZE)’;} <E [Zf’f] <2k (20)F = %(161/2)(2y)k‘2 .

We can thus apply the version of Bernstein’s inequalityestah Proposition 2.9 of [Mas07] or,
e.g., in Theorem 1.16 of [BLM] to get

2 2 2 1/2
e, 0 o )
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Equation[[68) thus yields, for all € (0,1/(2v)),

In7T 1 2(16v2
E[mafo}éV—i—n——i-—lnexp(Z()\(i))

1<t<T A A 1—(2v)\)
<+ InT . V2
h A 1T—2w)\
In particular, choosing\ £ 1 <1 — L) which can be seen to approximately minimize the
’ 2v VInT
last upper bound, we get
2uInT dvvInT

E[max ZE} <v+

1<t<T

3= )

1 2(1 - B8/vVInT)
<y+<1_ﬁ/ —1nT+ BVInT >2ylnT.

Lyp(B)

This concludes the proof of the maximal inequality. The thet

suprT(\/E/Q) <2+ l <8 and TETOOVT (@/2) =1

T>1 In2 =

follows from a direct calculation. O

Proof (of Lemmal6) We first need the following definitions. Let, : Ry — R be a convex
majorant ofz — e“V* onR_. defined by

e if z <1/a?,
axé
Yalz) {eaﬁ if 2 >1/a%.

We associate withp,, its generalized inverse, ! : R — R, defined by

1 B 1/a2 ify<e,
Va ()= { (Iny)?/a? ify>e.

Elementary manipulations show that
e 1), is nondecreasing and convex Bn ;
e ¢, ! is nondecreasing dR;

o o <Y, (Yulx)) forallz € Ry,

We can now use the same Pisier-type argument as in the psepioof. From the inequality
x <5t (Ya(x)) forall z € Ry we have

2 < —1 2
B | s 27] < v (vn (B[ 27]))
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<! (E [wa(&% ZE)]) = o (E L%ag%% (ZE)D :

where the last two inequalities follow by Jensen’s inedud8ince,, is convex) and the fact that
both+, ! ands), are nondecreasing.

Sincer, > 0 andy, ! is nondecreasing we get

1<t<T

E [max Zf] <Yt <E

> n(a)] ) it (el
<! (zE[u . 4)

In*(MT + €T)
=)

<Y (MT +eT) = -

where the second line follows from the inequality(z) < e + e*V? for all z € R, and where
the last line follows from the bounded exponential momestiagtion and the definition af .
It concludes the proof. O

Proof (of Lemma&l7) As in the previous proofs, we have, by Jensen’s inequalitytha fact that
x — 2%/2 is convex and nondecreasing Bn. (sincea > 2),

2/ 2/
=K [max !Zt|a]

1<t<T

i a/2
E [max ZE] <E (max Zt2> ]
1<t<T 1<t<T
2/
< (MT)2/a

T

<E|> |Z[°

Lt=1

by the bounded moment assumption, which concludes the.proof O
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