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Abstract

We consider the problem of online linear regression on arbitrary deterministic sequences
when the ambient dimensiond can be much larger than the number of time roundsT . In
this framework we prove deterministic online counterpartsof the so-called sparsity oracle
inequalities introduced in the stochastic setting in the past decade. They indicate that the
task consisting in predicting almost as well as an unknown high-dimensional target vector is
still statistically feasible if this target vector has onlyfew non-zero coordinates. Our online-
learning algorithm SeqSEW is based on exponential weighting and data-driven truncation. In
a second part we apply a parameter-independent version of this algorithm to the regression
model with random or fixed design. In this setting the sparsity regret bounds proved on arbi-
trary deterministic sequences yield sparsity oracle inequalities with leading constant1 which
are of the same flavor as in Dalalyan and Tsybakov (2008; 2010)but are adaptive (up to a log-
arithmic factor) to the unknown variance of the noise if the latter is Gaussian (weaker bounds
are also proved under weaker assumptions). The framework ofprediction of individual se-
quences thus offers a unifying setting to address tuning issues in both the random and the
fixed design cases.

1 Introduction

Sparsity has been extensively studied in the stochastic setting over the past decade. Among the
tools introduced for this purpose the notion ofsparsity oracle inequalityplays a fundamental role.
In high-dimensional linear regression, such inequalitiesimply that the task consisting in predicting
almost as well as an unknown target vector is still statistically feasible if the target vector has only
few non-zero coordinates.

In this paper, we bring the notion of sparsity oracle inequality into the deterministic setting
known as theframework of prediction of individual sequences. The corresponding determinis-
tic inequalities are calledsparsity regret bounds. We prove such bounds for an online-learning
algorithm calledSeqSEWwhich is inspired from the Sparse Exponential Weighting algorithm in-
troduced in the stochastic setting by [DT07]. Thanks to individual sequences techniques (e.g.,
online truncation and online tuning), the most sophisticated version of our algorithm is fully auto-
matic in the sense that no a priori knowledge is needed for thechoice of the tuning parameters.

∗This research was carried out within the INRIA project CLASSIC hosted býEcole Normale Supérieure and CNRS.
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The second contribution of this paper deals with fruitful connections between the framework
of individual sequences and the stochastic setting. More precisely, we show that the online trun-
cation and the online parameter tuning performed by the algorithm SeqSEW for deterministic
purposes yield, in the regression model with random or fixed design, sparsity oracle inequalities
with leading constant1 which are of the same flavour as in [DT08, DT10a] but are adaptive (up to
a logarithmic factor) to the unknown varianceσ2 of the noise at least whenever the latter is Gaus-
sian (weaker bounds are also proved under weaker assumptions). The framework of prediction of
individual sequences thus offers a unifying framework to address tuning issues in both the random
and the fixed design cases.

This paper is organized as follows. In Section 2 we describe our deterministic and stochas-
tic settings. In Section 3 we detail the contributions of this paper in view of existing results on
sparsity in the stochastic and the deterministic settings.In Section 4 we prove the aforementioned
sparsity regret bounds for our algorithm SeqSEW, first when the forecaster has access to some a
priori knowledge on the observations (Sections 4.1 and 4.2), and then when no a priori informa-
tion is available (Section 4.3), which yields a fully automatic algorithm. In Section 5 we apply the
algorithm SeqSEW to the regression model with random design(Section 5.1) and to the regression
model with fixed design (Section 5.2). Some technical tools are finally given in appendix.

2 Setting and notations

As mentioned in the introduction, we consider three closelyrelated prediction settings: a repeated
game with deterministic data and two batch games with randomdata known in the statistical liter-
ature respectively as theregression model with random designand theregression model with fixed
design.

Our prediction model in the deterministic setting is an equivalent variant of an extension of
the game of prediction with expert advice calledprediction with side information; see [CBL06,
chapter 11] for references on this setting. A forecaster hasto predict in a sequential fashion
the values of an unknown sequence of real-valued observations (yt)t∈N∗ given some input data
(xt)t∈N∗ from a certain setX . At each time roundt ∈ N

∗, the forecaster has access toxt ∈ X and
some base forecastsϕj(xt) ∈ R, 1 6 j 6 d, on the basis of which he outputs a predictionŷt ∈ R

whose quality is assessed by the square loss(yt − ŷt)
2. The goal of the forecaster is to minimize

his cumulative loss
T∑

t=1

(yt − ŷt)
2 .

This cumulative loss will be compared to the cumulative losses
∑T

t=1

(
yt−u·ϕ(xt)

)2
of the linear

regressorsu ·ϕ ,
∑d

j=1 ujϕj , u ∈ R
d. Since the comparison of the latter cumulative losses will

be carried out onanyarbitrary deterministic sequence(xt, yt)t>1, this setting is a particular case
of the so-called framework of prediction ofindividual sequences. In this setting no assumption is
made on the way the data is generated (i.e., the sequence(xt, yt)t>1 is not assumed to be a real-
ization of a given stochastic process with statistically interesting properties such as ergodicity and
stationarity); we refer to [CBL06] for a detailed overview of this framework. We give in Figure 1 a
detailed description of the repeated game of prediction with side information under the square loss.

As for the batch setting with random data, we first consider the so-calledregression model
with random design, a game-theoretic description of which is given in Figure 2.This setting is a
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Online prediction with side information under the square loss

Parameters: input data setX , base forecastersϕ = (ϕ1, . . . , ϕd) with ϕj : X → R,
1 6 j 6 d.

Initial step : the environment chooses a sequence of observations(yt)t>1 in R and a sequence
of input data(xt)t>1 in X but the forecaster has not access to them.

At each time round t ∈ N
∗,

1. The environment reveals the input dataxt ∈ X .

2. The forecaster chooses a predictionŷt ∈ R

(possibly as a linear combination of theϕj(xt), but this is not necessary).

3. The environment reveals the observationyt ∈ R.

4. Each linear forecasteru · ϕ ,
∑d

j=1 ujϕj , u ∈ R
d, incurs the loss

(
yt − u · ϕ(xt)

)2

and the forecaster incurs the loss(yt − ŷt)
2.

Figure 1: Description of the repeated game of online prediction with side information under the
square loss.

batch counterpart of the previous online setting. The pairs(xt, yt) ∈ X × R, t > 1, are drawn
independently at random according to a common probability distribution; we thus use the capital
lettersXt andYt instead ofxt andyt. Moreover, contrary to the online deterministic setting, all
the data from time1 to time T is available to the forecaster at the beginning of the prediction
game. The goal of the forecaster is not to minimize the cumulative loss

∑T
t=1(Yt − ŷt)

2 as in the
deterministic setting (for it would be trivial since theYt are known to the forecaster), but to output
a data-based regressorf̂T : X → R whose expectedL2-risk

E

[wwwf − f̂T

www
2

L2

]
, E

[(
f(X)− f̂T (X)

)2]

is as small as possible. In the above equation,f is the unknown regression function, the expecta-
tion on the left-hand side is taken with respect to the sample(Xt, Yt)16t6T , and the expectation
on the right-hand side is taken with respect to(Xt, Yt)16t6T andX, whereX is a random variable
independent of(Xt, Yt)16t6T which the same distribution asX1. The expectedL2-risk above will
be compared to theL2-risks‖f − u ·ϕ‖2L2 of the linear regressorsu · ϕ ,

∑d
j=1 ujϕj , u ∈ R

d.

Finally, in the regression model with fixed design, the prediction game is still of the batch
style (i.e., all the data is available to the forecaster at the beginning of the game). A game-theoretic
description of this setting is given in Figure 3. Note that, similarly to the regression model with
random design, the observationsYt are random, but, in contrast with the latter setting, the input
dataxt are deterministic. The goal of the forecaster is to make his expected prediction loss

E

[
1

T

T∑

t=1

(
f(xt)− f̂T (xt)

)2
]

as small as possible, where the expectation is taken with respect to(Yt)16t6T . It will be compared
to the prediction losses of the base linear regressorsu · ϕ ,

∑d
j=1 ujϕj , whereu ∈ R

d, i.e., to
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Aggregation in the regression model with random design under the square loss

Parameters: time horizonT , input data setX (endowed with someσ-field B), and base
regressorsϕ = (ϕ1, . . . , ϕd) with ϕj : X → R, 1 6 j 6 d.

One-shot game:

1. The environment chooses a probability distribution for(X,Y ) ∈ X × R such that
E
[
Y 2
]
< +∞ andsup16j6dE

[
ϕ2
j(X)

]
< +∞. The corresponding regression function

f and noiseε are given by

f(x) , E
[
Y
∣∣X = x

]
and ε , Y − f(X) .

(all these quantities are unknown to the forecaster)

2. The environment draws independent random copies(X1, Y1), . . . , (XT , YT ) of (X,Y ).
They are revealed to the forecaster.

3. The forecaster chooses a data-based regressorf̂T : X → R

(possibly as a linear combination of theϕj , but this is not necessary).

4. Each base linear regressoru · ϕ ,
∑d

j=1 ujϕj , whereu ∈ Rd, incurs theL2-risk

‖f − u · ϕ‖2L2 , E

[(
f(X)− u ·ϕ(X)

)2]

and the forecaster incurs theL2-risk
wwwf − f̂T

www
2

L2
, E

[(
f(X)− f̂T (X)

)2 ∣∣ (Xt, Yt)16t6T

]
.

Figure 2: Aggregation in the regression model with random design under the square loss. This
classical model is described here in a game-theoretic fashion.

the quantities

1

T

T∑

t=1

(
f(xt)− u · ϕ(xt)

)2
.

We end this section with some notations. The ambient dimension will be denoted byd con-
trary to several works on sparsity in the stochastic settingwhere it is denoted byp or byM (in
this paper, the letterp will be used to denote some probability distributions onR

d). Vectors in
R
d will be denoted by bold letters. For allu,v ∈ R

d, the standard inner product inRd between
u = (u1, . . . , ud) andv = (v1, . . . , vd) will be denoted byu · v =

∑d
i=j uj vj .

For all u ∈ R
d, the ℓ0-norm, ℓ1-norm, andℓ2-norm ofu = (u1, . . . , ud) are respectively de-

fined by

‖u‖0 ,
d∑

j=1

I{uj 6=0} =
∣∣{j : uj 6= 0}

∣∣ ,
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Aggregation in the regression model with fixed design under the square loss

Parameters: time horizonT , input data setX , and base regressorsϕ = (ϕ1, . . . , ϕd) with
ϕj : X −→ R, 1 6 j 6 d.

One-shot game:

1. The environment chooses a functionf : X −→ R and a probability distribution for
ε ∈ R such thatE

[
ε2
]
< +∞ andE[ε] = 0. The functionf and the distribution ofε

are not revealed to the forecaster.

2. The environment picks deterministic elementsx1, . . . , xT in X , draws independent ran-
dom copiesε1, . . . , εT of ε, and forms the random variables

Yt = f(xt) + εt .

The sample(x1, Y1), . . . , (xT , YT ) is revealed to the forecaster.

3. The forecaster chooses a data-based regressorf̂T : X → R

(possibly as a linear combination of theϕj , but this is not necessary).

4. Each base linear regressoru · ϕ ,
∑d

j=1 ujϕj , whereu ∈ Rd, incurs the prediction
loss

1

T

T∑

t=1

(
f(xt)− u · ϕ(xt)

)2

and the forecaster incurs the prediction loss

1

T

T∑

t=1

(
f(xt)− f̂T (xt)

)2
.

Figure 3: Aggregation in the regression model with fixed design under the square loss. This
classical model is described here in a game-theoretic fashion.

by

‖u‖1 ,
d∑

j=1

|uj| ,

and by

‖u‖2 ,




d∑

j=1

u2j




1/2

.

The set of all probability distributions on a Borel subsetΘ of Rd (endowed with its Borel
σ-algebra) will be denoted byM+

1 (Θ). For allρ, π ∈ M+
1 (Θ), the Kullback-Leibler divergence

betweenρ andπ is defined by

K(ρ, π) ,





∫

Rd

ln

(
dρ
dπ

)
dρ if ρ is absolutely continuous with respect toπ;

+∞ otherwise,
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wheredρ
dπ denotes the Radon-Nikodym derivative ofρ with respect toπ.

For allx ∈ R andB > 0, we denote by⌈x⌉ the smallest integer larger than or equal tox, and
by [x]B its thresholded value:

[x]B ,





−B if x < −B;

x if −B 6 x 6 B;

B if x > B.

Finally, we will use the (natural) convention0 ln(1 + U/0) = 0 for all U > 0.

3 Overview of the literature and contributions of this paper

In this section we detail the contributions of this paper in view of existing results on sparsity both in
the stochastic setting and in the framework of prediction of(deterministic) individual sequences.
Our first contribution consists in the introduction of a deterministic counterpart of the so-called
sparsity oracle inequalitiesin the framework of prediction of individual sequences. In Section 3.1
we motivate this new type of regret bounds – calledsparsity regret boundsthereafter – and describe
the main features of the algorithm SeqSEW, which satisfies such sparsity regret bounds. We then
detail in Section 3.2 the second contribution of this paper,namely, how these sparsity regret bounds
(of deterministic nature) can yield adaptive sparsity oracle inequalities in the stochastic setting.

3.1 Introduction of a deterministic counterpart of sparsity oracle inequalities

3.1.1 Sparsity oracle inequalities in the stochastic setting

Consider first the (generalized) linear regression model with fixed or random design, i.e., to be
consistent with the notations introduced in the previous section,

(1) Yt = u
∗ · ϕ(Xt) + εt , 1 6 t 6 T ,

where theXt ∈ X are either i.i.d random variables (random design) or fixed elements (fixed de-
sign), denoted in both cases by capital letters in this section, whereu∗ ∈ R

d is the unknown linear
combination (recall thatu∗ · ϕ ,

∑d
j=1 u

∗
jϕj), and where theεt are i.i.d. square-integrable real

random variables with zero mean (conditionally on theXt if the design is random).

Three main statistical problems arise in this linear regression framework:

• prediction: estimating
(
u
∗ ·ϕ(Xt)

)
16t6T

(fixed design) oru∗ ·ϕ (random design);

• estimation: estimatingu∗;

• support estimation: estimating the set of the non-zero coordinates ofu∗.

These three tasks have been extensively studied over the past decade in the high-dimensional
setting under a sparsity scenario, namely, when

(2) ‖u∗‖0 ≪ T ≪ d .

In this paper, we will only address the prediction problem (under a sparsity scenario). As we will
see later, this problem can be addressed in rather general regression models both in the stochastic
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setting (see the next paragraphs) and in the deterministic setting known as the framework of pre-
diction of individual sequences (see Section 3.1.2).

In the stochastic setting, most risk bounds for the prediction problem take the form of sparsity
oracle inequalities. We explain below the basic idea that underlies this type of risks bounds. In the
(generalized) linear regression model with fixed or random design (1), the ordinary least squares
estimator

ûT ∈ argmin
u∈Rd

1

T

T∑

t=1

(
Yt − u · ϕ(Xt)

)2

has an expected riskE
[
R
(
ûT

)]
which is at most of orderd/T (see [GKKW02] and the references

therein for the fixed design, and the more recent advances in [AC09] for the random design un-
der weak assumptions on the output distribution). Here, we defined the riskR(u) of any linear
combinationu ∈ R

d by

R(u) ,





‖u∗ ·ϕ− u · ϕ‖2L2 (random design)

1

T

T∑

t=1

(
u
∗ ·ϕ(Xt)− u · ϕ(Xt)

)2
(fixed design).

When the ambient dimensiond is much larger than the sample sizeT , a direct minimization of
the least-squares criterion onRd can lead to overfitting, which is reflected in the non-vanishing up-
per boundd/T . However, one can still hope to achieve a small risk under theadditional assumption
‖u∗‖0 = s ≪ T . Indeed, if the supportJ(u∗) of u∗ was known in advance, the oracle applying
the ordinary least squares estimator to the linear subspace

{
u ∈ R

d : ∀j /∈ J(u∗), uj = 0
}

would
have a risk of order at mosts/T ≪ 1.

The rates/T of the latter oracle can actually be achieved up to aln d factor without the prior
knowledge of the setJ(u∗) nor even of its cardinalitys =

∣∣J(u∗)
∣∣. This was first done by adding

a ℓ0-complexity penalty to the least-squares criterion (penalty proportional to the number of non-
zero coefficients; see [Aka71] for the AIC criterion, [Mal73] for Mallows’ Cp, and [Sch78, FG94]
for the BIC criterion). As proved in [BTW04, BTW07a] throughmodel selection arguments,
without any assumption on the dictionary, suchℓ0-regularized methods “mimic” theℓ0-oracle in
the sense that their risks are at most of order

s ln(d/s)

T

without any prior knowledge onJ(u∗). Since this rate is actually minimax optimal onℓ0-balls
for fixed or Gaussian random designs [RWY09, Ver10], suchℓ0-regularized methods are termed
adaptiveto the unknown sparsity ofu∗.

The risk bounds proved in [BTW04, BTW07a] are actually stronger. They indeed hold in the
more general regression model (sometimes called thenonparametric regression setup)

(3) Yt = f(Xt) + εt , 1 6 t 6 T ,

with random design (where theXt are i.i.d. random variables, as in Figure 2) or fixed design
(where theXt are deterministic elements, as in Figure 3). Sincef is not necessarily assumed to
be of the formf = u

∗ · ϕ, the risk bounds mentioned earlier

E
[
R
(
ûT

)]
= O

(
s ln(d/s)

T

)
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are replaced with bounds on the differencesE
[
R
(
ûT

)]
− R(u) for all u ∈ R

d, where the risk
R(u) is now defined by

R(u) ,





‖f − u ·ϕ‖2L2 (random design)

1

T

T∑

t=1

(
f(Xt)− u ·ϕ(Xt)

)2
(fixed design).

The risk bounds proved in [BTW04, BTW07a] are indeed of the form

(4) E
[
R
(
ûT

)]
6 (1 + a) inf

u∈Rd

{
R(u) + C(a)

‖u‖0
T

ln

(
e d

max
{
‖u‖0 , 1

}
)}

,

whereC(a) ∼ a−1 −→ +∞ asa −→ 0. The above upper bound is a typical example of what is
called asparsity oracle inequality, i.e., in the prediction problem, a risk bound in terms of therisk
R(u) and the number of non-zero coordinates‖u‖0 of all u ∈ R

d.

Numerous other works have proved sparsity oracle inequalities over the last decade. For the
case of the prediction problem we are interested in, we can refer, among others, to [BTW07b,
vdG08, BRT09, Kol09b] for sparsity oracle inequalities with leading constant strictly larger than1
(as in (4)) which hold for Lasso-type procedures (which we comment on later). Recently,sharp
sparsity oracle inequalities, i.e., sparsity oracle inequalities with leading constant equal to1, have
been proved for procedures based on exponential weighting;see, e.g., [DT08, DT10a, RT10,
AL10] and the references therein.

As detailed in [BTW06, BTW07a, DT08], sparsity oracle inequalities have interesting conse-
quences. They indeed imply that:

1. in the high-dimensional linear regression model (1), prediction is still statistically feasible
under a sparsity scenario (this is the main motivation we chose to introduce the notion of
sparsity oracle inequality);

2. statistical procedures satisfying such sparsity oracleinequalities can be used to perform
adaptive nonparametric regression (i.e., for an appropriately well chosen basis, these proce-
dures are adaptive to the unknown smoothness of the regression functionf );

3. statistical procedures satisfying sharp sparsity oracle inequalities achieve (quasi-)optimal
rates of model-selection, convex, and linear aggregation in the sense of [Nem00, Tsy03].
Namely, up to some small remainder terms, these procedures predict at least as well as the
best among the base predictorsϕj (model-selection aggregation), the best convex combi-
nation of theϕj (convex aggregation), and the best linear combination of the ϕj (linear
aggregation); the corresponding remainder terms are the smallest possible ones. We refer
the reader to, e.g., [RT10, Section 6] and the references therein (note that there are also other
types of aggregation than the three ones mentioned above).

We end this section with a brief computational efficiency-oriented overview of alternatives to
ℓ0-regularization. A major drawback ofℓ0-regularization is that the corresponding non-convex
minimization problems are not computationally tractable.This complexity issue has been handled
by replacing theℓ0-penalty with aℓ1-penalty (proportional to the (weighted) sum of the absolute
values of the coefficients). Theℓ1-regularization can indeed be seen as a ‘convex relaxation’of ℓ0-
regularization, i.e., from a geometrical viewpoint, it behaves similarly to theℓ0-penalty but leads to
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convex and thus computationally tractable minimization problems. Theℓ1-regularization was first
proposed by [Tib96] for the so-called Lasso estimator and by[DJ94] for a soft thresholding-based
estimator in the context of wavelet regression. Theℓ0-oracle properties of the Lasso, i.e., risk
bounds typically of the form(s ln d)/T , together with those of several variants, have then been
extensively studied over the past decade (see, e.g., [BTW07b, BRT09, vdG08, Kol09a, Kol09b]
and references therein). We also mention that [MM10] recently addressed theℓ1-oracle properties
of the Lasso estimator through a model selection viewpoint.

Despite their computational efficiency, theseℓ1-regularized methods suffer from another draw-
back: theirℓ0-oracle properties hold under rather restrictive assumptions on the (fixed or random)
design; namely, that the covariates should be nearly orthogonal (see [vdGB09] for a detailed dis-
cussion on these assumptions). Recently an attempt has thusbeen made to reach a compromise
between strong theoretical guarantees (that hold under very weak assumptions on the design) and
computational efficiency. In this respect [DT08, DT09, DT10a] proposed an aggregation algorithm
which is based on exponential weighting, which satisfies sparsity oracle inequalities on a fixed or
random design under almost no assumption on the dictionary,and which can be approximated nu-
merically at a reasonable computational cost for large values of the ambient dimensiond. This is
the algorithm from which our algorithm SeqSEW is inspired (see Section 3.1.3 for more details).
More recently [RT10, AL10] designed algorithms based on aggregation which satisfy optimal rates
of sparse aggregation in the regression model with fixed design (in the sense of [RT10]). [AL10]
also addressed the regression model with random design but the corresponding risk bounds depend
as in [DT08] on the logarithms of‖u∗‖1 andT (but their bound holds with large probability). In
both papers [RT10, AL10] the corresponding algorithms wereshown to be well approximated by
MCMC methods with conclusive experimental results.

3.1.2 Sparsity in the framework of individual sequences

In the deterministic setting described in Figure 1, we proveregret bounds on individual sequences
(xt, yt)16t6T ∈ (X × R)T of the form

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+ c1B

2
y ‖u‖0 ln

(
1 +

√
dT ‖ϕ‖∞ ‖u‖1
c2By ‖u‖0

)}
(5)

+ c3B
2
y ,

whereϕ(x) ,
(
ϕ1(x), . . . , ϕd(x)

)
, where‖ϕ‖∞ , max16j6d supx∈X

∣∣ϕj(x)
∣∣, wherec1, c2, c3

are positive absolute constants, whereBy is a bound on all the observations|yt|, 1 6 t 6 T (whose
knowledge is not required by the most sophisticated versionof our algorithm), and where‖u‖0
denotes thesparsityof the vectoru ∈ R

d, i.e., the number of its non-zero coordinates:

‖u‖0 ,
d∑

j=1

I{uj 6=0} =
∣∣{j : uj 6= 0}

∣∣ .

We thus provide an online and deterministic counterpart of the so-calledsharp sparsity oracle
inequalitiesintroduced in the stochastic setting, which we callsparsity regret bounds(see Equa-
tion (7) below for a general formulation). Our work thus draws the following parallel. In 2001,
Azoury and Warmuth [AW01] and Vovk [Vov01] proved the first (deterministic) regret bounds on
a variant of the Ridge regression forecaster, which had already been theoretically studied in the
stochastic setting since the 1970s (see, e.g., [HK70, CML07, AC09]). In the same way, we extend
to the deterministic setting the work on Sparse ExponentialWeighting by Dalalyan and Tsybakov



10 Sébastien Gerchinovitz

[DT07, DT08, DT10a] who addressed the (stochastic) regression model with fixed or random de-
sign under a sparsity scenario; see Section 3.1.3 below for more details on our algorithm.

Note that our work draws another parallel. In the same way as sparsity-oriented methods in
the stochastic literature are adaptive to the unknown sparsity, our algorithm provides adaptivity to
the unknown sparsity in the deterministic setting. The upper bound (5) can indeed be rewritten in
the following way (since(x, y) 7→ x ln(1 + y/x) is nondecreasing inx ∈ R

+ and iny ∈ R
+ as

explained in Corollary 4).

For all s ∈ N and allU > 0,

sup
x1,...,xT
y1,...,yT





T∑

t=1

(yt − ŷt)
2 − inf

‖u‖
0
6s

‖u‖
1
6U

T∑

t=1

(
yt − u ·ϕ(xt)

)2




6 c1B
2
y s ln

(
1 +

√
dT ‖ϕ‖∞ U

c2By s

)
(6)

+ c3B
2
y ,

where the supremum is taken over all the input datax1, . . . , xT ∈ X and all the observations
y1, . . . , yT ∈ [−By, By].

The upper bound (6) is of orderB2
y s ln

(√
dT ‖ϕ‖∞U/(sBy)

)
, which can be compared to the

boundB2
y s ln

(
T ‖ϕ‖2∞ ‖u∗‖22 /

(
sB2

y

))
that a variant of the sequential Ridge regression fore-

caster would satisfy when applied to the unknown support{j : u∗j 6= 0} of a “good” linear
combinationu∗ of sparsity‖u∗‖0 = s. More precisely, this sequential forecaster, which was
studied in [AW01, Vov01], predicts at timet as a linear combination of the base forecasts, i.e., as
ŷt = ût ·ϕ(xt), where

ût ∈ argmin
u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+ λ ‖u‖22

}
,

for some tuning parameterλ > 0. Using the same notations as above, it is proved in [AW01,
Vov01] that this forecaster satisfies the regret bound

T∑

t=1

(
yt − ŷt

)2
6 inf

u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+ λ ‖u‖22

}
+ dB2

y ln

(
1 +

T ‖ϕ‖2∞
λ

)

6 inf
u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+ dB2

y ln

(
1 +

T ‖u‖22 ‖ϕ‖2∞
dB2

y

)}
+ dB2

y .

The last inequality follows from the quasi-optimal1 choice ofλ = (dB2
y)/ ‖u∗‖22, whereu∗ ∈ R

d

minimizes the right-hand side of the last inequality. We canthus deduce the aforementioned bound

B2
y s ln

(
T ‖ϕ‖2∞ ‖u∗‖22 /

(
sB2

y

))
with s = ‖u∗‖0 when the latter forecaster is only applied to the

support ofu∗. However, just like in the stochastic setting, this supportis unknown (and so is
‖u∗‖22), so that the latter forecaster can only be used as an ideal benchmark. The discussion above
shows that our regret bound (6), which is derived for a legitimate algorithm, is comparable to this
benchmark bound.

1This choice ofλ minimizes overR+ the functionλ 7−→ λ ‖u∗‖2
2
+ dB2

y ln
(

T ‖ϕ‖2
∞

/λ
)

.



Sparsity regret bounds for individual sequences in online linear regression 11

As far as optimality is concerned, the upper bound (6) is not improvable up to logarithmic
factors. Indeed, one can straightforwardly derive from [Vov01, Section 3.3] (see also [SKF02])
that if s≪ T , then the regret of any forecaster on the subset

{
u ∈ R

d : ‖u‖0 6 s and ‖u‖1 6 1
}

is bounded from below by a quantity of orderB2
y s lnT . Our algorithm is thus minimax optimal

on intersections ofℓ0- andℓ1-balls (up to logarithmic factors).

The main interesting consequence of our sparsity regret bound (6) is that, just like in the
stochastic setting, the prediction task in a high-dimensional deterministic setting is still statis-
tically feasible under a sparsity scenario. Indeed, our newsparsity regret bound is roughly of
orders ln(dT ), which is sublinear inT if s ≪ T/ ln(dT ). Therefore, it can yield vanishing per-
round regret bounds even whend ≫ T provided that there is a sparseu ∈ R

d (i.e., such that
‖u‖0 ≪ T/ ln(dT )) whose cumulative loss afterT time rounds is small enough.

To the best of our knowledge, Proposition 2 and its refinements (Proposition 3 and Theorem 1)
provide the first examples of sparsity regret bounds in the framework of prediction of individual
sequences, i.e., bounds of the form

(7)
T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+∆

(
‖u‖0 , ‖u‖1 , T, d,By, ‖ϕ‖∞

)}
,

where the regret term∆
(
‖u‖0 , ‖u‖1 , T, d,By , ‖ϕ‖∞

)
grows at most linearly in‖u‖0 andB2

y

and logarithmically in‖u‖1, T , andd. We stress that∆ should not depend more than logarithmi-
cally ond and‖u‖1 in view of the lower boundB2

y s lnT mentioned in the previous paragraph.

Recent works in the field of online convex optimization addressed the sparsity issue in the
online deterministic setting, but from a quite different angle. See, e.g., [LLZ09, SST09, Xia10,
DSSST10] and the references therein. All these articles focus on convex regularization. In the
particular case ofℓ1-regularization under the square loss, the aforementionedworks prove bounds
on theℓ1-regularized regret of the form

T∑

t=1

(
(yt − ût · xt)

2 + λ ‖ût‖1
)

6 inf
u∈Rd

{
T∑

t=1

(
(yt − u · xt)

2 + λ ‖u‖1
)
+ ∆̃

(
‖u‖1 , T, d,By , ‖ϕ‖∞

)}
,

where we used the same notations as above (and denoted byût the linear combination output
by the algorithm at timet), and where the functioñ∆ grows at least linearly in‖u‖1. This is in
contrast with the slow logarithmic dependence we are looking for and prove, e.g., in Proposition 2.

However, in the works mentioned above [LLZ09, SST09, Xia10,DSSST10] and in related
papers cited therein, a particular attention is paid to sparsity-inducing algorithms, i.e., algorithms
that predict as a sparse linear combination of the base forecasts, namely, that output

ŷt = ût ·ϕ(xt) with ‖ût‖0 ≪ T/ ln(dT ) ,

which we do not do in this paper. Our predictionsŷt are not even linear combinations of the
base forecasts since they are given by averages of truncatedlinear combinations of theϕj(xt),
1 6 j 6 d. An open question is thus whether it is possible to conciliate both goals, i.e., to design
an online learning algorithm which both ouputs sparse linear combinations (which is statistically
useful and sometimes essential for computational issues) and satisfies a sparsity regret bound of
the form (7).
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3.1.3 Sequential Sparse Exponential Weighting

Our prediction algorithm, calledSeqSEWthereafter (forSequential Sparse Exponential Weight-
ing), is an online variant of the Sparse Exponential Weighting algorithm introduced in the stochas-
tic setting by [DT07]. The key contribution of these papers was to establish a link between ag-
gregation with exponential weights and sparsity. In this way they provide a statistical procedure
with ℓ0-oracle guarantees under almost no assumption on the dictionary(ϕj)16j6d which is at the
same time computationally efficient for large values of the dimensiond. The results developed in
Section 4 show that this connection between exponential weighting and sparsity still holds in the
framework of prediction of individual sequences.

Aggregation (or mixing) with exponential weights has now quite a long history in the the-
ory of prediction of individual sequences, from the seminalworks [Vov90, LW94] to more recent
parameter-tuning oriented papers such as [CBMS07]; see [CBL06] for a detailed overview of the
subject. The idea of mixing estimators was initiated earlier in the stochastic setting and has been
concurrently developed since; see, e.g., the references given in [Yan01, LB06]. For the particu-
lar case of mixing with exponential weights in the stochastic setting, we can refer, among other
works, to [Cat99, Cat04] for density estimation, to [Cat99,Cat04, Aud04, BN08, DT10a, AL10]
for regression on a random design, and to [LB06, Gir08, DT08,AL10, RT10] for regression on a
fixed design (or in the related Gaussian sequence model).

In addition to using exponential weights, our algorithm is based on a trick which proves to
be crucial for deriving some theoretical guarantees: truncation of the base forecasts before the
exponential averaging step. More precisely, the probability distributionpt ∈ M+

1

(
R
d
)

output by
our algorithm at the end of time roundt−1 is computed on the basis of the truncated base forecasts
instead of the base forecasts themselves, i.e.,

pt(du) ,

exp

(
−η

t−1∑

s=1

(
ys −

[
u ·ϕ(xs)

]
B

)2
)

Wt
πτ (du) ,

whereWt is a normalizing constant, whereπτ is a prior distribution onRd to be specified later,
and whereB > 0 andη > 0 are tuning parameters. Accordingly, the predictionŷt output by our
algorithm at timet is a convex mixture (with respect topt) of the truncated base forecasts, i.e.,

ŷt ,

∫

Rd

[
u ·ϕ(xt)

]
B
pt(du) .

Truncation was already used many times in the literature; for the case of least squares regres-
sion, see, e.g., [GKKW02]. Truncation also turned out to be useful in the sequential prediction of
unbounded time series under the square loss [GO07, BBGO10].As can be seen from the proof
of Lemma 1, truncation to a level larger than a boundBy on the observations|yt| can only im-
prove prediction, while it enables to take advantage of the exponential concavity of the square
loss. When no such boundBy is available to the forecaster, or, in the stochastic setting, when the
finite-time stochastic process(Yt)16t6T is unbounded, one can automatically and almost surely
adapt to the unknown boundmax16t6T |yt| (resp., the unknown random boundmax16t6T |Yt|);
see Section 3.2 below.

This paper only focuses on the theoretical guarantees of thealgorithm SeqSEW. However, it is
possible to slightly adapt its statement to make it computationally tractable by means of Langevin
Monte-Carlo approximation while not affecting its statistical properties. To do so, one can follow
the same lines as in [DT09, DT10b]. The technical details arehowever omitted in this paper.
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3.2 From individual sequences to stochastic sequences

A major criticism that has sometimes been addressed to the theory of prediction of individual se-
quences is that the losses are assumed to be uniformly bounded, while this is not the case in the
stochastic setting (e.g., observationsYt deviating fromf(Xt) by a Gaussian noise can take values
in the whole real line).

This remark could lead to think that the framework of individual sequences on the one hand
(which does not make any stochastic assumption on the way theobserved data are generated but
only deals with bounded losses) and the stochastic setting on the other hand (in which the observed
sequence is assumed to be ergodic and stationary or even i.i.d., but for which the observations do
not need to be bounded) are in some sense independent frameworks. This is not true as was already
illustrated in the past: bounds in the stochastic setting can be derived from bounds on individual se-
quences, and we make further progress in this direction. In particular, our (deterministic) sparsity
regret bounds yield adaptive sparsity oracle inequalitiesboth in the random- and the fixed-design
regression models (with unbounded noise).

This section is organized as follows. In Section 3.2.1 we explain how online-learning algo-
rithms designed for individual sequences with bounded observations can be applied to the regres-
sion model with random design if the observationsY1, . . . , YT are unbounded. In Section 3.2.2
we show that the algorithm SeqSEW answers two open questionsraised in [DT10a] on a random
design and also provides adaptive counterparts of results in [DT08] on a fixed design.

3.2.1 Exploiting the fact that a finite stochastic sequence is almost surely bounded

In this section we only deal with the regression model with random design. The regression model
with fixed design can however be handled similarly; see Section 5.2.

The basic idea underlying the use of online-learning algorithms in this stochastic setting con-
sists in treating each realization of the stochastic sequence(X1, Y1), . . . , (XT , YT ) as an individual
sequence. As a first consequence, even if the whole sample(X1, Y1), . . . , (XT , YT ) is available at
the beginning of the prediction game, we process it in a sequential fashion.

As a second sequence, the regret guarantees of the underlying online-learning algorithm hold
almost surely. They can usually take the following form: for some comparison subsetU of Rd,
with probability one,

(8)
T∑

t=1

(
Yt − f̃t(Xt)

2
)
6 inf

u∈U

{
T∑

t=1

(
Yt − u ·ϕ(xt)

)2
+ ψT,d,By

(u)

}
,

for some small remainder termψT,d,By
(u) such as the one given in the sparsity regret bound (7).

The comparison setU ⊂ R
d can be taken as, e.g., the set of the vertices of the simplex inR

d

(which corresponds to the problem ofmodel-selectionaggregation), the whole simplex (which
corresponds toconvexaggregation), or the wholeRd space (which corresponds tolinear aggrega-
tion). In the above equatioñft(x) is the prediction output by the algorithm at timet when given
the input datax ∈ X , andBy is a bound on the observations|Y1|, . . . , |YT |.

The derivation of a risk bound from the above almost-sure regret bound (8) is now quite standard
and follows from a mirror-averaging step; see, e.g., [CBCG04, CBG08, JRT08] for a reference.
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More precisely, as is detailed in Section 5.1, one can show from Jensen’s inequality and elementary
calculations that the data-based regressorf̂T , 1

T

∑T
t=1 f̃t satisfies the risk bound

E

[(
f(X)− f̂T (X)

)2]
6 inf

u∈U

{
E

[(
f(X)− u · ϕ(X)

)2]
+ E

[
ψT,d,By

(u)
]}

.

If the observations|Yt| are almost surely bounded by a known deterministic boundBy, then
there are many online-learning algorithms which satisfy the regret bound (8). They usually de-
pend on some tuning parameters which can be chosen as a function ofBy; see, e.g., [CBL06] for
a reference on the exponentially weighted average forecaster or other potential based forecasters.

However, a proper attention should be paid to the case when the observationsYt are unbounded,
e.g., whenY1, . . . , Yt are i.i.d. random variables such that

∀B > 0, P
(
|Y1| > B

)
> 0 .

In this case, [BN08] propose truncating the observationsYt to some thresholdγ = b or γ = b lnT
(up to constant factors) for some known boundb on the infinity norms of the regression functionf
and the base regressorsϕj , 1 6 j 6 d. They then apply an exponentially weighted average
forecaster to the truncated observations

Ỹt = [Yt]γ , 1 6 t 6 T .

The authors then prove a risk bound forf̂T in terms of the truncated observation[Y ]γ , from which
they derive by an approximation argument a risk bound in terms of the non-truncated (and possibly
unbounded) observationY .

A drawback of the previous approach is not only thatb is assumed to be known in advance, but
more importantly thatf is assumed to be uniformly bounded. On the contrary one couldhope to
deal with the more general case whereE

[
f2(X)

]
< +∞. Besides, the base forecastersu · ϕ,

u ∈ U , are not uniformly bounded ifϕ 6= 0 andU = R
d (so that the approach followed in [BN08]

for model-selection or convex aggregation does not readilyapply to linear aggregation).

We thus suggest to truncate the base forecastsu ·ϕ(Xt) instead of truncating the observationsYt.
Ideally we would like to truncate these base forecasts to theunknown random boundBy =
max16t6T |Yt|, since this can only improve prediction and proves to be useful for the analysis.
The actual truncation is thus performed with respect to a time-varying threshold which adapts
to By (the latter random bound is almost surely finite sinceT is finite and the observationsYt
are integrable by assumption). To do so, we use parameter-tuning techniques provided, e.g., in
[ACBG02, CBMS07]. Adaptation means here that we are able to prove bounds within constant
factors of (quasi-optimal) bounds that could be proved ifBy was known in advance by the fore-
caster. In particular, this property enables us to derive sparsity oracle inequalities in the stochastic
setting which are adaptive to the unknown variance of the noise at least whenever the latter is
Gaussian; see the next section for more details.

3.2.2 Adaptivity of SeqSEW in the stochastic setting under asparsity scenario

Our results in the stochastic setting answer two questions left open in [DT10a] for the regression
model with random design and provide adaptive counterpartsof results in [DT08] for the regres-
sion model with fixed design.



Sparsity regret bounds for individual sequences in online linear regression 15

Following the mirror-averaging approach described in the previous section, the sparsity regret
bounds derived in Section 4 on individual sequences lead to sparsity oracle inequalities in the
regression model with random design (see Theorem 2 of Section 5.1). In the present section we
only consider the particular case when the regression function f is bounded and when the i.i.d.
errorsεt , Yt − f(Xt) are subgaussian (conditionally on theXt) in the sense that, for some
constantσ2 > 0,

‖f‖∞ < +∞ and E

[
eλε1

∣∣∣ X1

]
6 eλ

2σ2/2 a.s., ∀λ ∈ R .

Under the above assumptions, we prove the following sparsity oracle inequality in Corollary 5 of
Section 5.1:

E

[wwwf − f̂T

www
2

L2

]
6 inf

u∈Rd

{
‖f − u ·ϕ‖2L2 + 128

(
E[Y ]2

T
+ ψT

)
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}(9)

+
1

dT

d∑

j=1

‖ϕj‖2L2 + 64

(
E[Y ]2

T
+ ψT

)
,

whereψT 6 8 ‖f‖2∞ /T +2σ2/T +32σ2(lnT )/T as shown in Remark 8 of Section 5.1. Besides,
as explained in Remark 7, the two termsE[Y ]2/T above can be avoided with a more sophisticated
variant of the algorithm SeqSEW, so that we omit them in the following discussion.

As detailed in Remark 5 of Section 5.1, the above bound (59) iscomparable to the sparsity or-
acle inequality stated in Proposition 1 of [DT10a], which werecall below with our notations (e.g.,
β therein corresponds to1/η in this paper). Our bound might even be better ifR is large, or if
the ‖ϕj‖2L2 are much smaller than the‖ϕj‖2∞, which is the case, e.g., when theϕj are square
integrable but unbounded.

Proposition 1 (Proposition 1 of [DT10a]). Assume that for some constantLϕ > 0 we have
max16j6d ‖ϕj‖∞ 6 Lϕ. If, in addition, the errorsεt have a bounded exponential moment:

∃b, σ2 > 0 such that E

[
eλε
∣∣X
]
6 eσ

2λ2/2, ∀|λ| 6 b, a.s.,

then, for everyR > 0 andη 6 min

{(
2σ2 + 2 sup‖u‖

1
6R ‖u ·ϕ− f‖2∞

)−1
, b/(4RLϕ)

}
, the

mirror averaging aggregatêfT : X −→ R defined in [DT10a, Equations (1) and (3)] satisfies

E

[wwwf − f̂T

www
2

L2

]
6 inf

u



‖f − u · ϕ‖2L2 +

4

η(T + 1)

d∑

j=1

ln
(
1 + |uj |/τ

)


+∆T (η, τ) ,

where the infimum is taken over allu ∈ R
d such that‖u‖1 6 R− 2dτ and where

∆T (η, τ) , 4τ2
d∑

j=1

‖ϕj‖2L2 + η−1(T + 1)−1 .

We can now discuss the two questions left open in [DT10a]; further details are given in Re-
mark 5 of Section 5.1. Despite the similarity of the two bounds, the sparsity oracle inequality
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stated in Proposition 1 above only holds for vectorsu within ℓ1-balls of finite radii. The authors
thus asked in [DT10a, Section 4.2] whether it was possible toextend the infimum to the wholeRd

space. Our results show that, thanks to truncation, the answer is positive.

The second open question, which was raised in [DT10a, Remark7], deals with the prior knowl-
edge of the variance factorσ2 of the noise. The latter is indeed required by their algorithm for the
choice of the inverse temperature parameterη. The authors thus asked whether adaptivity toσ2

was possible. Our sparsity oracle inequality provides a positive answer (up to logarithmic factors)
at least whenever the noise is Gaussian. Weaker bounds are also proved under weaker assump-
tions; see Corollary 5 of Section 5.1.

Since these adaptivity properties still hold within the regression model with fixed design (see
Section 5.2), the framework of prediction of individual sequences seems to offer a unifying setting
to address tuning issues both in the random and in the fixed design regression models.

4 Sparsity regret bounds for individual sequences

In this section, we prove sparsity regret bounds for different variants of an online-learning al-
gorithm called SeqSEW and based on Sequential Sparse Exponential Weighting. We thus only
consider the deterministic setting described in Figure 1. The stochastic setting will be addressed
in Section 5.

Both when the forecaster has access in advance to a boundBy on the observations|yt| (Sec-
tion 4.1) and when this preliminary knowledge is not available (Sections 4.2 and 4.3), our analysis
consists of two steps. We first prove in an online-learning fashion a deterministic PAC-Bayesian
inequality with leading constant1 (which actually holds for a generic prior), see Lemmas 1 and 2.
The second step of our analysis follows directly from [DT08,Theorem 5] and a proper online
tuning of the parameters at hand. Our main results are Propositions 2 and 3 when some a priori
knowledge is available to the forecaster and Theorem 1 for the fully automatic case.

4.1 Known boundsBy on the observations andBΦ on the trace of the empirical
Gram matrix

To simplify the analysis, we first assume that, at the beginning of the game, the number of roundsT
is known to the forecaster and that he has access to a boundBy on all the observationsy1, . . . , yT ,
i.e.,

y1, . . . , yT ∈ [−By, By] ,

and to a boundBΦ on the trace of the empirical Gram matrix, i.e.,

d∑

j=1

T∑

t=1

ϕ2
j (xt) 6 BΦ .

The first version of the algorithm studied in this paper is defined in Figure 4 (adaptive vari-
ants are to be introduced later). We name itSeqSEWfor it is a variant of the Sparse Exponential
Weighting algorithm introduced in the stochastic setting by [DT07, DT08] which is tailored for
the prediction of individual sequences.
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Algorithm: SeqSEWB,η
τ .

Parameters: thresholdB > 0, inverse temperatureη > 0, and prior scaleτ > 0 with which
we associate thesparsity priorπτ ∈ M+

1 (R
d) defined by

(10) πτ (du) ,
d∏

j=1

(3/τ)duj

2
(
1 + |uj |/τ

)4 .

Initialization : p1 , πτ .

At each time round t > 1,

1. get the input dataxt and predict as

ŷt ,

∫

Rd

[
u · ϕ(xt)

]
B
pt(du) ,

where

[z]B ,





−B if z < −B
z if −B 6 z 6 B for anyz ∈ R;

B if z > B

2. get the observationyt and compute the posterior distributionpt+1 ∈ M+
1 (R

d) as

pt+1(du) ,

exp

(
−η

t∑

s=1

(
ys −

[
u ·ϕ(xs)

]
B

)2
)

Wt+1
πτ (du) ,

where

Wt+1 ,

∫

Rd

exp

(
−η

t∑

s=1

(
ys −

[
v · ϕ(xs)

]
B

)2
)
πτ (dv) .

Figure 4: Definition of theSeqSEWB,η
τ algorithm.

The following proposition is the main result of this section.

Proposition 2. Assume that, for a known constantBy > 0, the (x1, y1), . . . , (xT , yT ) are such
that

y1, . . . , yT ∈ [−By, By] .

Then, for allB > By, all η 6 1/(8B2), and allτ > 0, the algorithmSeqSEWB,η
τ satisfies

(11)
T∑

t=1

(yt−ŷt)2 6 inf
u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+

4

η
‖u‖0 ln

(
1 +

‖u‖1
‖u‖0 τ

)}
+ τ2

d∑

j=1

T∑

t=1

ϕ2
j (xt) .
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Proposition 2 yields the following corollary. Note that to set the parametersB, η, andτ the
forecaster has to know in advance the upper boundsBy andBΦ. These two requirements will be
removed one by one in the next two sections.

Corollary 1. Assume that, for some known constantsBy > 0 andBΦ > 0, the
(x1, y1), . . . , (xT , yT ) are such that

y1, . . . , yT ∈ [−By, By] and
d∑

j=1

T∑

t=1

ϕ2
j (xt) 6 BΦ .

Then, when used with

(12) B = By , η = 1/(8B2
y) , and τ =

√
16B2

y/BΦ ,

the algorithmSeqSEWB,η
τ satisfies

(13)
T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+ 32B2

y ‖u‖0 ln
(
1 +

√
BΦ ‖u‖1

4By ‖u‖0

)}
+ 16B2

y .

To prove Proposition 2, we first need the following deterministic PAC-Bayesian inequality
which is at the core of our analysis.

Lemma 1. Assume that for some known constantBy > 0,

y1, . . . , yT ∈ [−By, By] .

For all τ > 0, if the algorithmSeqSEWB,η
τ is used withB > By and η 6 1/(8B2), then it

satisfies

T∑

t=1

(yt − ŷt)
2 6 inf

ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt −

[
u · ϕ(xt)

]
B

)2
ρ(du) +

K(ρ, πτ )

η

}
(14)

6 inf
ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt − u ·ϕ(xt)

)2
ρ(du) +

K(ρ, πτ )

η

}
.(15)

Remark 1. Lemma 1 still holds whenπτ is replaced withany prior π ∈ M+
1 (R

d) (both in the
statement of the lemma and in the definition of the algorithm SeqSEW). This fact is standard in
the PAC-Bayesian approach; see, e.g., [Cat04] and [DT08]. As a consequence, any algorithm
satisfying (15) will also satisfy Proposition 2 and Corollary 1.
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Remark 2. Online PAC-Bayesian upper bounds of the same form were already proved in the
framework of prediction with expert advice, e.g., in [FSSW97] and [KW99], or in the same set-
ting as ours with a Gaussian priorπ in [Vov01]. However, the Kullback-Leibler term was either
obtained via an incremental update [FSSW97, KW99] or explicitly computed due to the particu-
lar form of the Gaussian prior without even the need to recognize a Kullback-Leibler divergence
[Vov01]. Our analysis relies on a generic and simple convex duality argument for the Kullback-
Leibler divergence used in the stochastic setting, e.g., in[Cat04] and [DT08, DT10a].

Proof (of Lemma 1).As is usually done in the online learning setting for the study of the Expo-
nentially Weighted Average Forecaster, our proof relies onthe control of

∑
t η

−1 ln(Wt+1/Wt)
where we recall thatW1 , 1 and, for allt > 2,

Wt ,

∫

Rd

exp

(
−η

t−1∑

s=1

(
ys −

[
u · ϕ(xs)

]
B

)2
)
πτ (du) .

On the one hand, we have

1

η
ln
WT+1

W1
=

1

η
ln

∫

Rd

exp

(
−η

T∑

t=1

(
ys −

[
u ·ϕ(xs)

]
B

)2
)
πτ (du) − 1

η
ln 1

=
1

η
sup

ρ∈M+

1
(Rd)

{∫

Rd

(
−η

T∑

t=1

(
yt −

[
u · ϕ(xt)

]
B

)2
)
ρ(du) − K(ρ, πτ )

}
− 0(16)

= − inf
ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt −

[
u · ϕ(xt)

]
B

)2
ρ(du) +

K(ρ, πτ )

η

}
,(17)

where (16) follows from a convex duality argument for the Kullback-Leibler divergence (cf., e.g.,
[DZ98, p. 264] or [Cat04, p. 159]) which we recall in Proposition 5 in the Appendix.

On the other hand, we can rewriteWT+1/W1 as a telescopic product and get

1

η
ln
WT+1

W1
=

T∑

t=1

1

η
ln
Wt+1

Wt

=
T∑

t=1

1

η
ln

∫

Rd

exp

(
−η
(
yt −

[
u ·ϕ(xt)

]
B

)2)
exp

(
−η

t−1∑

s=1

(
ys −

[
u ·ϕ(xs)

]
B

)2
)

Wt
πτ (du)

=

T∑

t=1

1

η
ln

∫

Rd

exp

(
−η
(
yt −

[
u ·ϕ(xt)

]
B

)2)
pt(du) ,

(18)

where (18) follows from the definition ofpt.

Let t ∈ {1, . . . , T}. First note that by assumptionyt ∈ [−By, By] ⊂ [−B,B] so that both
yt and

[
u · ϕ(xt)

]
B

are [−B,B]-valued for allu ∈ R
d. Moreover, from Proposition 6 in the

Appendix, the square loss is1/(8B2)-exp-concave on[−B,B] and thusη-exp-concave (since
η 6 1/(8B2) by assumption). Therefore, by Jensen’s inequality,

∫

Rd

e
−η
(
yt−
[
u·ϕ(xt)

]
B

)2
pt(du) 6 exp

(
−η
(
yt −

∫

Rd

[
u ·ϕ(xt)

]
B
pt(du)

)2
)
.



20 Sébastien Gerchinovitz

Taking the logarithms of both sides of the inequality yields

ln

∫

Rd

e
−η
(
yt−
[
u·ϕ(xt)

]
B

)2
pt(du) 6 −η

(
yt −

∫

Rd

[
u ·ϕ(xt)

]
B
pt(du)

)2

= −η(yt − ŷt)
2 .(19)

Dividing the latter inequality byη, summing overt ∈ {1, . . . , T} and combining with Equa-
tion (18), we get

(20)
1

η
ln
WT+1

W1
6 −

T∑

t=1

(yt − ŷt)
2 .

Putting Inequalities (17) and (20) together, we get Inequality (14) of Lemma 1. As for Inequal-
ity (15), it follows from (14) by noting that

∀y ∈ [−B,B], ∀x ∈ R,
∣∣y − [x]B

∣∣ 6 |y − x| ,
so that truncation to[−B,B] can only improve prediction under the square loss if the observations
are[−B,B]-valued, which is the case here since by assumptionyt ∈ [−By, By] ⊂ [−B,B] for
all t = 1, . . . , T .

Proof (of Proposition 2).Our proof mimics the proof of Theorem 5 in [DT08]. We thus onlywrite
the outline of the proof and stress the minor changes that areneeded to derive Inequality (11). The
key technical tools provided in [DT08] are reproduced in appendix (Section 6.3) for the conve-
nience of the reader.

Letu∗ ∈ R
d. SinceB > By andη 6 1/(8B2), we can apply Lemma 1 and get

T∑

t=1

(yt − ŷt)
2 6 inf

ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt − u ·ϕ(xt)

)2
ρ(du) +

K(ρ, πτ )

η

}

6

∫

Rd

T∑

t=1

(
yt − u · ϕ(xt)

)2
ρu∗,τ (du)

︸ ︷︷ ︸
(1)

+
K(ρu∗,τ , πτ )

η︸ ︷︷ ︸
(2)

.(21)

In the last inequality,ρu∗,τ is taken as the translated ofπτ atu∗, namely,

ρu∗,τ (du) ,
dπτ
du

(u− u
∗)du =

d∏

j=1

(3/τ)duj

2
(
1 + |uj − u∗j |/τ

)4 .

The two terms(1) and(2) can be upper bounded as in the proof of Theorem 5 in [DT08].
By a symmetry argument recalled in Lemma 3, the first term(1) can be rewritten as

(22)
∫

Rd

T∑

t=1

(
yt − u ·ϕ(xt)

)2
ρu∗,τ (du) =

T∑

t=1

(
yt − u

∗ · ϕ(xt)
)2

+ τ2
d∑

j=1

T∑

t=1

ϕ2
j (xt) .

As for the term(2), we have, as is recalled in Lemma 4,

(23)
K(ρu∗,τ , πτ )

η
6

4

η
‖u∗‖0 ln

(
1 +

‖u∗‖1
‖u∗‖0 τ

)
.

Combining (21), (22), and (23), which all hold for allu∗ ∈ R
d, we get Inequality (11).
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Proof (of Corollary 1). Applying Proposition 2, we have, sinceB > By andη 6 1/(8B2),

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+

4

η
‖u‖0 ln

(
1 +

‖u‖1
‖u‖0 τ

)}
+ τ2

d∑

j=1

T∑

t=1

ϕ2
j (xt)

6 inf
u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+

4

η
‖u‖0 ln

(
1 +

‖u‖1
‖u‖0 τ

)}
+ τ2BΦ ,(24)

since
∑d

j=1

∑T
t=1 ϕ

2
j (xt) 6 BΦ by assumption. The particular choices forη andτ given in (12)

then yield the desired inequality (13).

We end this proof with a remark on the choices ofB, η, andτ suggested in (12). The best
choice of(B, η) that satisfies the assumptions of Proposition 2 isB = By andη = 1/(8B2

y).
As for the choice ofτ , it approximately minimizes the upper bound given in (24). Indeed, for all
C1, C2, C3 > 0, the functionf : (0,+∞) → R defined by

f(τ) , C1 ln

(
C2

τ

)
+ C3τ

2

has a derivative equal tof ′(τ) = −C1/τ + 2C3τ = τ−1(2C3τ
2 − C1), which is negative on(

0,
√
C1/(2C3)

)
and positive on

(√
C1/(2C3),+∞

)
. The functionf thus admits a global min-

imum in τ =
√
C1/(2C3). Since the sum of the last two terms of (24) is approximately of the

form of f(τ) with C1 = 4/η = 32B2
y andC3 = BΦ, a reasonable choice forτ is given by

τ =

√
32B2

y

2BΦ
=

√
16B2

y

BΦ
.

4.2 Unknown boundBy on the observations but known boundBΦ on the trace of
the empirical Gram matrix

In the previous section, to prove the upper bounds stated in Lemma 1 and Proposition 2, we as-
sumed that the forecaster had access to a boundBy on the observations|yt|. In this section, we
remove this requirement and prove a sparsity regret bound for a variant ofSeqSEWB,η

τ automat-
ically tuned inB andη and which is adaptive to the unknown boundBy, see Proposition 3. We
however still assume that the forecaster has access to the time horizonT or to a boundBΦ on the
trace of the empirical Gram matrix to derive Corollaries 2 and 3 respectively.

In this section, we consider the partially automatic algorithm defined in Figure 5 and called
SeqSEW∗

τ . It differs fromSeqSEWB,η
τ defined in the previous section in that the thresholdB and

the inverse temperatureη are now allowed to vary over time and are chosen at each time round
as a function of the data available to the forecaster (we say that the threshold and the temperature
parameters aredata-driven).

The idea of truncating the base forecasts was already used inthe past – see Section 3.1.3 and
references therein. The key ingredient in the present paperis to perform truncation with respect
to a data-driven threshold. The online tuning of this threshold is based on a pseudo-doubling-trick
technique provided in [CBMS07] (we use the prefixpseudosince the algorithm does not need to
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Algorithm: SeqSEW∗
τ .

Parameter: prior scaleτ > 0 with which we associate thesparsity priorπτ ∈ M+
1 (R

d)
defined by

(10) πτ (du) ,
d∏

j=1

(3/τ)duj

2
(
1 + |uj |/τ

)4 .

Initialization : B1 , 0, η1 , +∞, andp1 , πτ .

At each time round t > 1,

1. get the input dataxt and predict as

ŷt ,

∫

Rd

[
u ·ϕ(xt)

]
Bt
pt(du) ,

where

[z]Bt ,





−Bt if z < −Bt

z if −Bt 6 z 6 Bt for anyz ∈ R;

Bt if z > Bt

2. get the observationyt and update the threshold

Bt+1 ,
(
2⌈log2 max16s6t y

2
s⌉
)1/2

,

the inverse temperature

ηt+1 ,
1

8B2
t+1

,

and the posterior distributionpt+1 ∈ M+
1 (R

d) by

pt+1(du) ,

exp

(
−ηt+1

t∑

s=1

(
ys −

[
u ·ϕ(xs)

]
Bs

)2
)

Wt+1
πτ (du) ,

where

Wt+1 ,

∫

Rd

exp

(
−ηt+1

t∑

s=1

(
ys −

[
v · ϕ(xs)

]
Bs

)2
)
πτ (dv) .

Figure 5: Definition of theSeqSEW∗
τ algorithm (with data-driven threshold and temperature pa-

rameters).
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restart at the beginning of each new regime).

We first state our main results (Proposition 3 and the two corollaries of it). The two choices of
τ suggested in Corollaries 2 and 3 have different purposes. The tuning given in (26) will be useful
in the stochastic (batch) setting (Section 5) since in this settingT is known in advance (whereas
this is not necessarily the case forBΦ). As for the tuning given in (28), it approximately minimizes
the bound of Proposition 3 (see the end of the proof of Proposition 2).

Proposition 3. For anyτ > 0, the algorithmSeqSEW∗
τ satisfies

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+ 32B2

T+1 ‖u‖0 ln
(
1 +

‖u‖1
‖u‖0 τ

)}
(25)

+ τ2
d∑

j=1

T∑

t=1

ϕ2
j (xt) + 16B2

T+1 ,

where
B2

T+1 , 2⌈log2 max16t6T y2t ⌉ 6 2 max
16t6T

y2t .

Remark 3. In view of Proposition 2, the algorithmSeqSEW∗
τ satisfies a sparsity regret bound

which is adaptive to the unknown boundBy = max16t6T |yt|. The price for the automatic tuning
with respect toBy consists only of a multiplicative factor smaller than2 and the additive factor
16B2

T+1 which is smaller than32B2
y .

Corollary 2. Assume thatT is known to the forecaster at the beginning of the predictiongame.
Then, when used with

(26) τ =
1√
dT

,

the algorithmSeqSEW∗
τ satisfies

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+ 32B2

T+1 ‖u‖0 ln
(
1 +

√
dT ‖u‖1
‖u‖0

)}
(27)

+
1

dT

d∑

j=1

T∑

t=1

ϕ2
j (xt) + 16B2

T+1 ,

where
B2

T+1 , 2⌈log2 max16t6T y2t ⌉ 6 2 max
16t6T

y2t .
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Corollary 3. Assume that, for a known constantBΦ > 0, the(x1, y1), . . . , (xT , yT ) are such that

d∑

j=1

T∑

t=1

ϕ2
j (xt) 6 BΦ .

Then, when used with

(28) τ =
1√
BΦ

,

the algorithmSeqSEW∗
τ satisfies

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+ 32B2

T+1 ‖u‖0 ln
(
1 +

√
BΦ ‖u‖1
‖u‖0

)}
(29)

+ 16B2
T+1 + 1 ,

where
B2

T+1 , 2⌈log2 max16t6T y2t ⌉ 6 2 max
16t6T

y2t .

As in the previous section, to prove Proposition 3, we first need a key PAC-Bayesian inequality
which is stated in the following lemma.

Lemma 2. For anyτ > 0, SeqSEW∗
τ satisfies

T∑

t=1

(yt − ŷt)
2 6 inf

ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt −

[
u ·ϕ(xt)

]
Bt

)2
ρ(du) + 8B2

T+1 K(ρ, πτ )

}
+ 8B2

T+1

(30)

6 inf
ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt − u · ϕ(xt)

)2
ρ(du) + 8B2

T+1K(ρ, πτ )

}
+ 16B2

T+1 ,(31)

where
B2

T+1 , 2⌈log2 max16t6T y2t ⌉ .

Remark 4. As noted in Remark 1, Lemma 2 still holds whenπτ is replaced withany prior π ∈
M+

1 (R
d) (both in the statement of the lemma and in the definition of thealgorithm SeqSEW). As a

consequence, any algorithm satisfying (31) will also satisfy Proposition 3 and Corollaries 2 and 3.

Proof (of Lemma 2).The proof follows the same lines as for Lemma 1 except that we now need
to deal withB andη changing over time. In the same spirit as in [ACBG02, CBMS07,GO07],
the analysis thus now relies on the control of(lnWt+1)/ηt+1 − (lnWt)/ηt where we recall that
W1 , 1 and, for allt > 2,

Wt ,

∫

Rd

exp

(
−ηt

t−1∑

s=1

(
ys −

[
u · ϕ(xs)

]
Bs

)2
)
πτ (du) .
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On the one hand, we have

lnWT+1

ηT+1
− lnW1

η1
=

1

ηT+1
ln

∫

Rd

exp

(
−ηT+1

T∑

t=1

(
ys −

[
u · ϕ(xs)

]
Bt

)2
)
πτ (du) − 1

η1
ln 1

=− inf
ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt −

[
u ·ϕ(xt)

]
Bt

)2
ρ(du) +

K(ρ, πτ )

ηT+1

}
,(32)

where (32) follows like (17) from a convex duality argument for the Kullback-Leibler divergence.

On the other hand, we can rewrite(lnWT+1)/ηT+1 − (lnW1)/η1 as a telescopic sum and get

lnWT+1

ηT+1
− lnW1

η1
=

T∑

t=1

(
lnWt+1

ηt+1
− lnWt

ηt

)

=
T∑

t=1

(
lnWt+1

ηt+1
− lnW ′

t+1

ηt︸ ︷︷ ︸
(1)

+
1

ηt
ln
W ′

t+1

Wt︸ ︷︷ ︸
(2)

)
,(33)

whereW ′
t+1 is obtained fromWt+1 by replacingηt+1 with ηt; namely,

W ′
t+1 ,

∫

Rd

exp

(
−ηt

t∑

s=1

(
ys −

[
u ·ϕ(xs)

]
Bs

)2
)
πτ (du) .

Let t ∈ {1, . . . , T}. The first term(1) is non-positive by Jensen’s inequality. Indeed, we have,

lnWt+1

ηt+1
,

1

ηt+1
ln

∫

Rd

exp

(
−ηt+1

t∑

s=1

(
ys −

[
u · ϕ(xs)

]
Bs

)2
)
πτ (du)

=
1

ηt+1
ln

∫

Rd

exp
ηt+1

ηt

(
−ηt

t∑

s=1

(
ys −

[
u · ϕ(xs)

]
Bs

)2
)
πτ (du)

6
1

ηt+1
ln

(∫

Rd

exp

(
−ηt

t∑

s=1

(
ys −

[
u ·ϕ(xs)

]
Bs

)2
)
πτ (du)

)ηt+1/ηt

(34)

=
lnW ′

t+1

ηt
,

where (34) follows from Jensen’s inequality sinceπ is a probability distribution and the application
x 7→ xηt+1/ηt is concave (becauseηt+1 < ηt). We thus get

(35) (1) ,
lnWt+1

ηt+1
− lnW ′

t+1

ηt
6 0 .

As for the second term(2), we note that, as in the proof of Lemma 1, we have

1

ηt
ln
W ′

t+1

Wt

=
1

ηt
ln

∫

Rd

exp

(
−ηt

(
yt −

[
u ·ϕ(xt)

]
Bt

)2)
exp

(
−ηt

t−1∑

s=1

(
ys −

[
u ·ϕ(xs)

]
Bs

)2
)

Wt
πτ (du)
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=
1

ηt
ln

∫

Rd

exp

(
−ηt

(
yt −

[
u · ϕ(xt)

]
Bt

)2)
pt(du) ,

(36)

where (36) follows from the definition ofpt.

We now distinguish between two cases, namely according tot /∈ T or t ∈ T , where

T ,
{
s ∈ {1, . . . , T}, Bs+1 > Bs

}
.

First case:t /∈ T (i.e.,Bt+1 = Bt since(Bs)s>1 is non-decreasing).
By definition ofBt+1, |yt| 6 Bt+1 = Bt sincet /∈ T . Thus, bothu 7→

[
u · ϕ(xt)

]
Bt

and
|yt| are [−Bt, Bt]-valued. From the same arguments that led to Inequality (19)in the proof of
Lemma 1 (essentially, the fact that the square loss isηt = 1/(8B2

t )-exp-concave on[−Bt, Bt]),
Equation (36) yields

(37)
1

ηt
ln
W ′

t+1

Wt
6 −(yt − ŷt)

2 .

Second case:t ∈ T (i.e.,Bt+1 > Bt).
A rough upper bound on the right hand side of (36) is given by the fact that the exponential
appearing in the integral is smaller than1, so that

1

ηt
ln
W ′

t+1

Wt
6

1

ηt
ln 1 = 0

6 −(yt − ŷt)
2 + (2Bt+1)

2 ,(38)

where (38) follows fromyt ∈ [−Bt+1, Bt+1] (by definition ofBt+1) and ŷt ∈ [−Bt, Bt] ⊂
[−Bt+1, Bt+1] so that|yt − ŷt| 6 2Bt+1.

Combining (33) with (35) and then with (37) and (38), we get

lnWT+1

ηT+1
− lnW1

η1
6 −

T∑

t=1

(yt − ŷt)
2 + 4

T∑

t=1
t∈T

B2
t+1 .(39)

The last sum can be bounded from above as in [CBMS07] by notingthatB2
t+1 , 2⌈log2 max16s6t y

2
s⌉

is multiplied by at least a factor of2 from onet ∈ T to the next one, so that

(40)
T∑

t=1
t∈T

B2
t+1 ,

T∑

t=1
t∈T

2⌈log2 max16s6t y
2
s⌉ 6 21+⌈log2 max16t6T y2t ⌉ , 2B2

T+1 .

Inequality (39) thus yields

(41)
lnWT+1

ηT+1
− lnW1

η1
6 −

T∑

t=1

(yt − ŷt)
2 + 8B2

T+1 .
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Putting Equations (32) and (41) together, we get the PAC-Bayesian inequality
(42)

T∑

t=1

(yt − ŷt)
2 6 inf

ρ∈M+

1
(Rd)

{∫

Rd

T∑

t=1

(
yt −

[
u ·ϕ(xt)

]
Bt

)2
ρ(du) +

K(ρ, πτ )

ηT+1

}
+ 8B2

T+1 ,

which yields (30) by definition ofηT+1 , 1/(8B2
T+1).

As for the PAC-Bayesian inequality (31), which is stated fornon-truncated base forecasts, we can
use the same arguments as in the proof of Lemma 1 except whent ∈ T . More precisely, ift /∈ T ,
thenyt ∈ [−Bt+1, Bt+1] = [−Bt, Bt] so that truncation to[−Bt, Bt] can only improve prediction,
i.e., for allu ∈ R

d, (
yt −

[
u · ϕ(xt)

]
Bt

)2
6
(
yt − u ·ϕ(xt)

)2
.

But if t ∈ T , truncation to[−Bt, Bt] does not necessarily help and we only have the (rough) upper
bound (

yt −
[
u ·ϕ(xt)

]
Bt

)2
6 (2Bt+1)

2 6
(
yt − u · ϕ(xt)

)2
+ 4B2

t+1 .

In view of (40), the first PAC-Bayesian inequality (30) combined with the last two upper bounds
(for t /∈ T and fort ∈ T respectively) yields (31).

Proof (of Proposition 3).The same arguments hold as in the proof of Proposition 2 where(11)
was derived from Lemma 1 and Equations (21), (22), and (23). Here we apply Lemma 2 and
restrict the infimum to theρu∗,τ , u∗ ∈ R

d, defined in (61) to get

T∑

t=1

(yt − ŷt)
2 6 inf

u∗∈Rd

{∫

Rd

T∑

t=1

(
yt − u · ϕ(xt)

)2
ρu∗,τ (du) + 8B2

T+1 K(ρu∗,τ , πτ )

}
+ 16B2

T+1

6 inf
u∗∈Rd

{
T∑

t=1

(
yt − u

∗ ·ϕ(xt)
)2

+ 32B2
T+1 ‖u∗‖0 ln

(
1 +

‖u∗‖1
‖u∗‖0 τ

)}

+ τ2
d∑

j=1

T∑

t=1

ϕ2
j (xt) + 16B2

T+1 ,

where the last inequality follows from Lemmas 3 and 4.

Proof (of Corollary 2). Equation (27) follows directly from Proposition 3 and the particular tuning
τ = 1/

√
dT given in (26).

Proof (of Corollary 3). Equation (29) follows directly from Proposition 3 and the particular tuning
τ = 1/

√
BΦ given in (28).
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4.3 Unknown boundsBy on the observations andBΦ on the empirical Gram matrix

In the previous section, we assumed that the forecaster had access at the beginning of the predic-
tion game to either the time horizonT (Corollary 2) or a boundBΦ on the trace of the empirical
Gram matrix (Corollary 3).

In this section, we remove these requirements and prove a sparsity regret bound for a fully
automatic algorithm calledSeqSEW∗

∗ in the sequel. It is based on a doubling trick over the non-
decreasing quantity

γt , ln


1 +

√√√√
t∑

s=1

d∑

j=1

ϕ2
j (xs)




and repeatedly runs the algorithmSeqSEW∗
τ of the previous section for different values ofτ as is

detailed below.

More formally, the set of time roundst = 1, 2, . . . is partitioned into regimesr = 0, 1, . . .
whose final time instancestr are data-driven. Lett−1 , 0 by convention. We call regimer,
r = 0, 1, . . ., the sequence of time rounds(tr−1 +1, . . . , tr) wheretr is the first datet > tr−1 +1
such thatγt > 2r (note thatγt can be computed at the end of roundt).

At the beginning of regimer, we restart the algorithmSeqSEW∗
τ defined in Figure 5 with the

parameterτ = τr, whereτr is the solution of the equation2r = ln(1 + 1/τ), i.e.,

(43) τr ,
1

e2r − 1
.

Note that, because of the restarting, the threshold valuesBt used during regimer are not
computed on the basis of the whole past data but only on the basis of the past data observed during
regimer. To avoid ambiguity, we thus rather use the notationBr,t, so that

(44) Br,t ,
(
2⌈log2 maxtr−1+16s6t−1 y

2
s⌉
)1/2

, t ∈ {tr−1 + 1, . . . , tr} .

Finally note that at each roundt of every regimer, the values ofBr,t, ηr,t , 1/(8B2
r,t), andγt

depend only on the data that is available at the time of computation (i.e., at the beginning of round
t for Bt andηt and at the end of roundt for γt). The algorithmSeqSEW∗

∗ is thus fully automatic.

Theorem 1. Without requiring any preliminary knowledge at the beginning of the prediction game,
SeqSEW∗

∗ satisfies, for allT > 1 and all (x1, y1), . . . , (xT , yT ) ∈ X × R,

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

{
T∑

t=1

(
yt − u · ϕ(xt)

)2
+ 256

(
max
16t6T

y2t

)
‖u‖0 ln


e+

√√√√
T∑

t=1

d∑

j=1

ϕ2
j (xt)




(45)

+ 64
(
max
16t6T

y2t

)
AT ‖u‖0 ln

(
1 +

‖u‖1
‖u‖0

)}

+
(
1 + 38 max

16t6T
y2t

)
AT ,

whereAT , 2 + log2 ln
(
e+

√∑T
t=1

∑d
j=1ϕ

2
j (xt)

)
.
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Corollary 4. Fix s ∈ N andU > 0. Then, for allT > 1 and all (x1, y1), . . . , (xT , yT ) ∈ X × R,
the regret of the algorithmSeqSEW∗

∗ is uniformly bounded on
{
u : ‖u‖0 6 s

}⋂{
u : ‖u‖1 6

U
}

by

T∑

t=1

(yt − ŷt)
2 − inf

‖u‖
0
6s

‖u‖16U

T∑

t=1

(
yt − u · ϕ(xt)

)2

(46)

6 256
(
max
16t6T

y2t

)
s ln


e+

√√√√
T∑

t=1

d∑

j=1

ϕ2
j (xt)


+ 64

(
max
16t6T

y2t

)
AT s ln

(
1 +

U

s

)

+
(
1 + 38 max

16t6T
y2t

)
AT ,

whereAT , 2 + log2 ln
(
e+

√∑T
t=1

∑d
j=1 ϕ

2
j(xt)

)
.

Proof (of Theorem 1).We denote byR the index of the last regime and lettR , T (even if
γT 6 2R).

We upper bound the regret ofSeqSEW∗
∗ on each regimer = 0, . . . , R and aggregate the

resulting upper bounds by noting that

T∑

t=1

(yt − ŷt)
2 =

R∑

r=0

tr∑

t=tr−1+1

(yt − ŷt)
2

=
R∑

r=0


(ytr − ŷtr)

2 +
tr−1∑

t=tr−1+1

(yt − ŷt)
2




6
R∑

r=0


2(y2tr +B2

r,tr) +

tr−1∑

t=tr−1+1

(yt − ŷt)
2


(47)

6
R∑

r=0




tr−1∑

t=tr−1+1

(yt − ŷt)
2


+ 6(R + 1)y∗T

2 ,(48)

where we definey∗T by
y∗T , max

16t6T
|yt| .

To get Inequality (47) we used the elementary upper bound(ytr − ŷtr)
2 6 2(y2tr + ŷ2tr) 6 2(y2tr +

B2
r,tr) (sinceŷtr ∈ [−Br,tr , Br,tr ] by definition of ŷtr ). As for Inequality (48), it follows from

y2tr 6 y∗T
2 and

B2
r,tr , 2⌈log2 maxtr−1+16t6tr−1 y

2
t ⌉ 6 2 max

tr−1+16t6tr−1
y2t 6 2 y∗T

2 .

But for all r = 0, . . . , R, by definition oftr, we haveγtr−1 6 2r which is equivalent to

tr−1∑

t=1

d∑

j=1

ϕ2
j (xt) 6 (e2

r − 1)2 ,
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so that, by the nonnegativity of theϕ2
j (xt) for 1 6 t 6 tr−1,

tr−1∑

t=tr−1+1

d∑

j=1

ϕ2
j (xt) 6 (e2

r − 1)2 .

Since in additionτr , 1/
√

(e2
r − 1)2, we can apply Corollory 3 on each period{tr−1+1, . . . , tr−

1}, r = 0, . . . , R, with BΦ = (e2
r − 1)2 and get from (48) the upper bound

(49)
T∑

t=1

(yt − ŷt)
2 6

R∑

r=0

inf
u∈Rd





tr−1∑

t=tr−1+1

(
yt − u · ϕ(xt)

)2
+∆r(u)



 + 6(R + 1)y∗T

2 ,

where

(50) ∆r(u) , 32B2
tr ‖u‖0 ln


1 +

√(
e2r − 1

)2 ‖u‖1
‖u‖0


+ 16B2

r,tr + 1 .

Since the infimum is superadditive, i.e.,
∑

r infu 6 infu
∑

r, (49) yields

T∑

t=1

(yt − ŷt)
2 6 inf

u∈Rd

R∑

r=0




tr−1∑

t=tr−1+1

(
yt − u · ϕ(xt)

)2
+∆r(u)


 + 6(R + 1)y∗T

2

6 inf
u∈Rd

{
R∑

r=0

tr∑

t=tr−1+1

(
yt − u ·ϕ(xt)

)2
+

R∑

r=0

∆r(u)

}
+ 6(R + 1)y∗T

2

6 inf
u∈Rd

{
T∑

t=1

(
yt − u ·ϕ(xt)

)2
+

R∑

r=0

∆r(u)

}
+ 6(R + 1)y∗T

2 .(51)

Let u ∈ R
d. It now remains to upper bound

∑R
r=0∆r(u) and6(R + 1)y∗T

2. Together with
the above-mentioned upper boundB2

r,tr 6 2y∗T
2 and the elementary inequalityln(1 + xy) 6

ln ((1 + x)(1 + y)) = ln(1 + x) + ln(1 + y) for all x, y > 0, (50) yields

∆r(u) 6 64 y∗T
2 ‖u‖0 ln

(
1 +

(
e2

r − 1
)
‖u‖1

‖u‖0

)
+ 32y∗T

2 + 1

6 64 y∗T
2 ‖u‖0 ln

(
1 +

(
e2

r − 1
))

+ 64 y∗T
2 ‖u‖0 ln

(
1 +

‖u‖1
‖u‖0

)
+ 32y∗T

2 + 1

6 64 y∗T
2 ‖u‖0 2r + 64 y∗T

2 ‖u‖0 ln
(
1 +

‖u‖1
‖u‖0

)
+ 32y∗T

2 + 1 .

Summing overr = 0, . . . , R, we get
(52)

R∑

r=0

∆r(u) 6 64 y∗T
2 ‖u‖0

R∑

r=0

2r + (R+ 1)

(
64 y∗T

2 ‖u‖0 ln
(
1 +

‖u‖1
‖u‖0

)
+ 32y∗T

2 + 1

)
.

To finish the proof, we distinguish between the two casesR = 0 orR > 1.
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First case:R = 0

Then
∑R

r=0 2
r = 1 andR+ 1 = 1 so that (52) yields

R∑

r=0

∆r(u) 6 64 y∗T
2 ‖u‖0 + 64 y∗T

2 ‖u‖0 ln
(
1 +

‖u‖1
‖u‖0

)
+ 32y∗T

2 + 1 .

Noting that6(R + 1)y∗T
2 = 6y∗T

2 , 6max16t6T y
2
t , that ln

(
e+

√∑T
t=1

∑d
j=1ϕ

2
j (xt)

)
> 1,

and thatAT > 2 + log2 1 > 1, Inequality (51) combined with the last upper bound concludes the
proof in the case whenR = 0.

Second case:R > 1

SinceR > 1 and by definition oftR−1,

2R−1 < γtR−1
, ln


1 +

√√√√
tR−1∑

t=1

d∑

j=1

ϕ2
j (xt)




6 ln


e+

√√√√
T∑

t=1

d∑

j=1

ϕ2
j(xt)


 .(53)

From the above inequality and
∑R

r=0 2
r = 2R+1 − 1 6 4 · 2R−1 we get

R∑

r=0

2r 6 4 ln


e+

√√√√
T∑

t=1

d∑

j=1

ϕ2
j (xt)


 .

Note that from (53) we also haveR + 1 6 2 + log2 ln
(
e+

√∑T
t=1

∑d
j=1 ϕ

2
j (xt)

)
, AT , so

that, one the one hand, via (52),

R∑

r=0

∆r(u) 6 256 y∗T
2 ‖u‖0 ln


e+

√√√√
T∑

t=1

d∑

j=1

ϕ2
j (xt)


+ 64 y∗T

2AT ‖u‖0 ln
(
1 +

‖u‖1
‖u‖0

)

+AT

(
32y∗T

2 + 1
)

and, on the other hand,
6(R + 1)y∗T

2 6 6AT y
∗
T
2 .

Combining (51) with the two inequalities above and noting thaty∗T
2 = max16t6T y

2
t conclude the

proof in the case whenR > 1.

Proof (of Corollary 4). The proof is straightforward. In view of Theorem 1, we just need to check
that the quantity (continuously extended ins = 0)

256
(
max
16t6T

y2t

)
s ln


e+

√√√√
T∑

t=1

d∑

j=1

ϕ2
j (xt)


+ 64

(
max
16t6T

y2t

)
AT s ln

(
1 +

U

s

)
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is non-decreasing ins ∈ R+ and inU ∈ R+.

This is clear forU . The fact that it also non-decreasing ins comes from the following remark. For
all U > 0, the functions ∈ (0,+∞) 7→ s ln(1 + U/s) has a derivative equal to

ln

(
1 +

U

s

)
− U/s

1 + U/s
for all s > 0 .

From the elementary inequality

ln(1 + u) = − ln

(
1

1 + u

)
> −

(
1

1 + u
− 1

)
=

u

1 + u
,

which holds for allu ∈ (−1,+∞), the above derivative is nonnegative for alls > 0 so that the
continuous extensions ∈ R+ 7→ s ln

(
1 + U

s

)
is non-decreasing.

5 Adaptivity to the unknown variance in the stochastic setting

In this section, we apply the online-learning algorithmSeqSEW∗
τ of Section 4.2 to the stochastic

settings described in Figure 2 and 3, namely, the regressionmodels with random and fixed design
respectively. The sparsity regret bounds proved for this algorithm on individual sequences imply
in both settings sparsity oracle inequalities with leadingconstant1 which are of the same flavour
as in [DT08, DT10a] but are adaptive (up to a logarithmic factor) to the unknown varianceσ2

of the noise if the latter is Gaussian. Weaker bounds are alsoproved under weaker assumptions
like an exponential moment assumption on the noise distribution. Besides, for the case of random
design, our inequalities hold with respect to linear combinationsu in the wholeRd space instead
of being restricted toℓ1-balls with finite radii. These results thus answer two questions left open
in [DT10a]; see Remark 5 below.

This section is organized as follows. In Section 5.1 we derive sharp sparsity oracle inequalities
in the regression model with random design. We then explain in Section 5.2 how similar bounds
can be obtained in the case of a fixed design.

5.1 Regression model with random design

In this section, we consider the regression model with random design under the square loss de-
scribed in Figure 2. In particular, the time horizonT is known in advance to the forecaster and the
observed pairs(X1, Y1), . . . , (XT , YT ) ∈ X × R are i.i.d. with an unknown distribution.

In this setting, even if the whole sample(X1, Y1), . . . , (XT , YT ) is available at the beginning
of the prediction game, we treat it in a sequential fashion. We run the algorithmSeqSEW∗

τ defined
in Figure 5 from time1 to timeT with τ = 1/

√
dT . We then define our data-based regressorf̂T

as the uniform average

f̂T ,
1

T

T∑

t=1

f̃t

of the regressors̃ft : X −→ R sequentially built by the algorithmSeqSEW∗
τ as

f̃t(x) ,

∫

Rd

[
u · ϕ(x)

]
Bt
pt(du) .
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Therefore,f̂T is a mirror-averaging type aggregation procedure in the same spirit as in [DT10a] or,
e.g., the previous works [Cat04, CBCG04, JRT08]. However, contrary to [Cat04, JRT08, DT10a],
the regressors̃ft : X → R are tuned online so that̂fT does not depend on any prior knowledge
on the unknown distribution of the(Xt, Yt), 1 6 t 6 T , such as the unknown varianceσ2 of the
noise,

σ2 , E
[
ε2
]
= E

[(
Y − E

[
Y
∣∣X
])2]

,

the‖ϕj‖∞, or the‖f − ϕj‖∞ (actually, theϕj and thef − ϕj do not even need to be bounded).

Theorem 2. Assume that(X1, Y1), . . . , (XT , YT ) ∈ X × R are independent random copies of
(X,Y ) ∈ X × R, whereE[Y 2] < +∞ and‖ϕj‖2L2 , E[ϕj(X)2] < +∞ for all j = 1, . . . , d.

Then, the data-based regressorf̂T defined above satisfies

E

[wwwf − f̂T

www
2

L2

]
6 inf

u∈Rd

{
‖f − u ·ϕ‖2L2 + 64

E
[
max16t6T Y

2
t

]

T
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT

d∑

j=1

‖ϕj‖2L2 + 32
E
[
max16t6T Y

2
t

]

T
.

The previous theorem can be used in the following particularcases.

Corollary 5. Assume that(X1, Y1), . . . , (XT , YT ) ∈ X × R are independent random copies of
(X,Y ) ∈ X × R, that sup16j6d ‖ϕj‖2L2 < +∞, thatE|Y | < +∞, and that one of the following

assumptions holds on the distribution of∆Y , Y − E[Y ].

(
BD(B)

)
: |∆Y | 6 B almost surely for a given constantB > 0;

(
SG(σ2)

)
: ∆Y is subgaussian with variance factorσ2 > 0, that is,E

[
eλ∆Y

]
6 eλ

2σ2/2 for
all λ ∈ R;

(
BEM(α,M)

)
: ∆Y has a bounded exponential moment, that is,E

[
eα|∆Y |] 6 M for some

given constantsα > 0 andM > 0;

(
BM(α,M)

)
: ∆Y has a bounded moment, that is,E

[
|∆Y |α

]
6 M for some given constants

α > 2 andM > 0.

Then, the data-based regressorf̂T defined above satisfies

E

[wwwf − f̂T

www
2

L2

]
6 inf

u∈Rd

{
‖f − u ·ϕ‖2L2 + 128

(
E[Y ]2

T
+ ψT

)
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT

d∑

j=1

‖ϕj‖2L2 + 64

(
E[Y ]2

T
+ ψT

)
,
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where

ψT ,
1

T
E

[
max
16t6T

(
Yt − E[Yt]

)2
]
6





B2

T
under Assumption

(
BD(B)

)
,

σ2

T
+ 2CT σ

2 lnT

T
under Assumption

(
SG(σ2)

)
,

ln2
(
(M + e)T

)

α2 T
under Assumption

(
BEM(α,M)

)
,

M2/α

T (α−2)/α
under Assumption

(
BM(α,M)

)
,

for some sequence(CT )T>1 of positive real numbers depending only onT and such that

sup
T>1

CT 6 8 and lim
T→+∞

CT = 1 .

The above corollary answers two questions left open in [DT10a] as detailed in Remark 5. First
note that several classical assumptions onY expressed in terms off(X) andε are either particu-
lar cases of the above corollary or can be treated similarly.Indeed, each of the four assumptions
above on∆Y , Y − E[Y ] = f(X)− E[f(X)] + ε is satisfied as soon as both the distribution of
f(X)− E[f(X)] and the conditional distribution ofε (conditionally onX) satisfy the same type
of assumption. For example, iff(X)−E[f(X)] is subgaussian with variance factorσ2X and ifε is
subgaussian conditionally onX with a variance factor uniformly bounded by a constantσ2ε , then
∆Y is subgaussian with variance factorσ2X + σ2ε (see also Remark 8 to avoid conditioning).

The assumptions onf(X)−E[f(X)] andε can also be mixed together. For instance, as explained
in Remark 8 after the proof of the present corollary, under the classical assumptions

(54) ‖f‖∞ < +∞ and E

[
eα|ε|

∣∣∣ X
]
6M a.s.

or

(55) ‖f‖∞ < +∞ and E

[
eλε
∣∣∣ X
]
6 eλ

2σ2/2 a.s., ∀λ ∈ R ,

the key quantityψT in the corollary can be bounded from above by

ψT 6





8 ‖f‖2∞
T

+
2 ln2

(
(M + e)T

)

α2 T
under the set of assumptions (54),

8 ‖f‖2∞
T

+
2σ2

T
+ 4CT σ

2 lnT

T
under the set of assumptions (55).

The previous comments lead to the following remark, whose technical explanation is given at the
end of the section.

Remark 5. Our results answer two questions left open in [DT10a]. Indeed, under the assumptions

‖f‖∞ < +∞ and E

[
eλε
∣∣∣ X
]
6 eλ

2σ2/2 a.s., ∀λ ∈ R ,

the bound stated in Corollary 5 is of the same flavour as the oneproved in Proposition 1 of
[DT10a]. The authors however made two criticisms about their results. First, as noted in [DT10a,
Section 4.2], their sparsity oracle inequality only holds on a ℓ1-ball with a finite radiusR which
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has to be chosen in advance by the forecaster (thus somehow assuming that the forecaster has
access to an a priori boundR∗ on theℓ1-norm of a vectoru∗ minimizing some regularized risk;
see the proof of the present claim). Second, as noted in [DT10a, Section 5.1, Remark 7], their
algorithm requires the a priori knowledge of the variance factor σ2 of the noise. The authors thus
asked the two following questions:

• Is it possible to extend the infimum to the wholeR
d space? (or equivalently, can we adapt

to the unknownℓ1-norm‖u∗‖1?)

• Is it possible to adapt to the unknown variance factorσ2?

Our results show that both questions have a positive answer,as indicated in pages 38-39.

Proof (of Theorem 2).By Corollory 2 and the definitions of̃ft above and̂yt , f̃t(Xt) in Figure 5,
we have,almost surely,

T∑

t=1

(Yt − f̃t(Xt))
2 6 inf

u∈Rd

{
T∑

t=1

(
Yt − u ·ϕ(Xt)

)2
+ 64

(
max
16t6T

Y 2
t

)
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT

d∑

j=1

T∑

t=1

ϕ2
j (Xt) + 32 max

16t6T
Y 2
t .

It remains to take the expectations of both sides with respect to
(
(X1, Y1), . . . , (XT , YT )

)
. First

note that for allt = 1, . . . , T , definingεt , Yt − f(Xt), we have

E

[(
Yt − f̃t(Xt)

)2]
= E

[(
εt + f(Xt)− f̃t(Xt)

)2]

= σ2 + E

[(
f(Xt)− f̃t(Xt)

)2]
,

sinceE
[
ε2t
]
= E

[
ε2
]
, σ2 one the one hand, and, on the other hand,f̃t is a measurable function

of (Xs, Ys)16s6t−1 andE
[
εt
∣∣(Xs, Ys)16s6t−1,Xt

]
= E

[
εt
∣∣Xt

]
= 0 (from the independence of

(Xs, Ys)16s6t−1 and(Xt, Yt) and by definition off ).

In the same way,

E

[(
Yt − u · ϕ(Xt)

)2]
= σ2 + E

[(
f(Xt)− u ·ϕ(Xt)

)2]
.

Therefore, by Jensen’s inequality and the concavity of the infimum, the last inequality becomes,
after taking the expectations of both sides,

Tσ2 +
T∑

t=1

E

[(
f(Xt)− f̃t(Xt)

)2]
6 inf

u∈Rd

{
Tσ2 +

T∑

t=1

E

[(
f(Xt)− u · ϕ(Xt)

)2]

+ 64E

[
max
16t6T

Y 2
t

]
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT

d∑

j=1

T∑

t=1

E
[
ϕ2
j(Xt)

]
+ 32E

[
max
16t6T

Y 2
t

]
.
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Noting that theTσ2 cancel out, dividing the two sides byT , and using the fact thatXt ∼ X in the
right-hand side, we get

1

T

T∑

t=1

E

[(
f(Xt)− f̃t(Xt)

)2]
6 inf

u∈Rd

{
‖f − u ·ϕ‖2L2

+ 64
E
[
max16t6T Y

2
t

]

T
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT

d∑

j=1

‖ϕj‖2L2 + 32
E
[
max16t6T Y

2
t

]

T
.

The right-hand side of the last inequality is exactly the upper bound stated in Theorem 2. To
conclude the proof, we thus only need to check that‖f − f̂T ‖2L2 is bounded from above by the

left-hand side. But by definition of̂fT and by convexity of the square loss we have

E

[wwwf − f̂T

www
2

L2

]
, E

[(
f(X)− 1

T

T∑

t=1

f̃t(X)

)2
]

6
1

T

T∑

t=1

E

[(
f(X)− f̃t(X)

)2]
=

1

T

T∑

t=1

E

[(
f(Xt)− f̃t(Xt)

)2]
.

The last equality follows classically from the fact that, for all t = 1, . . . , T , (Xs, Ys)16s6t−1 (on
which f̃t is constructed) is independent from bothXt andX and the fact thatXt ∼ X.

Remark 6. The fact that the inequality stated in Corollary 2 has a leading constant equal to1 on
individual sequences is crucial to derive in the stochasticsetting an oracle inequality in terms of

the (excess) risksE
[
‖f − f̂T ‖2L2

]
and‖f − u ·ϕ‖2L2. Indeed, if the constant appearing in front

of the infimum was equal toC > 1, then theTσ2 would not cancel out in the previous proof, so
that the resulting expected inequality would contain a non-vanishing additive term(C − 1)σ2.

Proof (of Corollary 5). We can apply Theorem 2. Then, to prove the upper bound onE

[
‖f − f̂T ‖2L2

]
,

it suffices to show that

(56)
E
[
max16t6T Y

2
t

]

T
6 2

(
E[Y ]2

T
+ ψT

)
.

Recall that

ψT ,
1

T
E

[
max
16t6T

(
Yt − E[Yt]

)2]
=

1

T
E

[
max
16t6T

(∆Y )2t

]
,

where we defined(∆Y )t , Yt − E[Yt] = Yt − E[Y ] for all t = 1, . . . , T .

From the elementary inequality(x+ y)2 6 2x2 + 2y2 for all x, y ∈ R, we have

(57) E

[
max
16t6T

Y 2
t

]
, E

[
max
16t6T

(
E[Y ] + (∆Y )t

)2
]
6 2E[Y ]2 + 2E

[
max
16t6T

(∆Y )2t

]
.

Dividing both sides byT , we get (56).
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As for the upper bound onψT , since the(∆Y )t, 1 6 t 6 T , are distributed as∆Y , we can apply
Lemma 5 (withβ =

√
ln 2/2), Lemma 6, and Lemma 7 in the appendix (Section 6.4) to bound

ψT from above under the assumptions
(
SG(σ2)

)
,
(
BEM(α,M)

)
, and

(
BM(α,M)

)
respectively

(the upper bound under
(
BD(B)

)
is straightforward) :

E

[
max
16t6T

(∆Y )2t

]
6





B2 if Assumption
(
BD(B)

)
holds,

σ2 + 2CT σ
2 lnT if Assumption

(
SG(σ2)

)
holds,

ln2
(
(M + e)T

)

α2
if Assumption

(
BEM(α,M)

)
holds,

(MT )2/α if Assumption
(
BM(α,M)

)
holds ,

where we choseCT , γT
(√

ln 2/2
)

as given in Lemma 5. In particular,supT>1CT 6 8 and
limT→+∞CT = 1. This concludes the proof.

Remark 7. The two termsE[Y ]2/T appearing in Corollary 5 are not necessary. They can be
avoided via a slightly more sophisticated way of truncatingthe predictions. Indeed, at each time
roundt, instead of truncating the predictions to[−Bt, Bt], which is best suited to the caseE[Y ] =
0, we could have truncated them to the smallest dyadic interval It containing

[
min

16s6t−1
Ys, max

16s6t−1
Ys

]
.

If ηt is changed accordingly, namely,ηt = 1/
(
8|It|2

)
, the resulting upper bound onE

[
‖f − f̂T‖2L2

]

is the same bound as the one of Corollary 5, but without the twotermsE[Y ]2/T . This is essentially
due to the fact that, with this more sophisticated truncation, we can replaceE

[
max16t6T Y

2
t

]
in

Theorem 2 with

1

2
E

[(
max
16t6T

Yt − min
16t6T

Yt

)2
]
=

1

2
E

[(
max
16t6T

(
Yt − E[Y ]

)
− min

16t6T

(
Yt − E[Y ]

))2
]

6 2E

[
max
16t6T

(∆Yt)
2
t

]
,

which is the right-hand side of (57) without2E[Y ]2.

Remark 8. We mentioned after Corollary 5 that each of the four assumptions on∆Y is fulfilled
as soon as both the distribution off(X) − E[f(X)] and the conditional distribution ofε (condi-
tionally onX) satisfy the same type of assumption. It actually extends tothe more general case
when the conditional distribution ofε givenX is replaced with the distribution ofε itself (without
conditioning). This relies on the elementary upper bound

E

[
max
16t6T

(∆Y )2t

]
= E

[
max
16t6T

(
f(Xt)− E[f(X)] + εt

)2
]

6 2E

[
max
16t6T

(
f(Xt)− E[f(X)]

)2
]
+ 2E

[
max
16t6T

ε2t

]
.

From the last inequality, we can also see that assumptions ofdifferent nature can be made on
f(X)− E[f(X)] andε, such as the assumptions given in (54) or in (55).
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Technical explanation of Remark 5.We recall below Proposition 1 of [DT10a] with our notations
(e.g.,β therein corresponds to1/η in this paper).

Proposition 4 (Proposition 1 of [DT10a]). Assume that for some constantLϕ > 0 we have
max16j6d ‖ϕj‖∞ 6 Lϕ. If, in addition, the errorsεt have a bounded exponential moment:

∃b, σ2 > 0 such that E

[
eλε
∣∣X
]
6 eσ

2λ2/2, ∀|λ| 6 b, a.s.,

then, for everyR > 0 andη 6 min

{(
2σ2 + 2 sup‖u‖

1
6R ‖u ·ϕ− f‖2∞

)−1
, b/(4RLϕ)

}
, the

mirror averaging aggregatêfT : X −→ R defined in [DT10a, Equations (1) and (3)] satisfies

E

[wwwf − f̂T

www
2

L2

]
6 inf

u



‖f − u ·ϕ‖2L2 +

4

η(T + 1)

d∑

j=1

ln
(
1 + |uj|/τ

)


+∆T (η, τ) ,

where the infimum is taken over allu ∈ R
d such that‖u‖1 6 R− 2dτ and where

∆T (η, τ) , 4τ2
d∑

j=1

‖ϕj‖2L2 + η−1(T + 1)−1 .

In the next paragraphs we compare the above proposition witha consequence of Corollary 5 under
the assumptions

‖f‖∞ < +∞ and E

[
eλε1

∣∣∣ X1

]
6 eλ

2σ2/2 a.s., ∀λ ∈ R .

Under the above assumptions, the sparsity oracle inequality stated in Corollary 5 yields

E

[wwwf − f̂T

www
2

L2

]
6 inf

u∈Rd

{
‖f − u ·ϕ‖2L2 + 128

(
E[Y ]2

T
+ ψT

)
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}(59)

+
1

dT

d∑

j=1

‖ϕj‖2L2 + 64

(
E[Y ]2

T
+ ψT

)
,

whereψT 6 8 ‖f‖2∞ /T + 2σ2/T + 32σ2(ln T )/T as shown in Remark 8. Besides, as explained
in Remark 7, the two termsE[Y ]2/T above can be avoided for a more sophisticated variant of the
algorithm SeqSEW, so that we omit them in the following comparison.

First consider the main remainder terms (i.e., the logarithmic quantities inside the curly brack-
ets). Our main remainder term is proportional to the right-hand side of the upper bound

d∑

j=1

ln
(
1 +

√
dT |uj |

)
6 ‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)
,

but our sparsity oracle inequality of course also holds withthe tighter quantity of the left-hand
side (see Lemma 4 in the appendix). The latter quantity also appears in Proposition 4 above with√
dT replaced with1/τ . Sinceτ should be chosen at most of orderR/d (so that the condition

‖u‖1 6 R − 2dτ can be satisfied), our quantity
∑d

j=1 ln
(
1 +

√
dT |uj |

)
is at most of the same
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order as
∑d

j=1 ln
(
1 + |uj |/τ

)
(up to logarithmic factors). Moreover, the multiplicativefactor

1/
(
η(T + 1)

)
in Proposition 4 above is at least of order

σ2

T
+

1

T
sup

‖u‖
1
6R

‖u · ϕ− f‖2∞ ,

while ψT is at most of orderσ2(ln T )/T + ‖f‖2∞ /T in our bound. The main remainder terms of
Proposition 4 above and in our risk bound (59) are thus comparable.

As for the secondary remainder terms (i.e., the ones outsidethe curly brackets), note that [DT10a]

suggest to choose the tuning parameterτ asτ = min

{(
ηT
∑d

j=1 ‖ϕj‖2L2

)−1/2
, R/(4d)

}
. The

corresponding secondary remainder term∆T (η, τ) is at least of order

1

ηT
&

σ2

T
+

1

T
sup

‖u‖
1
6R

‖u ·ϕ− f‖2∞ .

Our bound (59) was derived withτ of order(Td)−1/2; our secondary remainder term is of order
at most

σ2 lnT

T
+

1

dT

d∑

j=1

‖ϕj‖2L2 + ‖f‖2∞ /T .

Our secondary remainder term is thus also comparable to the one of Proposition 4 above. Putting
the main and secondary remainder terms together, we just proved that our bound (59) is not worse
(up to logarithmic factors) than the one stated in Proposition 4 above. It might even be better ifR
is large, or if the‖ϕj‖2L2 are much smaller than the‖ϕj‖2∞, which is the case, e.g., when theϕj

are square integrable but unbounded.

We now discuss the two questions left open in [DT10a]. Despite the similarity of the two
bounds, the sparsity oracle inequality stated in Proposition 4 above only holds for vectorsu within
ℓ1-balls of finite radii. The authors thus asked in [DT10a, Section 4.2] whether it was possible to
extend the infimum to the wholeRd space. Our results show that, thanks to truncation, the answer
is positive.

Equivalently, in [DT10a] it is somehow assumed that the forecaster has access to a relatively
precise boundR∗ on theℓ1-norm of the linear combinationu∗ minimizing the regularized risk

‖f − u · ϕ‖2L2 + penT,τ (u) ,

where penT,τ (u) is of order

penT,τ (u) ∼
‖u‖0

η
(
‖u‖1

)
T

ln

(
1 +

‖u‖1
τ ‖u‖0

)
+∆T

(
η
(
‖u‖1

)
, τ
)
,

where, for a givenR > 0, η(R) is the largestη that satisfies the assumptions of Proposition 4
above. This a priori boundR∗ is then used for the choice of the other parametersη andτ . On the
contrary, thanks to truncation, we do not need to assume thatsuch a boundR∗ is available to the
forecaster.

The second open question, which was raised in [DT10a, Remark7], deals with the adaptivity
to the unknown variance factorσ2 of the noise. The a priori knowledge of the latter is indeed
required by their algorithm for the choice of the inverse temperature parameterη. This is not the
case for our algorithm SeqSEW, which thus provides adaptivity (up to logarithmic factors) to the
unknown varianceσ2 of the noise at least whenever the latter is Gaussian.
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5.2 Regression model with fixed design

In this section, we consider the regression model with fixed design under the square loss described
in Figure 3. In particular, at the beginning of the game, the forecaster has access to the time horizon
T and observes the whole sample(x1, Y1), . . . , (xT , YT ), where

Yt = f(xt) + εt , 1 6 t 6 T,

thext are deterministic elements inX (picked by the environment), theεt ∈ R are i.i.d. random
variables with an unknown distribution, andf : X → R is an unknown function.

In this setting, just like in Section 5.1, our algorithm and the corresponding analysis are a
straightforward consequence of the general results on individual sequences developed in Section 4.
The resulting sharp sparsity oracle inequality stated in Theorem 3 below is of the same flavour as
Theorem 5 of [DT08]. But, as can be seen from Corollary 6 below, our bound is adaptive to
the unknown varianceσ2 of the noise at least whenever the latter is Gaussian (weakerbounds are
also proved under weaker assumptions). The framework of prediction of individual sequences thus
offers a unifying framework to address tuning issues in boththe random and the fixed design cases.

Like for the case of random design, the sample(x1, Y1), . . . , (xT , YT ) is treated in a sequential
fashion. We run the algorithmSeqSEW∗

τ defined in Figure 5 from time1 to time T with the
particular choice ofτ = 1/

√
dT . We then define our data-based regressorf̂T : X 7−→ R by

f̂T (x) ,





1

nx

∑

16t6T
t:xt=x

f̃t(x) if x ∈ {x1, . . . , xT },

0 if x /∈ {x1, . . . , xT } ,

where

nx ,
∣∣∣
{
t : xt = x

}∣∣∣ =
T∑

t=1

I{xt=x} ,

and where the regressors̃ft : X → R sequentially built by the algorithmSeqSEW∗
τ are defined

by

f̃t(x) ,

∫

Rd

[
u · ϕ(x)

]
Bt
pt(du) .

In the particular case when thext are all distinct,f̂T is simply defined byf̂T (x) , f̃T (x) if
x ∈ {x1, . . . , xT } andf̂T (x) = 0 otherwise.

Theorem 3. Consider the model of fixed design described in Figure 3. Then, the data-based
regressorf̂T defined above satisfies

E

[
1

T

T∑

t=1

(
f(xt)− f̂T (xt)

)2
]
6 inf

u∈Rd

{
1

T

T∑

t=1

(
f(xt)− u ·ϕ(xt)

)2

+ 64
E
[
max16t6T Y

2
t

]

T
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT 2

d∑

j=1

T∑

t=1

ϕ2
j (xt) + 32

E
[
max16t6T Y

2
t

]

T
.
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The previous theorem can be used in the following particularcases.

Corollary 6. Consider the model of fixed design described in Figure 3. Assume that one of the
following assumptions holds on the distribution ofε.

(
BD(B)

)
: |ε| 6 B almost surely for a given constantB > 0;

(
SG(σ2)

)
: ε is subgaussian with variance factorσ2 > 0, that is, E

[
eλε
]
6 eλ

2σ2/2 for all
λ ∈ R;

(
BEM(α,M)

)
: ε has a bounded exponential moment, that is,E

[
eα|ε|

]
6 M for some given

constantsα > 0 andM > 0;

(
BM(α,M)

)
: ε has a bounded moment, that is,E

[
|ε|α
]
6 M for some given constantsα > 2

andM > 0.

Then, the data-based regressorf̂T defined above satisfies

E

[
1

T

T∑

t=1

(
f(xt)− f̂T (xt)

)2
]
6 inf

u∈Rd

{
1

T

T∑

t=1

(
f(xt)− u ·ϕ(xt)

)2

+ 128

(
max16t6T f

2(xt)

T
+ ψT

)
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT 2

d∑

j=1

T∑

t=1

ϕ2
j (xt) + 64

(
max16t6T f

2(xt)

T
+ ψT

)
,

where

ψT ,
1

T
E

[
max
16t6T

ε2t

]
6





B2

T
if Assumption

(
BD(B)

)
holds,

σ2

T
+ 2CT σ

2 lnT

T
if Assumption

(
SG(σ2)

)
holds,

ln2 (T (M + e))

α2 T
if Assumption

(
BEM(α,M)

)
holds,

M2/α

T (α−2)/α
if Assumption

(
BM(α,M)

)
holds,

for some sequence(CT )T>1 of positive real numbers depending only onT and such that

sup
T>1

CT 6 8 and lim
T→+∞

CT = 1 .

Proof (of Theorem 3).The proof follows the sames lines as the proof of Theorem 2. Wethus only
sketch the main arguments.

Applying Corollory 2 we have,almost surely,

T∑

t=1

(
Yt − f̃t(xt)

)2
6 inf

u∈Rd

{
T∑

t=1

(
Yt − u ·ϕ(xt)

)2
+ 64

(
max
16t6T

Y 2
t

)
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}
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+
1

dT

d∑

j=1

T∑

t=1

ϕ2
j (xt) + 32 max

16t6T
Y 2
t .

Taking the expectations of both sides, expanding the squares
(
Yt− f̃t(xt)

)2
and

(
Yt−u ·ϕ(xt)

)2
,

noting that two termsTσ2 cancel out, and then dividing both sides byT , we get

E

[
1

T

T∑

t=1

(
f(xt)− f̃t(xt)

)2
]
6 inf

u∈Rd

{
1

T

T∑

t=1

(
f(xt)− u · ϕ(xt)

)2

+ 64
E
[
max16t6T Y

2
t

]

T
‖u‖0 ln

(
1 +

√
dT ‖u‖1
‖u‖0

)}

+
1

dT 2

d∑

j=1

T∑

t=1

ϕ2
j (xt) + 32

E
[
max16t6T Y

2
t

]

T
.

The right-hand side is exactly the upper bound stated in Theorem 3. We thus only need to check
that

(60) E

[
1

T

T∑

t=1

(
f(xt)− f̂T (xt)

)2
]
6 E

[
1

T

T∑

t=1

(
f(xt)− f̃t(xt)

)2
]
.

This is an equality if thext are all distinct. In general we get an inequality which follows from the
convexity of the square loss. Indeed, by definition ofnx, we have, almost surely,

T∑

t=1

(
f(xt)− f̂T (xt)

)2
=

∑

x∈{x1,...,xT }

∑

16t6T
t:xt=x

(
f(xt)− f̂T (xt)

)2
=

∑

x∈{x1,...,xT }
nx
(
f(x)− f̂T (x)

)2

=
∑

x∈{x1,...,xT }
nx

(
f(x)− 1

nx

∑

16t6T
t:xt=x

f̃t(x)

)2

6
∑

x∈{x1,...,xT }
nx

1

nx

∑

16t6T
t:xt=x

(
f(x)− f̃t(x)

)2
=

T∑

t=1

(
f(xt)− f̃t(xt)

)
,

where the second line is by definition off̂T and where the last line follows from Jensen’s inequal-
ity. Dividing both sides byT and taking their expectations, we get (60), which concludesthe
proof.

Proof (of Corollary 6). First note that

E

[
max
16t6T

Y 2
t

]
, E

[
max
16t6T

(
f(xt) + εt

)2
]

6 2

(
max
16t6T

f2(xt) + E

[
max
16t6T

ε2t

])
.

The proof then follows the exact same lines as for Corollary 5with the sequence(εt) instead of
the sequence

(
(∆Y )t

)
.
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6 Appendix

6.1 A convex duality argument for the Kullback-Leibler divergence

In this section, we recall a convex duality inequality satisfied by the Kullback-Leibler divergence
and whose proof can be found, e.g., in [DZ98, p. 264] or [Cat04, p. 159]. For the sake of simplic-
ity, and because it is sufficient for our applications, we only state it fornon-positivemeasurable
functions (whose expectation with respect to any probability distribution is always well defined,
be it finite or not).

Proposition 5. For any measurable space(E,B), any probability distributionπ on (E,B), and
any non-positive measurable functionh : E → R−, the Legendre transform of the Kullback-
Leibler divergence can be expressed as

ln

∫

E
ehdπ = sup

ρ∈M+

1
(E)

{∫

E
hdρ − K(ρ, π)

}
.

6.2 Exp-concavity of the square loss

In this section, we recall the notion of exp-concavity and the (elementary) fact that the square
loss is1/(8B2)-exp-concave on[−B,B]. See, e.g., [KW99] or [CBL06] for a reference on exp-
concave losses.

Definition 1. Let I ⊂ R be an interval of the real line. A functionh : I → R is said to be
exp-concavefor a givenη > 0 (or simplyη-exp-concave) if the functionHη , e−η h is concave
on I.

Noting thatHη′ = H
η′/η
η andh = − 1

η lnHη, we can see that ifh : I → R is η-exp-concave, then

• h is η′-exp-concave for all0 < η′ 6 η (sincex 7→ xη
′/η is concave and non-decreasing);

• h is convex (sincex 7→ − 1
η lnx is convex and non-increasing).

A proof of the next proposition can be found, e.g., in [Vov01].

Proposition 6. The square loss is1/(8B2)-exp-concave on[−B,B] in the sense that, for all
y ∈ [−B,B], the function

x ∈ [−B,B] 7−→ (y − x)2

is 1/(8B2)-exp-concave.

(moreover, the constant1/(8B2) is not improvable)

6.3 Some tools to exploit our PAC-Bayesian inequalities

In this section, we recall two results needed for the derivation of Proposition 2 and Proposition 3
from the PAC-Bayesian inequalities (15) and (31). The proofs are due to [DT07, DT08] and we
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only reproduce2 them for the convenience of the reader.

For anyu∗ ∈ R
d andτ > 0, defineρu∗,τ as the translated ofπτ atu∗, namely,

(61) ρu∗,τ ,
dπτ
du

(u− u
∗)du =

d∏

j=1

(3/τ)duj

2
(
1 + |uj − u∗j |/τ

)4 .

Lemma 3. For all u∗ ∈ R
d andτ > 0, the probability distributionρu∗,τ satisfies

∫

Rd

T∑

t=1

(
yt − u ·ϕ(xt)

)2
ρu∗,τ (du) =

T∑

t=1

(
yt − u

∗ ·ϕ(xt)
)2

+ τ2
d∑

j=1

T∑

t=1

ϕ2
j (xt) .

Lemma 4. For all u∗ ∈ R
d andτ > 0, the probability distributionρu∗,τ satisfies

K(ρu∗,τ , πτ ) 6 4 ‖u∗‖0 ln
(
1 +

‖u∗‖1
‖u∗‖0 τ

)
.

Proof (of Lemma 3).For all t ∈ {1, . . . , T} we expand the square
(
yt −u ·ϕ(xt)

)2
=
(
yt −u

∗ ·
ϕ(xt) + (u∗ − u) · ϕ(xt)

)2
and use the linearity of the integral to get

∫

Rd

T∑

t=1

(
yt − u · ϕ(xt)

)2
ρu∗,τ (du)(62)

=

T∑

t=1

(
yt − u

∗ ·ϕ(xt)
)2

+

T∑

t=1

∫

Rd

(
(u∗ − u) ·ϕ(xt)

)2
ρu∗,τ (du)

+

T∑

t=1

2
(
yt − u

∗ ·ϕ(xt)
) ∫

Rd

(u∗ − u) ·ϕ(xt) ρu∗,τ (du)

︸ ︷︷ ︸
=0

The last sum is equal to zero by symmetry ofρu∗,τ aroundu∗, which entails that
∫

R

u ρu∗,τ (du) = u
∗.

As for the second sum of the right-hand side, it can be boundedfrom above similarly. Indeed, ex-
panding the inner product and then the square

(
(u∗ − u) ·ϕ(xt)

)2
we have, for allt = 1, . . . , T ,

(
(u∗ − u) · ϕ(xt)

)2
=

d∑

j=1

(u∗j − uj)
2ϕ2

j (xt) +
∑

16j 6=k6d

(u∗j − uj)(u
∗
k − uk)ϕj(xt)ϕk(xt) .

By symmetry ofρu∗,τ aroundu∗ and the fact thatρu∗,τ is a product-distribution, we get

T∑

t=1

∫

Rd

(
(u∗ − u) · ϕ(xt)

)2
ρu∗,τ (du) =

T∑

t=1

d∑

j=1

ϕ2
j(xt)

∫

Rd

(u∗j − uj)
2ρu∗,τ (du) + 0

2The notations are however slightly modified because of the change in the statistical setting and goal. The tar-
get predictions(f(x1), . . . , f(xT )) are indeed replaced with the observations(y1, . . . , yT ) and the prediction loss
‖ f− fu‖

2
n is replaced with the cumulative loss

∑T

t=1

(

yt−u ·ϕ(xt)
)2

. Moreover, the analysis of the present proof is
slightly simpler since we just need to consider the caseL0 = +∞ according to the notations of Theorem 5 in [DT08].
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=

T∑

t=1

d∑

j=1

ϕ2
j (xt)

∫

R

(u∗j − uj)
2 (3/τ)duj

2
(
1 + |uj − u∗j |/τ

)4(63)

=τ2
T∑

t=1

d∑

j=1

ϕ2
j (xt)

∫

R

3t2dt
2(1 + |t|)4(64)

=τ2
T∑

t=1

d∑

j=1

ϕ2
j (xt) .(65)

Equation (63) follows from the definition ofρu∗,τ . Equation (64) is obtained by the change of

variablest = (uj − u∗j)/τ . As for Equation (65), it follows from the equality
∫

R

3t2dt

2
(
1 + |t|

)4 = 1

that can be proved by integrating by parts.

Combined with (65), Equation (62) yields the desired equality.

Proof (of Lemma 4).By definition ofρu∗,τ andπτ , we have

K(ρu∗,τ , πτ ) ,

∫

Rd

(
ln

dρu∗,τ

dπτ
(u)

)
ρu∗,τ (du) =

∫

Rd


ln

d∏

j=1

(
1 + |uj |/τ

)4
(
1 + |uj − u∗j |/τ

)4


 ρu∗,τ (du)

= 4

∫

Rd

( d∑

j=1

ln
1 + |uj |/τ

1 + |uj − u∗j |/τ

)
ρu∗,τ (du) .(66)

But, for allu ∈ R
d, by the triangle inequality,

1 + |uj|/τ 6 1 + |u∗j |/τ + |uj − u∗j |/τ 6
(
1 + |u∗j |/τ

)(
1 + |uj − u∗j |/τ

)
,

so that Equation (66) yields the upper bound

K(ρu∗,τ , πτ ) 6 4
d∑

j=1

ln
(
1 + |u∗j |/τ

)
= 4

∑

j:u∗

j 6=0

ln
(
1 + |u∗j |/τ

)
.

We now recall that‖u∗‖0 ,
∣∣{j : u∗j 6= 0}

∣∣ and apply Jensen’s inequality to the concave function
x ∈ (−1,+∞) 7−→ ln(1 + x) to get

∑

j:u∗

j 6=0

ln
(
1 + |u∗j |/τ

)
= ‖u∗‖0

1

‖u∗‖0

∑

j:u∗

j 6=0

ln
(
1 + |u∗j |/τ

)
6 ‖u∗‖0 ln

(
1 +

∑
j:u∗

j
6=0 |u∗j |

‖u∗‖0 τ

)

6 ‖u∗‖0 ln
(
1 +

‖u∗‖1
‖u∗‖0 τ

)
.

This concludes the proof.
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6.4 Some maximal inequalities

In this section, we prove three maximal inequalities neededfor the derivation of Corollaries 5 and 6
from Theorems 2 and 3 respectively. All these inequalities follow from a Pisier-type argument.
Their proofs are quite standard but we provide them for the convenience of the reader.

Lemma 5. Let Z1, . . . , ZT be T > 1 (centered) real random variables such that, for a given
constantν > 0, we have

∀t ∈ {1, . . . , T}, ∀λ ∈ R, E

[
eλZt

]
6 eλ

2ν/2 .

Then, for all0 < β < ln 2,

E

[
max
16t6T

Z2
t

]
6 ν + γT (β) 2 ν lnT ,

where

γT (β) ,





1 if T = 1,

1

1− β/
√
lnT

+
2
(
1− β/

√
lnT

)

β
√
lnT

if T > 2 ,

so that for the particular choice ofβ =
√
ln 2/2 we have

sup
T>1

γT

(√
ln 2/2

)
6 8, and lim

T→+∞
γT

(√
ln 2/2

)
= 1 .

Lemma 6. LetZ1, . . . , ZT beT > 1 real random variables such that, for some given constants
α > 0 andM > 0, we have

∀t ∈ {1, . . . , T}, E

[
eα|Zt|

]
6M .

Then,

E

[
max
16t6T

Z2
t

]
6

ln2
(
(M + e)T

)

α2
.

Lemma 7. LetZ1, . . . , ZT beT > 1 real random variables such that, for some given constants
α > 2 andM > 0, we have

∀t ∈ {1, . . . , T}, E
[
|Zt|α

]
6M .

Then,

E

[
max
16t6T

Z2
t

]
6 (MT )2/α .
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Proof (of Lemma 5).First note that, ifT = 1, then

(67) E

[
max
16t6T

Z2
t

]
= E

[
Z2
1

]
6 ν ,

sinceZ1 is subgaussian with variance factorν (this upper bound is well-known and can be ob-
tained via a second-order Taylor expansion oflnE

[
eλZ1

]
= λ2E

[
Z2
1

]
/2 + o(λ2) asλ −→ 0, see,

e.g., [BLM]). Since in this case, we also havelnT = 1, this proves the desired inequality.

We can now assume thatT > 2. The rest of the proof is based on a Pisier-type argument as
is done, e.g., in Lemma 2.3 of [Mas07] to prove, under the sameassumptions as in the present
Lemma, the maximal inequality

E

[
max
16t6T

Zt

]
6

√
2ν lnT .

Fix λ > 0, whose value will be chosen by the analysis. First note that

E

[
max
16t6T

Z2
t

]
=

1

λ
ln exp

(
λE

[
max
16t6T

Z2
t

])
6

1

λ
lnE

[
exp

(
λ max

16t6T
Z2
t

)]

by Jensen’s inequality. Sincex 7→ eλx is nondecreasing andeλZ2
t > 0 for all t = 1, . . . , T , the

last inequality yields

E

[
max
16t6T

Z2
t

]
6

1

λ
lnE

[
max
16t6T

eλZ2
t

]
6

1

λ
lnE

[
T∑

t=1

eλZ2
t

]

6
1

λ
ln

(
T∑

t=1

eλE[Z
2
t ] E

[
eλ
(
Z2
t −E[Z2

t ]
)])

6 ν +
1

λ
ln

(
T∑

t=1

E

[
eλ
(
Z2
t −E[Z2

t ]
)])

,(68)

where the last inequality follows fromE[Z2
t ] 6 ν for all t = 1, . . . , T proved in (67).

Let t ∈ {1, . . . , T}. The rest of the proof is dedicated to boundingE

[
eλ
(
Z2
t −E[Z2

t ]
)]

from above

by means of Bernstein’s inequality.

SinceZt is subgaussian with variance factorν, we have, from Theorem 1.2 of [BLM],

E

[(
Z2
t

)2]
6 2 · 2! (2ν)2 = 16ν2

and

∀k > 3, E

[
(Z2

t )
k
+

]
6 E

[
Z2k
t

]
6 2 k! (2ν)k =

k!

2
(16ν2)(2ν)k−2 .

We can thus apply the version of Bernstein’s inequality stated in Proposition 2.9 of [Mas07] or,
e.g., in Theorem 1.16 of [BLM] to get

∀λ ∈
(
0, 1/(2ν)

)
, E

[
eλ
(
Z2
t −E[Z2

t ]
)]

6 exp

(
λ2(16ν2)

2(1− (2ν)λ)

)
.
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Equation (68) thus yields, for allλ ∈
(
0, 1/(2ν)

)
,

E

[
max
16t6T

Z2
t

]
6 ν +

lnT

λ
+

1

λ
ln exp

(
λ2(16ν2)

2(1 − (2ν)λ)

)

6 ν +
lnT

λ
+

8λν2

1− 2νλ
.

In particular, choosingλ ,
1

2ν

(
1− β√

lnT

)
which can be seen to approximately minimize the

last upper bound, we get

E

[
max
16t6T

Z2
t

]
6 ν +

2ν lnT

1− β√
lnT

+
4ν

√
lnT

β
(
1− β√

lnT

)

6 ν +

(
1

1− β/
√
lnT

+
2
(
1− β/

√
lnT

)

β
√
lnT

)

︸ ︷︷ ︸
,γT (β)

2 ν lnT .

This concludes the proof of the maximal inequality. The factthat

sup
T>1

γT

(√
ln 2/2

)
6 2 +

4

ln 2
6 8 and lim

T→+∞
γT

(√
ln 2/2

)
= 1

follows from a direct calculation.

Proof (of Lemma 6).We first need the following definitions. Letψα : R+ −→ R be a convex
majorant ofx 7−→ eα

√
x onR+ defined by

ψα(x) ,

{
e if x < 1/α2 ,

eα
√
x if x > 1/α2 .

We associate withψα its generalized inverseψ−1
α : R −→ R+ defined by

ψ−1
α (y) =

{
1/α2 if y < e ,

(ln y)2/α2 if y > e .

Elementary manipulations show that

• ψα is nondecreasing and convex onR+;

• ψ−1
α is nondecreasing onR;

• x 6 ψ−1
α

(
ψα(x)

)
for all x ∈ R+.

We can now use the same Pisier-type argument as in the previous proof. From the inequality
x 6 ψ−1

α

(
ψα(x)

)
for all x ∈ R+ we have

E

[
max
16t6T

Z2
t

]
6 ψ−1

α

(
ψα

(
E

[
max
16t6T

Z2
t

]))
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6 ψ−1
α

(
E

[
ψα

(
max
16t6T

Z2
t

)])
= ψ−1

α

(
E

[
max
16t6T

ψα

(
Z2
t

)])
,

where the last two inequalities follow by Jensen’s inequality (sinceψα is convex) and the fact that
bothψ−1

α andψα are nondecreasing.

Sinceψα > 0 andψ−1
α is nondecreasing we get

E

[
max
16t6T

Z2
t

]
6 ψ−1

α

(
E

[
T∑

t=1

ψα

(
Z2
t

)
])

= ψ−1
α

(
T∑

t=1

E

[
ψα

(
Z2
t

)]
)

6 ψ−1
α

(
T∑

t=1

E

[
eα|Zt| + e

])

6 ψ−1
α

(
MT + eT

)
=

ln2
(
MT + eT

)

α2
,

where the second line follows from the inequalityψα(x) 6 e + eα
√
x for all x ∈ R+, and where

the last line follows from the bounded exponential moment assumption and the definition ofψ−1
α .

It concludes the proof.

Proof (of Lemma 7).As in the previous proofs, we have, by Jensen’s inequality and the fact that
x 7−→ xα/2 is convex and nondecreasing onR+ (sinceα > 2),

E

[
max
16t6T

Z2
t

]
6 E

[(
max
16t6T

Z2
t

)α/2
]2/α

= E

[
max
16t6T

∣∣Zt

∣∣α
]2/α

6 E

[
T∑

t=1

∣∣Zt

∣∣α
]2/α

6 (MT )2/α

by the bounded moment assumption, which concludes the proof.
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