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Refinement Types as Higher Order Dependency Pairs

Cody Roux

INRIA-Nancy Grand Est

Abstract. Refinement types are a well-studied manner of performing in-depth
analysis on functional programs. The dependency pair method is a very powerful
method used to prove termination of rewrite systems; however its extension to
higher order rewrite systems is still the object of active research. We observe that
a variant of refinement types allow us to express a form of higher-order depen-
dency pair criterion that only uses information at the type level, and we prove the
correctness of this criterion.

1 Introduction

Types are used to perform static analysis on programs. Various type systems have been
developed to infer information about termination, run-time complexity, or the presence
of uncaught exceptions.

We are interested in one such development, namelydependent types[McK06,Bru68].
Dependent types explicitly allow “object level” terms to appear in the types, and can
express arbitrarily complex program properties using the so calledCurry-Howard iso-
morphism. We are particularly interested here inrefinement types[XS98,FP91]. For a
given base typeB and a propertyP on programs, we may form a typeR which is a
refinement of Band which is intuitively given the semantics:

R= {t : B | P(t)}

Programing languages based on dependent type systems have the reputation of be-
ing unwieldy, due to the perceived weight of proof obligations in heavily specified
types. The field of dependently typed programing can be seen as a quest to find the
compromise between expressivity of types and ease of use forthe programmer.

Dependency pairs are a highly successful technique for proving termination of first-
order rewrite systems [AG00]. However, without modifications, it is difficult to apply
the method to higher order rewrite systems. Indeed, the data-flow of such systems is
significantly different than that of first order ones. Indeed, let us examine therewrite
rule:

f (S x)→ (λy. f y) x

The termination of this rule can not be inferred by simply looking at the left hand side
f (S x), and the recursive callf y in the right hand side as it could be in first order rewrit-
ing. Here we need to infer that the variabley can only be instantiated by a subterm of
S x. This can be done using dependent types, using a framework called size-based ter-
minationor sometimestype-based termination[HPS96,Abe04,BFG+04,Bla04,BR06].



The dependency pair method rests on the examination of the aptly-nameddepen-
dency pairs, which correspond to left-hand sides of rules and function calls with their
arguments in the right-hand side of the rules. For instance with a rule

f (c(x, y), z)→ g( f (x, y))

We would have two dependency pairs, the pair〈 f (c(x, y), z) | f (x, y)〉 and the pair
〈 f (c(x, y), z) | g( f (x, y))〉.

We can then define alink to be a pair (θ, φ) of substitutions, and a couple
(〈t1 | u1〉, 〈t2 | u2〉) of dependency pairs such thatu1θ → t2φ. We may link links in an in-
tuitive manner to form achain, and the fundamental theorem of dependency pairs may
be stated:a (first order) rewrite system is terminating if and only if there are no infinite
chains. See also the original article [AG00] for details.

To prove that no infinite chains exist, one wants to work with thedependency graph:
the graph is constituted of the dependency pairs as nodes andthere is a vertex between
N1 = 〈t1 | u1〉 andN2 = 〈t2 | u2〉 if there existθ andφ such that (θ, φ), (N1,N2) form a
link. It is then shown that it is sufficient to consider only the cycles in this graph and
prove that they may not lead to infinite chains [GTSKF06].

It is known that in general computing the dependency graph isundecidable (this
is theunification modulo rewritingproblem, seee.g.Jouannaudet al [JKK83]), so in
practice we compute an approximation (or estimation) of thegraph that isconservative:
all nodes in the dependency graph are sure to appear in the approximated graph. One
common [GTSKF06] (and reasonable) approximation is to perform ordinary unification
on non-defined symbols (that is, symbols that are not at the head of a left-hand side),
while replacing each subterm headed by a defined symbol by a fresh variable, ensuring
that it may unify with any other term.

In this article, we show that the dependency pair technique with the approximated
dependency graph can be modeled in a satisfactory way using aform of refinement
types containingpatternswhich denote sets of possible values to which a term reduces.
These patterns must be explicitly abstracted and applied, achoice that allows us to have
very simple type inference. This allows us to build a form of dependency pair at the
type level for higher order rewrite rules, as well as an approximated graph which corre-
sponds to the approximation described above. We then state and prove the correctness
of our criterion: if the graph isacyclic, then the well typedclosedterms, in which pat-
tern arguments are erased, are strongly normalizing for reduction of the rewrite system
combined withweakβ-reduction.

We leave the treatment of graphs with cycles for future work.We then conclude
with a comparison with other approaches to higher order dependency pairs and possible
extensions.

2 Syntax and Typing Rules

The language we consider is simply a variant of theλ-calculus with constants. For
simplicity we only consider the datatype of binary (unlabeled) trees. The development
may be generalized without difficulty to other first-order datatypes,i.e. types whose
constructors do not have higher order arguments. We define the syntax ofpatterns



p, q ∈ P ≔ α | leaf | node(p, q) |

Whereα, β ∈ V arepattern variables, and is calledwildcard.
We then define the set of types:

T,U ∈ T ≔ B(p) | ∀α.T | T → U

An atomic typeis a type of the formB(p).
We finally define the set of terms:

t, u ∈ Trm≔ α | x | f | λx: T.t | λα.t | t u | t p | Leaf | Node

Where f , g ∈ Σ aredefined function symbolsand x, y ∈ X areobject variables.
Notice that application and abstraction of patterns is explicit.

Intuitively, B(p) denotes the set of terms that reduce to some term that matches p.
To eachf ∈ Σ, we give anarity or type declarationτ f ∈ T . We writeFV(t) (resp.
FV(T), FV(Γ)) for the set of free variables in a termt (resp. a typeT, a contextΓ).
If a term (resp. pattern) does not contain any free variables, we say that it isclosed. We
write∀α.T for ∀α1.∀α2 . . .∀αn.T, and arrows and application are associative to the left
and right respectively, as usual. A pattern variableα appears inB(p) if it appears inp.
It appearspositivelyin a typeT if:

– T = B(p) andα appears inp
– T = T1→ T2 andα appears positively inT2 or negatively inT1 (or both).

With α appearingnegativelyin T if T = T1→ T2 andα appears negatively inT2 or
positively inT1.

It may seem surprising that we choose to explicitly represent pattern abstraction
and application in our system. This choice is justified by thesimplicity of type in-
ference with explicit parameters. The author is of the opinion that implicit arguments
should be handled by the following schema: at the user level alanguage without im-
plicit parameters; these parameters are inferred by the compiler, which type-checks a
language with all parameters present. Then at run-time theyare once again erased. This
is exactly analogous to a Hindley-Milner type language in which System F is used as
an intermediate language [Mil78,JM97].

It is also our belief that explicit parameters will allow this criterion to be more
easily integrated into languages with pre-existing dependent types,e.g.Adga [Nor07],
Epigram [McK06] or Coq [Coq08].

The typing rules of our system are given by the typing rules infigure 1.
To these rules we add the subtyping rule:

Γ ⊢ t : T T ≤ U
Γ ⊢ t : U

sub

Where the subtyping relation is defined by:
An order on patterns:

– p≪



Γ, x: T, Γ′ ⊢ x: T
ax

Γ, x: T ⊢ t : U
Γ ⊢ λx: T.t :T → U

t − lam

Γ ⊢ t : T
Γ ⊢ λα.t :∀α.T

α < FV(Γ) p − lam

Γ ⊢ Leaf :B(leaf)
leaf − intro

Γ ⊢ Node:∀αβ.B(α)→ B(β)→ B(node(α, β))
node− intro

Γ ⊢ t : T → U Γ ⊢ u: T
Γ ⊢ t u: U

t − app

Γ ⊢ t :∀α.T
Γ ⊢ t p: T{α 7→ p}

p − app

Γ ⊢ f : τ f
symb

Fig. 1. Typing Rules

– p≪ p
– p1 ≪ q1 ∧ p2 ≪ q2⇒ node(p1, p2) ≪ node(q1, q2)

For all patternsp, p1, p2, q1, q2. This order is carried to types by:

– p≪ q⇒ B(p) ≤ B(q)
– T2 ≤ T1 ∧ U1 ≤ U2 ⇒ T1→ U1 ≤ T2→ U2

– T{α 7→ γ} ≤ U{β 7→ γ} for γ not free inT, U ⇒ ∀α.T ≤ ∀β.U

This type system is quite similar to the refinement types described for mini-ML by
Freemanet al [FP91], and is not very distant fromgeneralized algebraic datatypesas
are implemented in certain Haskell compilers [Jon06], though subtyping is not present
in that framework.

We furthermore suppose that all type declarationsτ f are of the form∀α1 . . . αk.T f ,
whereT f is of the formA1 → . . . → An → T1 → . . . → Tm → Af where the
Ai are of the formB(αki ), with αki , αk j if i , j, andαki only appearspositivelyin
T1 → . . . → Tm→ Af . TheAi ’s are called therecursive argumentsof f , and there are
no bound variables inT. The positivity condition is quite similar to the one detailed in
Abel [Abe04].

A constructoris either Node or Leaf.
A rewrite rule is a pair of terms (l, r) which we write l → r, such thatl is an

algebraic pattern, i.e.a term of the formf p1 . . . pk l1 . . . ln with f ∈ Σ, pi patterns and
l i constructor terms: variables, or a constructor (possibly) applied to constructor terms
or patterns. We suppose that the free variables ofr appear inl.

We suppose that functions in right-hand sides arecompletely appliedto their pat-
tern arguments: ifg appears inr, andτg = ∀α1 . . . αk.T, theng is applied tok pattern
arguments at each occurrence inr.

We say a contextΓ typesa rulel → r if there is someT ∈ T such thatΓ ⊢ l : T and
Γ ⊢ r : T.



We suppose that all left-hand sides match on all recursive arguments,i.e. if f p1 . . . , pkl1 . . . ln
is a left-hand side, thenn is equal to the number of recursive arguments off .

Let l be the left hand side of a rule. We say that a contextΓ minimally types lof type
T if Γ ⊢min l : T is derivable, where⊢min is derived by the rules:

Γ, x: B(α) ⊢min x: B(α)
α < Γ

Γ ⊢min Leaf :B(leaf)

Γ ⊢min l1 : B(p1) Γ ⊢min l2 : B(p2)
Γ ⊢min Node p1 p2 l1 l2 : B(node(p1, p2))

Γ ⊢min l1 : B(p1) . . . Γ ⊢min ln : B(pn)
Γ ⊢min f q l1 . . . ln : T fφ

Whereτ f = ∀α.B(αi1) → . . . → B(αin) → T f andφ ≔ {α 7→ q} is the substitution
that sendsαi j to p j and all other variables to themselves.

Minimality is important to constrain the possible typing ofleft-hand sides: We need
the types to be the most general possible, so as to ensure the correctness of any possible
instance of a left-hand side.

Notice that ifΓ ⊢min l i : T thenT is unique. Minimal typing is implicitly used in
other work on size-based termination [BR09], in which it is called the pattern condition.

Definition 1 Let ρ ≔ f p1 . . . pkl1 . . . ln → r be a rule inR, Γ be a context such that
Γ ⊢min l : T fψ, with ψ = {α 7→ p} andt = g q1 . . .qk′ be a subterm ofr.

Supposeτ f = ∀α.A1→ . . .→ An→ T f andτg = ∀β.B1→ . . .→ Bm→ Tg.
Thedependency pairassociated toρ andt is the tuple:

〈 f ; A{α 7→ p} | g; B{β 7→ q}〉

The setDP of dependency pairs associated toR is the set of all dependency pairs for
each rulel → r ∈ R and each subtermt of r of the formg p.

Definition 2 Let A = B(p) andB = B(q) be atomic types, with distinct variable sets.
We say thatA andB havecommon inhabitantsif p ⊲⊳ q , with p being the patternp
in which every variable is replaced by(likewise forq ) and p ⊲⊳ q is defined as the
symmetric-transitive-congruence closure of≪.

Note that the relation⊲⊳ is decidable.
LetR be a rewrite system, such that each rule is minimally typed bysome context.

Thedependency graphGR associated toR is the directed graph where:

– The set of nodes is the setDP, such that there are no shared variables between the
different dependency pairs.

– There is an edge between〈 f ; A | g; B1, . . . , Bm〉 and〈h; C1, . . . ,Cn | i; D〉 if
1. g = h



2. ∀i, Bi andCi have common inhabitants.

Non termination can intuitively be traced to cycles in the dependency graph. We
wish to consider termination on terms with erased pattern arguments and type annota-
tions.

3 Operational Semantics

Definition 3 We define the set oferased termsTrm|�| as:

t, u ∈ Trm|�| ≔ x | f | λx.t | t u | Leaf | Node

Wherex ∈ X and f ∈ F .
Given a termt ∈ Trm, we define theerasure|t| ∈ Trm|�| of t as:

– |x| = x
– | f | = f
– |λx: T.t| = λx.|t|
– |λα.t| = |t|
– |t u| = |t| |u|
– |t p| = |t|
– | Leaf | = Leaf
– |Node| = Node

An erased term can intuitively be thought of as the compiled form of a well typed
term.

Definition 4 A valueis a termt ∈ Trm|�| in the following form:

– t = λx: .t′

– t = Leaf
– t = Nodev1 v2 with v1 andv2 values.

If t→∗
Rβ

v andv is a value, we say thatv is a value of t.

We finally define the operational semantics of our system.

Definition 5 Given a rewrite systemR, An erased termt head rewritesto a termu if
there is some rulef p1 . . . pkl1 . . . lk → r and some substitutionσ such that

1. t = f |l1|σ . . . |ln|σ
2. |l i |σ is a value for every 1≤ i ≤ n
3. u = |r |σ.

In this case we writet →hd
R

u.
We then defineweak rewriting, written→Rβ, inductively:

t →hd
R

u

t →Rβ u



λx.t u→Rβ t{x 7→ u}

t →Rβ t′

t u→Rβ t′ u

u→Rβ u′

t u→Rβ t u′

And define→∗
Rβ

to be the reflexive transitive closure of→Rβ.

We say a termt ∈ Trm|�| normalizesif all sequences of reductionst →Rβ t1 →Rβ
t2→Rβ . . . is finite. We writeSN to denote the set of all normalizing terms.

In a sense, our strategy is call-by-value, as functions onlyreduce when applied
to only values in their recursive arguments. However, nothing is said about the other
arguments, andβ-reduction can occur at any time. Notice also that we do not impose
confluence, or even have exhaustivity of matching in the lefthand sides.

Let us give an example of the application of this technique.

Example 1 Take the rewrite system given by the signature:{app:∀αβ.(B(α)→ B(β))→
B(α)→ B(β), f : B(leaf), g:∀α.B(α)→ B(leaf)}, . We give the rewrite rules:

app → λαβ.λx: B(α)→ B(β).λy: B(α).x y

f → app node(lea f, lea f) leaf (g node(leaf, leaf)) (Node leaf leaf Leaf Leaf)

g node(α, β) (Nodeα β x y)→ Leaf

g leaf Leaf→ f

or, in more readable form with pattern arguments and type annotations omitted:

app → λx.λy.x y
f → app g (Node Leaf Leaf)

g (Node x y) → Leaf
g Leaf → f

We may easily check that each of these rules is minimally typed in some context.
Furthermore, we can check that the dependency graph in figure2 has no cycles.

It is easy to verify that the criterion can be applied and thatin consequence, accord-
ing to theorem 6 that is proven in the next section, all well typed terms in the empty
context are strongly normalizing.

One may object that if we inline the definition of app and perform β-reduction on
the right hand sides of rules we obtain a rewrite system that can be treated with more
conventional methods, such as those exposed in [AG00] (on terms without abstraction,
and withoutβ-reduction). However this operation can be very costly if performed au-
tomatically and is, in its most naive form, ineffective for even slightly more complex
higher order programs such asmap, which performs pattern matching and for which we
need to instantiate. By resorting to typing, we allow termination to be proven using only
“local” considerations, as the information encoding the semantics of app is contained
in its type.



〈g, B(leaf) | f 〉

〈 f | app〉

〈 f | g, B(node(α, β))〉

Fig. 2.Dependency graph for example 1

However it becomes necessary, if one desires a fully automated termination check
on an unannotated system, to somehow infer the type of definedconstants, and possibly
perform an analysis quite similar in effect to the one proposed above. We believe that to
this end one may apply known type inference technology, suchas the one described in
[CK01], to compute these annotated types. In conclusion, what used to be a termination
problem becomes a type inference problem, and may benefit from the knowledge and
techniques of this new community, as well as facilitate integration of these techniques
into type-theoretic based proof assistants like Coq [Coq08].

4 Main Theorem and Proof

Theorem 6 Let R be a rewrite system such that each rule is minimally typed by some
context.

If the dependency graphGR of the rewrite systemR is acyclic and finite, then for
every termt, if ⊢ t : T then|t| is normalizing.

Note that the minimality condition is important: otherwiseone could takef :∀αβ.B(α)→
B(β)→ B( ) with the rule

f node(leaf, leaf) leaf x y→ f leaf leaf y y

This rule can be typed in the contextx: B(node(leaf, leaf)), y: B(leaf), but not mini-
mally typed, and leads to the non terminating reductionf Leaf Leaf→ f Leaf Leaf.

The proof uses a variation on the Tait-Girard technique of computability predicates
[Tai67,Gir71]. The computability predicate method is a powerful method to carry out
termination proofs in the higher order framework [BJR08]. It allows us to avoid con-
sidering higher order variables when constructing the dependency pairs [SK05]. It also
avoids the use ofminimal bad sequences[AG00] to prove termination, the existence of
which can only be proven using a form of the Axiom of Choice. Wedo however use the
Axiom of Choice implicitly in the proof of lemma 19.



We associate to each type some set of strongly normalizing closed terms. We then
show correctness of our semantics, that is if a term is typed in the empty context, then
it belongs to the interpretation of its type.

Definition 7 The type interpretation[[ ]] is a function that to eachT ∈ T and each
closedpattern substitutionθ, associates a set [[T]] θ ⊆ {t ∈ Trm|�| | t closed}: let θ be
some such valuation.

– [[ B(p)]] θ = {t ∈ SN | t closed∧ ∀v a value oft, v⊳� pθ}
– [[T → U]] θ = {t ∈ SN | ∀u ∈ [[T]] θ, t u ∈ [[U]] θ}
– [[∀α.T]] θ = {t ∈ SN | ∀ closedp ∈ P, t ∈ [[T]] θαp}

Where theterm matching relation⊳�⊆ Trm|�| × P is defined in the following way:

– t⊳�
– t⊳� node(p, q) iff t = Node t1 t2 ∧ t1⊳� p∧ t2⊳� q.
– t⊳� leaf iff t = Leaf.

The “magic” of computability proofs is contained in the following lemma:

Lemma 8 Let A, B be types, andθ be some closed pattern substitution. Ift ∈ Trm|�|

verifies:
∀u ∈ [[A]] θ, t{x 7→ u} ∈ [[ B]] θ

Thenλx.t ∈ [[A→ B]] θ

Proof. It suffices to prove: ifB = B1→ . . .→ Bn→ Bo with Bo atomic, andui ∈ Bi

for all i = 1 . . .n, then (λx.t)uu1 . . .un reduces to a value only ift{x 7→ u}u1 . . .un does.
Details may be found in Barendregt [Bar84].

Let us prove correctness of the interpretation with respectto subtyping. We first
need a substitution lemma:

Lemma 9 (substitution lemma)
Let T be a type. Ifα does not appear in the domain ofθ then:

[[T{α 7→ p}]] θ = [[T]] θαpθ

Proof. We first show that for allq a pattern, ifα is not in the domain ofθ, q{α 7→ p}θ =
qθαpθ: straightforward by induction on the structure ofq.

We then proceed by induction on the type.

– Atomic case:

[[ B(q){α 7→ p}]] θ = {t ∈ SN | t →∗ v a value⇒ v⊳� q{α 7→ p}θ}

But by the previous remark,q{α 7→ p}θ = pθαpθ, from which we can conclude.
– Arrow case: straightforward from induction hypothesis



– case∀β.T. We may suppose by Barendregts convention thatβ is distinct fromα, not
in the domain ofθ and distinct from all variables inp. We then have:

[[(∀β.T){α 7→ p}]] θ = {t ∈ SN | ∀q closed, t ∈ [[T{α 7→ p}]]
θ
β
q
}

Let θ′ = θβq. We may apply the induction hypothesis, which gives:

[[T{α 7→ p}θ′ ]] = [[T]] θ′α
pθ′

And asβ does not appear inp:

[[T]] θ′α
pθ′
= [[T]]

θ
α β

pθ q

But we have:
{t ∈ SN | ∀q closed, t ∈ [[T]]

θ
α β

pθ q
} = [[∀β.T]] θαpθ

Which concludes the argument.

�

We may easily generalize this result to:

Corollary 10 Let T be a type. Ifφ is a substitution, andθ is a closed substitution such
that the variables ofT do not appear in the domain ofθ, then:

[[Tφ]] θ = [[T]] θ◦φ

Whereθ ◦ φ is the substitution defined byθ ◦ φ(α) = φ(α)θ.

Lemma 11 Let T be some type andθ, θ′ be two closed pattern substitutions. Ifθ = θ′

on the free variables ofT, then [[T]] θ = [[T]] θ′.

Proof. Straightforward induction onT.

Lemma 12 SupposeT ≤ U. Then for allθ, [[T]] θ ⊆ [[U]] θ

Proof. We proceed by induction on all the possible cases for the judgementT ≤ U.

– p≪ q: We first show that for all termst, t⊳� p⇒ t⊳� q. We proceed by induction
on the≪ judgement. The first two cases are easy. In the third case,t⊳� node(p, q)
which by definition implies thatt = Node u v, with u⊳� p andv⊳� q. We can then
conclude by the induction hypothesis.
In addition it is easy to see that ifp≪ q, then for allθ, pθ ≪ qθ.
Now let t ∈ [[ B(p)]] θ, andu be some value oft. Using the previous lemma, ifu⊳� pθ
thenu⊳� qθ, which allows us to conclude thatt ∈ [[ B(p1 . . .q . . . pn)]] θ.

– SupposeT2 ≤ T1 and U1 ≤ U2. Let t be in [[T1 → U2]] θ, we show that it is in
[[T2 → U2]] θ. Let u be in [[T2]] θ. By the induction hypothesis,u ∈ [[T1]] θ, therefore
(by definition of the interpretation),t u is in [[U1]] θ, which by another application of
the induction hypothesis, is included in [[U2]] θ. From this we can conclude thatt is
in [[T2→ U2]] θ.



– Let t be a term in [[∀α.T]] θ andp be some arbitrary closed pattern, and suppose that
α, β are variables not appearing in the domain ofθ. We then have

t ∈ [[T]] θαp

Take some variableγ not free inT, U, and not in the domain ofθ. Since∀α.T ≤
∀β.U, we haveT{α 7→ γ} ≤ U{β 7→ γ}. Induction hypothesis gives:

[[T{α 7→ γ}]] θ′ ⊆ [[U{β 7→ γ}]] θ′

for all closed substitutionsθ′. Takeθ′ to be the substitution everywhere equal toθ on
the domain ofθ andθ′(γ) = p. The substitution lemma (lemma 9) gives:

[[T]] θ′αp ⊆ [[U]]
θ
′β
p

And lemma 11, with the hypothesis onγ gives:

[[T]] θαp ⊆ [[U]]
θ
β
p

From this we can deducet ∈ [[U]]
θ
β
p

and conclude.

�

Lemma 13 Let T, θ, θ′ be as in lemma 11. Ifθ(α) ≪ θ′(α) for every free variableα ∈ T
in a positiveposition, andθ(β) = θ′(β) for every other variable, then [[T]] θ ⊆ [[T]] θ′.

Proof. First notice that ifp is a pattern such thatFV(p) ⊆ FV(T), thenpθ ≪ pθ′.
We then proceed by induction using lemma 12. �

We wish to prove normalization of our system, if the rules areall typed by some
minimal context and the dependency graph is without cycles.

Definition 14 Let Γ be a context, andσ a valuation from object variables to closed
erased terms andθ a closed substitution on patterns. We sayΓ is satisfiedby (σ, θ) and
writeσ |=θ Γ, if σ(x) ∈ [[Γx]] θ for everyx in the domain ofΓ.

Definition 15 We say that [[]] is correct if for everyσ |=θ Γ,

Γ ⊢ t : T implies |t|σ ∈ [[T]] θ

We first state that if each defined function symbolf belongs to [[τ f ]] θ for anyθ (τ f

has no free variables), then the interpretation is correct.

Theorem 16 (correction)Suppose that for allf ∈ Σ and allθ a substitution,f ∈ [[τ f ]] θ.
Then the interpretation is correct.

Proof. We proceed by induction on the typing derivation.

– ax: by definition ofσ |=θ Γ.



– t-lam: By induction hypothesis, for allσ′, θ σ′ |=θ Γ, x: T ⇒ |t|σ′ ∈ [[U]] θ. By
lemma 8 it suffices to show that|t|σ{x 7→ u} is in [[U]] θ for anyu ∈ [[T]] θ, where we
suppose thatx is not in the domain ofσ by Barendregts convention. We takeσ′ to be
equal toσ on the domain ofσ andσ′(x) = u. It is easy to verify thatσ′ |=θ Γ, x: T.

– p-lam: by induction hypothesis, for allσ′, θ′ such thatσ |=θ′ Γ, |t|σ′ is in [[T]] θ′. Let
σ, θ be some such valuations andp be some closed pattern. As|λα.t|σ = |t|σ, we
need to show that|t|σ ∈ [[T]] θαp
Observe that ifα does not appear inΓ, thenσ |=θ Γ impliesσ |=θαp Γ, by virtue of
lemma 11. We may therefore conclude that|t|σ is in [[T]] θαp.

– leaf-intro: Clear by definition of [[B(leaf)]]θ
– node-intro: letp, q be patterns, andt, u be terms in [[B(p)]] θ and [[B(q)]] θ, respec-

tively. The values of the term Nodet u are exactly the terms of the form Nodev1 v2,
wherev1 is a value oft andv2 is a value ofu. Let v1 andv2 be two such terms. By
definitionv1⊳� pθ andv2⊳� qθ. From this we have Nodev1 v2⊳� node(p, q)θ. From
these statements we may conclude that Nodet u ∈ [[ B(node(p, q))]] θ.

– t-app: by definition and induction hypothesis.
– p-app: by hypothesis,|t|σ ∈ [[∀x.T]] θ, this gives by definition|t|σ ∈ [[T]] θx

pθ
, and by

the substitution lemma (lemma 9),|t|σ ∈ [[T{x 7→ p}]] θ
– symb: By hypothesis.
– sub: By application of the correctness of subtyping (lemma 12), and the induction

hypothesis.

�

The next lemma assures that our definition of the graphGR is correct with respect
to the semantics, in the sense that all possible recursive calls (themselves approximated
by the>dp order) can be traced to some edge in the graph.

Lemma 17 If ( f , t) >dp (g, u) >dp (h, v) then if N1 andN2 are such that

– ( f , t) >dp (g, u) ∈ [[N1]] (θ,θ′)

– (g, u) >dp (h, v) ∈ [[N2]] (σ,σ′)

Then there is an edge inGR betweenN1 andN2.

Proof. Take an arbitraryi. Let us show thatBi = B(p) andCi = B(q) have common
inhabitants, ifN1 = 〈 f ; A | g; B〉 andN2 = 〈g; C | h; D〉. Takev a value such thatui →

∗

v. Then by definition of>dp and [[ ]], v⊳� pθ′ andv⊳� qσ.
We show thatp ⊲⊳ q , by double induction on the judgementsv⊳� pθ′ andv⊳� qσ.

– pθ′ or qσ = . In this case we can only havep (or q) equal to or some variable. We
may then conclude by definition of⊲⊳.

– pθ or qσ = α for some variableα. Suppose it ispθ. Again we necessarily havep = β
for some variableβ, which givesp = and we may conclude by definition of⊲⊳. The
other case is symmetric.

– pθ = leaf. In this caseqσ = leaf as well, since the other possible cases are treated
above. We only have three possibilities:

1. p is a variable. We can conclude by definition of⊲⊳, asp = .
2. q is a variable. We conclude as above.



3. p = q = leaf, we may again apply the definition of⊲⊳.
– pθ = node(p1, p2). In this case,qσ must be equal to node(q1, q2), as other possible

cases are treated above. Again we have three possible cases:p or q are variables, and
we can conclude as above orp = node(p′1, p

′
2) andq = node(q′1, q

′
2), with pi = p′i θ

andqi = q′iσ for i = 1, 2. We then havev = Nodev1 v2, with v1⊳ � p1, q1 and
v2⊳ � p2, q2. By induction hypothesis,p′i ⊲⊳ q′i for i = 1, 2. From this we may
deduce node(p′1, p

′
2) = node(p′1 , p

′
2 ) ⊲⊳ node(q′1 , q

′
2 ) = node(q′1, q

′
2) .

– other cases: The other cases are impossible, since we have both v⊳� pθ andv⊳� qσ.
For example, ifpθ = leaf andqσ = node(q1, q2), then by examination of the rules
defining⊳�, we must havev = Leaf, asv⊳� leaf, but then it is impossible to have
v⊳� node(q1, q2).

�

We now need to show computability of defined symbols. We will proceed by in-
duction on an order which subsumes the call relation, and which is well-founded if the
dependency graph is without cycles (and finite).

Definition 18 We define the order>dp⊆ Σ ×
(

Trm|�|
)∗

by taking the transitive closure
of the following relation: (f , t) >dp (g, u) if there are valuationsθ, θ′ such that:

– for all i, ti reduces to some valuev.
– there is a node

〈 f ; A1, . . . ,An | g; B1, . . . , Bm〉 ∈ GR

such thatt1 ∈ [[A1]] θ, . . . , tn ∈ [[An]] θ andu1 ∈ [[ B1]] θ′ , . . . , um ∈ [[ Bm]] θ′.

We will write ( f , t) >dp (g, u) ∈ [[ 〈 f ; A1, . . . ,An | g; B1, . . . , Bm〉]] (θ,θ′) in such a case.
The first clause in the definition of>dp is important: definehereditarily neutral

terms to be terms that never reduce to a value. Notice that allstrongly normalizing
hereditarily neutral terms are in [[T]] θ for all T, θ. We then have, if〈 f ; A | g; B〉 is a
dependency pair inGR, for t1 ∈ [[A1]] θ, . . . , tn ∈ [[An]] θ, andu1, . . . , um hereditarily
neutral terms inSN, ( f , t) >dp (g, u).

Thus, if the first clause were not required, it would be possible for >dp to not be
well-founded, even if the graphGR is without cycles.

Lemma 19 If GR has no infinite paths, then>dp is well founded.

Proof. We show that an infinite reduction (f1, t1) >dp ( f2, t2) >dp . . . would lead to
an infinite path in the graphGR. Let (fi , t i)i∈N be such a sequence. We may extract
(using countable choice) a sequence (Ni)i∈N andθi , θ

′
i such that (fi , t i) >dp ( fi+1, t i+1) ∈

[[Ni ]] (θi ,θ
′
i ). We may then apply lemma 17 to build an infinite path inGR. �

Definition 20 Let g ∈ Σ, with type∀α.τg, with τg = A1 → . . . → An → Tg, φ be
some pattern substitution andθ be a closed pattern substitution. We define thestratified

interpretation[[τgφ]]
<

g
dp( f ,t)

θ
to be

{t ∈ SN | ∀u ∈ [[ Aφ]] θ, (g, u) <dp ( f , t)⇒ tu1 . . .un ∈ [[Tgφ]] θ}



The stratified interpretation is necessary to prove computability of symbols that are
not fully applied to their arguments in right hand sides of rewrite rules as in example 1,
when performing induction on>dp. For this we need the following lemma:

Lemma 21 Let f andg be function symbols, of typeτ f andτg respectively. Let

τg = ∀β.B1→ . . .→ Bm→ Tg

Suppose there exists some〈 f ; U | g; V〉 ∈ GR, θ some closed pattern substitution
andti ∈ [[Ui ]] θ for 1 ≤ i ≤ n. Then ifφ is a pattern substitution such thatBiφ = Vi , then
for all closed substitutionθ′:

[[τgφ]] θ′ = [[τgφ]]
>

g
dp( f ,t)

θ′

Proof.
Let u1 ∈ [[V1]] θ′ , . . . , um ∈ [[Vm]] θ′ . It suffices to show that (f , t) >dp (g, u). But this

is exactly the definition of>dp. �

Lemma 22 Let t ∈ Trm|�| be a closed term,p an element ofP andθ a closed pattern
substitution. Suppose that for allu such thatt →Rβ u, u ∈ B(p). Thent ∈ [[ B(p)]] θ.

Proof. It is clear that if all reducts oft are inSN then so ist. Suppose thatv is a
reduct oft that is a value. Thenv is a reduct ofu for someu a 1-step reduct oft, and by
hypothesisv⊳� pθ. From this we can conclude thatt ∈ [[ B(p)]] θ. �

Lemma 23 Let f ∈ Σ of type τ f = ∀α.A1 → . . . → An → T f , p1 . . . pk be closed
patterns, andt1, . . . , tn be in [[A1]] θ, . . . , [[An]] θ respectively, whereθ(αi) = pi . If for all r
such thatf t1 . . . tn→hd

R
r, r ∈ [[T f ]] θ then f t1 . . . tn ∈ [[T f ]] θ

Proof. SupposeT f = B1 → . . .Bm→ Bo. Takeu1 ∈ [[ B1]] θ . . .um ∈ [[ Bm]] θ. By lemma
22, it suffices to prove that for all 1-step reductsv of f t u, v ∈ [[ Bo]] θ. We proceed
by well founded induction on the tuplet u, ordered by the reduction order. This order
is well-founded, as eachti andui is in SN. The reducts off t u are of three possible
forms:

– f t1 . . . t′i . . . tnu with t′i a reduct ofti . We can conclude by induction hypothesis.
– f tu1 . . .u′i . . .um with u′i a reduct ofui. We can conclude by induction hypothesis.
– ru with f t →hd

R
r. We can conclude by hypothesis.

Notice that if f t →hd
R

u, thenti is a value, for everyi, by definition of head reduction.

And finally, the correctness theorem for function symbols:

Theorem 24 LetR be a set of rewrite rule. Suppose each rulef p1 . . . pnl1 . . . ln → r is
typed by some minimal contextΓ. Suppose in addition that the dependency graph has
no infinite paths. Then for allf ∈ Σ, θ, f ∈ [[τ f ]] θ.



Proof. Let f , τ f = ∀α.A1 → . . . → An → T f , p, θ and t be as in lemma 23. By the
aforementioned lemma, it suffices to prove thatu ∈ [[T f ]] θ for every f t →hd

R
u. By

definition, there is some rulef q l → r and someσ such that|l|σ = t and |r |σ = u.
By hypothesis, there is someΓ such thatΓ ⊢min f q l : T fψ andΓ ⊢ r : T fψ with
ψ ≔ {α 7→ q}. Let us show that there is someθ′ such thatθ′ ◦ ψ ≪ θ. First observe
thatx: B(αx) ∈ Γ for some variableαx for everyx ∈ l, and that furthermoreαx , αy if
x , y. We may takeθ′ to be the substitution which sendsαx to the “patternification” of
σ(x): θ′(αx) = pat(σ(x)) with pat defined by:

– pat(Leaf)= leaf
– pat(Node t u) = node(pat(t), pat(u)

We defineθ′ to be equal toθ on the variables not contained inΓ.
SupposeAi = B(αki ) for all i, andΓ ⊢min l i : B(qi). We must show thatθ′ ◦ ψ ≪ θ.

Now it is easy to see thatti⊳� qiθ
′ = ψ(αki )θ

′.
We have by hypothesisti⊳� θ(αki ). First we prove thatθ′ ◦ ψ ≪ θ onαki for eachi.

We proceed by induction on the derivation ofti⊳� αkiθ.

– αkiθ = . This case is trivial.
– αkiθ = leaf. In this case,ti = Leaf, so we either havel i = Leaf, which implies
ψ(αki ) = leaf, orl i = x for some variablex andψ(αki ) = αx andθ′(αx) = leaf. Either
case allows us to concludepsi(αki )θ

′ ≪ αkiθ

– αkiθ = node(p1, p2). We proceed by cases: eitherl i = x andσ(x) = Node t1 t2. We
then haveψ(αki ) = αx andθ′(αx) = node(pat(t1), pat(t2)), t1⊳� p1 andt2⊳� p2. We
can then conclude by induction hypothesis.
In the other case,l i = Node q1 q2 l1 l2. By definition of⊳�, we have|le|σ⊳� pe for
e = 1, 2. We may then apply the induction hypothesis to concludeqeθ′ ≪ pe, and
thereforeψ(αki )θ

′ = node(q1, q2)θ′ ≪ node(p1, p2).

Now if α j does not appear in the recursive types, thenψ(α j) = α j , andθ′(α j) =
θ(α j).

Observe now thatσ |=θ′ Γ. This is straightforward, asθ′ models the action ofσ on
type level variables.

We need to show that|r |σ is in [[T f ]] θ. We will show that|r |σ is in [[T fψ]] θ′ =
[[T f ]] θ′◦ψ ⊆ [[T f ]] θ by corollary 10 and lemma 13, using the positivity hypothesis. We
wish to apply theorem 16, knowingΓ ⊢ r : T fψ andσ |=θ′ Γ. However, this fails as
we still have not proven that anyg that appears inr belongs to the interpretation of
its type! To resolve this apparent circularity, we proceed by well founded induction
on (f , t) ordered by>dp: by induction hypothesis, for allg of type∀β.τg = ∀β.B1 →

. . .Bm → Tg, all q′1, . . . , q
′
k and all θ′′ equal toθ′ on its domain, andu1, . . . , um in

[[ Bφ]] θ′′ . . . [[ Bφ]] θ′′ respectively such that (f , t) >dp (g, u), g u is in [[Tgφ]] θ′′, where

φ = {β 7→ q′}. But this means by definition thatg ∈ [[τgφ]]
<

g
dp( f ,t)

θ′′
. It is then sufficient to

prove that we may apply lemma 21 to anyg q′ that appears inr.
The rule f q l → r and the subtermg q′ correspond to some dependency pair

〈 f ,U | g,V〉 of GR. First we observe thatti ∈ [[Aiψ]] θ′ , by consideration of the definition



of ψ and θ′. Then by definition of dependency pairs, we haveAiψ = Ui . Finally, if
φ = {β 7→ q′}, thenB jφ = V j for every j. This concludes the proof. �

If the rewrite systemR is finite then so isGR, if in addition the graph is acyclic
then it is well known that there are no infinite paths in the graph, and we may apply the
above theorem.

5 Comparison, future work

Several extensions of dependency pairs to different forms of higher order rewriting have
been proposed [KISB09,Bla06,GTSK05,SK05,AY05]. However, these frameworks do
not handle the presence of bound variables, for which the usual approach is to defunc-
tionalize (also calledlambda-lifting) [DN01,Joh85].

The criterion presented in this paper is quite weak, as it does not (yet) take into ac-
count the possibility of cycles in the dependency graph, an essential aspect of methods
of termination using dependency pairs. However, it is a stepin the right direction, as the
graphs that result from this approach are often smaller thanthose generated in other ap-
proaches to higher order dependency pairs. In particular, all the techniques cited above,
when applied to example 1, where we replace the rule app→ λx.λy.x y with the rule
app x y→ x y which does not involve bound variables, generate a dependency graph
with cycles. For example, in Sakai & Kusakari [SK05], using the SN framework the
dependency graph is:

〈 f [] | g[] 〉 〈 f [] | app[g, Node[Leaf, Leaf]]〉 〈g[Leaf] | f [] 〉

〈app[x, y] | x[y]〉}

It is of course possible to prove that there are no infinite chains for this problem (the
criterion is complete), but we have not much progressed fromthe initial formulation!

Using the SC-framework from the same paper, which is based oncomputability (as
is our framework), we obtain the following graph:

〈 f [] | g[z]〉 〈 f [] | app[g, Node[Leaf, Leaf]]〉 〈g[Leaf] | f [] 〉



However it is not possible to prove that there are no infinite chains for this problem,
as there is one! Therefore the criterion presented in this paper allows a finer analysis of
the possible calls.

The termination checking softwareAProVE [GTSK05] succeeds in proving termi-
nation of example 1, by using an analysis involving instancecomputation and symbolic
reduction. As noted previously, it seems that such an analysis may be used to infer the
type annotations required in our framework. At the moment itis unclear how the typ-
ing approach compares to these techniques. More investigation is clearly needed in this
direction.

The framework described here is only the first step towards a satisfactory higher
order dependency pair framework using refinement types. We intuitively consider a
“type level” first order rewrite system, use standard techniques to show that that system
is terminating, and show that this implies termination of the object level system. More
work is required to obtain a satisfactory “dependency pairsby typing” framework: we
need to be able to consider cycles in the dependency graph to be able to have a useful
criterion. We believe that this is possible by combining this work with previous work
on size types, especially work by Blanqui [Bla04]. Our work seems quite orthogonal
to thesize-change principle[LJBa01], which suggests we could apply this principle to
treat the remaining cycles after having computed the dependency graph approximation.

It is clear that the definitions and proofs in the current workextend to other first
order inductive types like lists, Peano natural numbers, etc. We conjecture that this
framework can be extended to more general positive inductive types, like the type of
Brower ordinals [BJO02]. These kinds of inductive types seem to be difficult to treat
with other (non type-based) methods.

For now types have to be explicitly given by the user, and it would be interesting to
investigate inference of annotations. Notice that trivialannotations (return type always
B( )) can very easily be infered automatically. Some work on automatic inference of
type-level annotations has been carried out by Chinet al [CK01] which may provide
inspiration. There may also be connections with work on inferring the type of functional
programs using GADTs [Jon06].

We only consider matching on non-defined symbols, though an extension to a frame-
work with matching on defined symbols seems feasible if we addsome conversion rule
to our typing system.

Finally, it would be more pleasing to have normalization results on open terms and
with strong reduction, but to do so requires a modification ofour semantics, the defini-
tion of>dp in particular would have to be extended to handle open terms.
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