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Abstract. Automatic parallelization is becoming more important asafi@lism
becomes ubiquitous. The first step for achieving automasidéa develop a the-
oretical foundation, for example, the polyhedron modele Blecond step is to
implement the algorithms studied in the theoretical framdwand getting them
to work in a compiler that can be used to parallelize real sode

The polyhedral model is a well-established theoreticahétation for paralleliz-
ing codes with static control. In this paper, we presentnfi@ practical point
of view, the challenges to solve for getting polyhedral cdatipn for GPUs to
work. We choose the Polyhedral Compiler Collection (PoC&)@mpiler infras-
tructure and target CUDA as the target platform; we plan fgpsat OpenCL in
the future.

1 Introduction

In recent years, graphics processing units (GPUs) haveipentty entered the parallel
computing scene because they offer higher computing pdwaar turrent multicore
CPUs and some changes in their design have made them sudaaleneral-purpose
computing (GPGPU computing). The peculiarities of theghéecture have given rise
to the new programming modsingle instruction multiple thread$IMT, a variation
of the well-known SIMD model), new languages (CUDA, OpenGlnd new tools.
Research in automatic parallelization has long promiskyg dutomatic transformation
of sequential input programs to efficient parallel code. 6uneh direction of research is
the well-known polyhedron model. The model is supported bsoad theory and recent
advances address the characteristics of GPUs, espeb@aBiMT programming model
and memory hierarchies.

In this paper, we present the practical aspect of puttingraatic polyhedral com-
pilation for GPGPU computing to work. We discuss the chaksnin the particular
context of the automatically parallelizing compiler cdlthePolyhedral Compiler Col-
lection (PoCC):
http://www-roc.inria.fr/ pouchet/software/pocc

PoCC has been designed as a source-to-source compilerétiepaing static con-
trol parts (SCoPs) for multicore CPUs using OpenMP. We addutes to PoCC for
dealing with GPU memory management and code generationd@4C each module
focusing on its specific task. Both aspects, memory manageanel code generation,



require problems to be solved which do not occur when targe@PUs. In addition, we
have to take care that the transformation that is applietig¢cotiginal code produces
parallelism suitable for GPUs. In CUDA, there are two lew#|parallelism: blocks and
threads. Each block consists of several hundred threati€aimasynchronize among
each other; several blocks (tens to hundreds) executeéndeptly of each other. This
fits with space-time mapping followed by tiling as this geates the right kind of two-
level parallelism: outer sequential loops (time tiles) gadallel loops (space tiles) for
the tiles (supersteps) and inner loops (so-called poimdptor each operation inside a
tile.

In memory management, we have to deal with three levels ofongrbata has to
be transferred between the host memory and the main memtrg &PU and, for effi-
ciency, between the main memory of the GPU and the much festaichpad memories
of the GPU’s (multi)processors. We add statements (wittablé iteration domains) for
memory transfers between host, GPU main memory and scedahpmory. In addi-
tion, we have to compute the size of the memory transfers lp@nand size of elements)
and construct a suitable layout of all the transferred datadake do with one transfer
call between host and GPU for the elements of several arfi@ysxample.

In code generation, the first step is to apply a polyhedrakocgenerator (e.g.,
CLo0G). The loop nest generated by it is directly suitabi@foexecution using OpenMP,
but for GPUs, we have to do further processing. First, we baveodify memory ac-
cesses in the computation statements to fit the chosen meegion and data layout.
Second, dealing with the CUDA language, we extract each G&tJGof the loop
nests (i.e., the point loops) and replace it by an invocasfan(newly synthesized) ker-
nel functionK; G becomes the body d&€. To be precise, the invocation Kfalso does
away with the space tile loops surrounding it as the itenatimf space tile loops become
the blocks of the corresponding kernel invocation. Third, modify the parallel point
loops in each kernel to distribute their iterations amorgttiteads of a block according
to the SIMT model.

In this paper, we detail on the different challenges memiiband how we solve
them to achieve fully automatic parallelization for GPGRunputing using the poly-
hedron model. In Section 2, we introduce the polyhedron rhaaie the tool chain we
use in our implementation. We discuss the specific challetg@ddress when auto-
parallelizing for GPGPU in Section 3. We discuss the mosseliorelated work and
position the originality of our approach in Section 4. Werthaetail on our imple-
mentation in Section 5. Section 6 concludes the paper. Dtectmical problems (cf.
Section 5.3) we cannot present experimental results atinés

2 The Polyhedron Model

The polyhedron model is a powerful model to describe andstoam certain regular

loop nests. Itand has been studied and extended for seeeadds [KMW67,Lam74,Len93].
We briefly introduce the model itself and a tool chain, theyRetral Compiler Collec-

tion, which we extend with modules for GPU-specific code gatien.



2.1 Model

The polyhedron model (without its recent extensions faguar codes and non-linearities)
can describe codes that consist of nestadloops with statements that access arrays.
Both the loop bounds and the subscripts of the arrays have &dfine expressions in

the surrounding loop indices and some structural param@teg., the size of a matrix).
Such a loop nest (or a sequence of them) is called a staticot@atrt (SCoP).
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(c) Domain after space-time mapping and tiling
for (T=0; T<=(2*n-2)/2; T++)
parfor (P=max(1+2*T-n,0)/2; P<=min(2*T+1,n)/2; P++)
for (t=2*T; t<=min(2*T+l,2*n-2); t++)
parfor (p=max(t-n,0); p<=min(t,n); p++) {
int i =2-p+t, | = p+l;
}A[i][i] = (A-10j] + Alilj-1]) * 0.5

(d) Parallel code

Fig. 1. Static control part

The loops surrounding a statemehtlefine its iteration domaibsg, i.e., Sis exe-
cuted for eachi € Ds. For example, the stateme®in the static control part shown in
Figure 1(a) has iteration domads = {(i,])|1 <i,j < n}. A specific execution of a
statemensfor a valuei € Dgiis called an operation @&, written (i, S).

The array accesses in the statements give rise to the depsrsdeetween the oper-
ations of the statements. When two operatifnS) and(j, T) access the same memory
cell, i.e., f(i) = g(]) with array accesse&[f(i)] in SandA[g(j)] in T, and at least
one of the two accesses is a write access, then the relategigon order ofi,S) and
(j,T) may not be changed as this would, in general, change thegroggmantics. In



Figure 1(b), the arrows show the dependences between mpexrafhe dependences
determine which operations can be executed in parallel pahnallel execution order is
given by computing a so-called sched@lefor each statemer8which gives the exe-
cution time®Bs(i) of an operation(i,S) and a placemeris which gives the processor
115(i) on which the operation is executed. Schedule and placemegettter are called
the space-time mapping of the program model.

Since the parallelism given by schedule and placement iallysioo fine-grained
for the parallel target architecture (e.g., the placemestdbes more processors than
are available), the grain of the execution is coarsened sfftece-time mapping by ap-
plying a tiling step, i.e., bigger blocks are formed by grimgptogether operations and
executing them as atomic units. In the model, this is ackiéyechanging the enumer-
ation of a dimension (e.g., the processors) to a two-dino@asienumeration, an outer
dimension (the tile dimension) that enumerates the grongsa inner dimension that
enumerates the iterations inside a given group. The sizbeofiles is determined by
the hardware, e.g., the number of processors availablagTian also be used to adjust
the memory footprint of the tiles, for example, to make ealehuse the cache of a
processor optimally.

The final step in the transformation process is to generaewgable code from the
program model after space-time mapping and tiling. Thest&the-art tool for doing
this is CL0o0oG [Bas04]. An in-depth description of all thepsteof the model (targeted
for distributed memory architectures) can be found in ttegditure [Gri04].

2.2 Polyhedral Compiler Collection

The Polyhedral Compiler Collection (PoCC) links togetheresal tools for the poly-
hedron model to form a source-to-source parallelizing dempt uses Clan to extract
a SCoP from a given source code, Candl to analyze dependétuoes[BHRSO08] to
compute schedule, placement and tiling, and CLooG to geneoale. Recent develop-
ment versions of PoCC include tools for vectorization arfeeobptimizations. PoCC
was designed to be used for multicore CPUs. We contributeureedo PoCC which
enable a source-to-source transformation from a C progsaa@@UDA program where
a designated SCoP is executed on a GPU.

3 GPU-Specific Challenges

Today, graphics processing units (GPUs) are not only usa@faering images but for
general purpose computing, so called general purpose GPGRE) computing. This
change has been driven by two factors. First, some changdles swchitecture of GPUs
make it possible to execute general purpose applicatiorGRlds, not only graphics
computations. Second, the raw computing power of GPUs itlyrexceeds the com-
puting power of multicore CPUs. Although one CPU core and®R& multiprocessor
(see below) have about the same computing power, GPU nmadggsors are simpler
and, hence, more of them can be put on a single processor die.

The graphics heritage of GPUs is reflected in a massivelyllpbeaecution model
due to computing the pixels of an image being a heavily pelredsk. Apart from this



and other differences in the execution model compared tosCRiémory hierarchies
and their management and the structure of the code poseiched that need to be
addressed when targeting graphics processors for paappétations. In the rest of this
section, we present the architecture of NVidia GPUs as ampbafor the architecture
of graphics processors. Targeting OpenCL instead of CUDAl@vbe similar but differ
in the details. We plan to support OpenCL in the future, too.

3.1 Execution Model

A GPU consists of severalultiprocessors (analogous to the cores of a multicore CPU)
that execute independently of each other. Each multipeace®nsists of 8 or, on newer
hardware, 32 thread processors that execute threads. Theomstraint for the execu-
tion is that the thread processors of a multiprocessor hmeadcute the same instruc-
tion for the computations to be parallel. The reason is tiate is only one instruction
decode unit for the whole multiprocessors. Each threadgssar has its own arithmetic
logic unit, i.e., the computations of the threads happeranalel in a SIMD fashion.

When akernel (GPU code) is called, the invocation specifies a two-leveblpa
lelism corresponding to the multiprocessor-thread hamarThe threads are grouped
in so-called blocks. A block is mapped to a multiprocesssis(@on as a multiprocessor
becomes free); hence, the execution of the blocks is indkp#iithere cannot be com-
munication between the blocks). In each block, severahttsgmapped to the thread
processors) execute. Threads in a block can synchronizexam@dnge data during the
execution.

The blocks are addressed in one- or two-dimensional coatelin the threads in
a block in one-, two- or three-dimensional coordinates ddpwy on the application’s
need.

The threads in a block are grouped in so-calletps of 32 threads. According
to the limitations of the multiprocessors, the threads inaapahave to execute the
same instruction for parallel execution to happen; othsewdivergence occurs and the
execution becomes sequential. Different warps can takerdift control paths without
harming performance.

3.2 Memory Management

On CPUs, one has to deal with only one level of memory expliciamely main mem-
ory. Caching is handled by hardware; to profit from cachihg, anly challenge is to
arrange the code such that accesses to main memory happfashian that is suitable
for caching.

On GPUs, hardware-managed caches for main memory are ldeaftan newer
architectures) but it is still necessary to exploit the sztrpad memory of a multipro-
cessor (calledhared memory in CUDA) by explicit addressing. Each multiprocessor
offers 16 or 64 kB of shared memory which is local to the muttgessor and can be ac-
cessed within one clock cycle provided that certain alignineenstraints (that depend
on the hardware generation) are obeyed. Newer hardwareajems lift the alignment
restrictions.

In total, there are three levels in the memory hierarchy:



— host memory, i.e., the main memory of the CPU,

— device memory, i.e., the main memory of the GPU accessiblalloyultiproces-
sors,

— shared memory, i.e., the scratchpad memory of a multipsoces

To be able to execute code at all, we have to copy input data frost memory to
device memory and output data from device memory to host mgmio achieve high
performance, data values that are accessed multiple tiavestb be put in the scratch-
pad, i.e., at suitable points, data has to be copied to $grattmemory before the data
is used and, later, when the data is not used/updated any itnloas to be copied back
to device memory.

Organizing the memory transfers places two problems.,Firsthave to determine
which elements to copy. Second, we have to select a lineHiageut for the transferred
data. In case of a copy from host to device memory, we can apy @ contiguous
memory region (through DMA) and for a copy between devicesmmdtchpad memory,
we do not want to waste memory in the scratchpad becauselwhitsd size. For the
scratchpad management, there is a third challenge, naneetiomot need (and want)
to copy all the elements each time because some elemen&uaasirand should remain
in the scratchpad longer than others.

The elements to transfer are found by computing the setsaofesits that are actu-
ally used and the linearization is performed by assigningigaous one-dimensional
indices to the elements. The theoretical basis for dealiitig these problems can be
found in our own previous work [Gro09]. In Section 5.1, wescigbe the practical side
of these techniques.

3.3 Code Generation

The CUDA programming language is based on C++. On the one bded extensions
are made, for example, to declare whether a variable (on Big)& in device mem-
ory or in shared memory, or a special syntax for invoking GRdecfrom host code
specifying the number of blocks and threads.

On the other hand, kernel code is rather restricted. For plagiih cannot use recur-
sion (because there is no run-time stack) or dynamic menitoyation. Fortunately,
the transformed code obtained for SCoPs does not need #aseds. In Section 5.2,
we present the modifications we have made to the polyheddal generation for mul-
ticores to generate CUDA code.

4 Related Work and Position Statement

Revisiting the affine transformation construction and tleerfstics of Bondhugula’'s
Pluto framework [BHRS08], Baskaran et al. developed thegint/hedral compiler op-
timizations for GPU targets [BBK08a,BBK"08b]. These optimizations include locality-
and access-pattern enhancing transformations for the €&gtabal memory and shared
memory, as well as code generation to manage the on-chipdshamory. Baskaran’s
C-to-CUDA is the first end-to-end, automatic source-torseypolyhedral compiler for



GPU targets, implementing and evaluating the above optitioizs as well as several
code generation enhancements [BRS10].

Our work is independent from from C-to-CUDA, although it gfmmany tools and
algorithms with it. Our motivations are also slightly diféat, leading to the investiga-
tion of complementary optimization and code generatiorblgms, and stressing the
practical post-processing aspects of the problem.

Indeed, our first motivation was a very practical one: buifgh GPU code generator
that would complement an arbitrary source-to-source ¢baln for polyhedral compi-
lation (PoCC in this case). Unlike C-to-CUDA, this choiceju&es a careful modu-
larization and standardization of the input parameterkyhgalral sets and relations to
drive the code generation. This choice also required ddtmihe code generation al-
gorithm (CLooG) from post-processing stages dedicateddDA syntax generation,
including the generation of the memory copying and other @Ubrary calls, the dec-
laration of the kernel’s signature, and the declarationew¥ {local) arrays and memory
management instructions. GPU-specific optimizations Beimpacted by this design,
and recast as independent passes working on the PoCC idiatenformat. For exam-
ple, the localization pass is a key component of our apprdachan evolution of an
algorithm we proposed before [Gro09]. Another advantdgaie design is the ability
to plug unmodified optimization heuristics, such as Poush&TSeE [PBCCO08] iter-
ative search engine, as a complement to GPU-specific titidgparallelization passes.
Eventually, we are not willing to restrict ourselves to istabntrol loop nests, but plan
to extend our optimizations and code generator to arbi{istryctured) intraprocedural
control flow. This is made possible by our recent advancesiyhgdral code genera-
tion and abstraction for dynamic data-dependent condiiBRCB10].

5 Implementation

Our implementation is in a work-in-progress state as weliiast to solve several tech-
nical problems to get a working source-to-source compilee algorithms dealing with
GPU-specific challenges are still being improved but theyiaa state that allows us
to present our work at this stage and give an impression ofewue are heading.

Parsing the input source code and computing the dependsnegemodified. For
the space-time mapping and tiling steps of the transfoongirocess, we use an un-
modified version of Pluto for now because it turned out thatd® parallelization and
optimization which are targeted at multicore CPUs are goumligh for constructing a
parallel program for a GPU. To fully exploit the potential®PUs, we plan to imple-
ment parallelizing transformations that are tailored t® preculiarities of GPUs later.
After the tiling phase, we insert our two modulesP@ OCALIZER and GJDAGEN-
ERATOR. The GPuLOCALIZER module adds statements for the host to device memory
transfers and statements for the device to shared memasféra and reorganization.
The QUDAGENERATORMOodule first calls CLooG to generate code for the transformed
program model (including the statements added bylGocALIZER) and applies some
post-processing to obtain CUDA code.

After space-time mapping and tiling, the principal struetaf the transformed pro-
gram is as shown in Figure 2.



for (T=...) // global tinme steps (time tiles)
parfor (P=p/(T) to pu(T)) // global processor, i.e., space tinme
for (t=...) // local time (time inside a tile)
parfor (p=...) // local processor (thread)
conputation statenents

Fig. 2. Principal program structure after space-time mapping #ind t

5.1 GPULOCALIZER

Both the data transfer between host and device memory anchdn@gement of the
scratchpad (shared memory) is done byUGOCALIZER. The reason for combining
both tasks in one module is that the computations requiredetually quite similar.

The theoretical basis for our computations can be found iroaun previous work
[Gr609]. We did not implement our procedure completelyhat time as we had to use
a library which turned out to compute incorrectly with Z-plokdra and the deficiencies
of the library could not be repaired easily. Therefore, aevjpus implementation could
only deal for codes without tiling, for example.

Meanwhile, the integer set libratyISL) has become available. This enables us
to perform exact computations for integer sets defined bgeafin)equalities (includ-
ing Z-polyhedra). We can now implement a sound and completeagement for the
scratchpad and for the data transfer between host and démitke following, we
present our technique for a single array, but the extensiomuitiple arrays is straight-
forward.

For the data transfer between host and device, we computseti@ (T) of all
indices of elements of arrayneeded in global time step, i.e.,x € Ca(T) means that
there is a tile with global time coordinale that accesseA[x]. By Ehrhart theory (as
implemented in the Barvinok librafy, we can compute an expressioa(x,T) € Z
such that for a giveit

— the functionx — oa(x, T) is injective onCa(T),
— 0<0a(X,T) < |Ca(T)| forall x e CA(T).

In other wordsoa maps the elements @i (T) to a contiguous interval starting at 0.
Therefore,oa can be used to assign positions in the transfer buffer betwest and
device memory to the elementsAtised at time step. In the kernel, i.e., the code that
runs on the GPU, each array accé$(i)] is replaced byAjoa(f (i), T)] and the kernel
will operate on the right data values from the transfer buffe

To improve performance, we have to keep relevant data vatusisared memory,
i.e., we actually want to replack(f(i)] by La[pa(f(i),t)] whereLa refers to shared
memory reserved for elements of original armgndpa is the mapping function be-
tween the original index (i) and the position in shared memory for arrypa can
be computed in the same way @g from the corresponding s&ta(t),> except thapa

3 http://freshmeat.net/projects/isl, visited 2010-06-07

4 http://freshmeat.net/projects/barvinok, visited 2@B307.

5 Actually, Da depends not only onbut also onT andP; for the ease of notation, we only write
the dependence dn



does not assign linearized locations for a global time dieg get of all parallel tiles)
but for one local time step, i.e., one iteration of the loopt avithin a tile. Unlike the
data transfer between host and device, we do not copy ineatldlta to shared memory
at the beginning of each time step and copy back all the dadkee&nd of the time step
because reuse between time steps is likely and, in contrést transfers between host
and device, we can move elements to new positions in sharetbrgeindividually.
This enables us to move elements that are used in time sgapdt + 1 with indices
given byx € Da(t) NDa(t + 1) from pa(x,t) to pa(X,t + 1) and we need only copy in
elements described lya(t) — Da(t — 1) and copy ouDa(t) — Da(t+1).

The complication that occurs with moving elements insidereti memory is that
we have to be careful not to overwrite elements prematurelyjt has to be performed
as a parallel assignment. Using two copies of shared memarggy from one to the
other is a possible solution requiring twice the amount @frei memory, of course.
Depending on the properties pf, in-place movement is possible is some situations
(see [Gro09]). The principal code aftePGL OCALIZER is shown in Figure 3.

for (T=...) {
for (xeCa(T)) buffer[oa(x,T)] = AIX;
copy-to_devi ce(buffer);
parfor (P=R(T) to Py(T)) {
for (t=...) {
parfor (xeDa(t)—Da(t—1)) La[pa(x.t)] = buffer[oa(x,T)];
parfor (p=p(T,Rt); p < pu(T,Pt); pt+)
corrput ation statements Wi th Lalpa(f(i),t)] i nstead of A[f(i)]
parfor (xe€Da(t)—Da(t+1)) buffer[oa(X,T)] = La[pa(X,t)];
parfor (xe Da(t)NDa(t+1))
Lalpa(x,t+1)] = La[pa(x,t)]; // parallel assignnent
}

}

copy_fromdevi ce(buffer);
for (xeCa(T)) ALX = buffer[oa(x,T)];
}

Fig. 3. Principal code after BULOCALIZER

The drawback of the method we use is that the expressionsitethforos and
pa can be rather big compared to the original expressions oathay subscripts and
can contain case distinctions on the loop iterators in ggn€he case distinctions can
be eliminated by splitting the iteration domains of theestaénts according to the con-
ditions; this increases the number of statements and pute goessure on the code
generator (CLooG) and can lead to code explosion. We areimgpdn techniques that
compute mappingsa and pa that do away with mapping to a contiguous interval,
i.e., by allowing to waste some space in the transfer buffeiccatchpad memory, the
mapping gets simpler.



5.2 CUDAGENERATOR

The main challenge for @MAGENERATOR s to output a correct CUDA program. In
the model (and for code generators like CL00G), the loopssangly nested inside
each other as shown in Figures 2 and 3. But in CUDA, the keroe¢ has to be in a
separate function and a special syntax has to be used fddinyykernels. In addition,
thepar f or loops of the model have to be mapped to the blocks (in caseedddp on
P) and threads (for the loop gp). The principal code (for readability without the code
for managing shared memory) is shown in Figure 4. The geioeraf CUDA code
happens in 4 steps:

(1) Kernels are extracted from the abstract syntax treevetell by CLooG and re-
placed by kernel invocation statements specifying the rarmafblocks and threads.
The number of blocks is derived from the number of tiles ingheallel dimension
(i.e., the number of iterations of the loop B

(2) The computation statements in each kernel are modifiad¢ess shared memory
(or device memory if shared memory is not used) by replaciigiral array identi-
fiers (e.g.AbyLa) and modifying the subscript functions to yser o, respectively
(e.g., changd[f (i)] to Lalps(f (i).1))).

(3) The code for each kernel is printed in a separate CUDA fittaheader file con-
taining the prototype of the kernel function is createdhiakernel code, the values
of the tile iterators are reconstructddis passed to the kernel as a parameter”and
is computed from the block number. Parallel loopar f or ) are made parallel by
distributing the iterations among the threads, i.e., theati number is added to the
lower bound of the loop and the loop stride is set to the nurobtiireads.

(4) The function containing the original SCoP is augmentét aeclarations for the
variables, initialization of CUDA, allocation of transfbuffers and, of course, the
host part of the generated parallel code (i.e., the loop afata transfer and kernel
calls).

Note that the iterations of the loop dhbecome the blocks of the kernel invocation
and the iterations of the loop gmare distributed among the threads of a block. The
required amount of shared memory and the required size dfdhefer buffer can be
computed using Ehrhart theory by counting the number of efgsinDa(t) andCa(T),
respectively. Each block is started with 512 threads (theimmam on older hardware)
as, at the moment, we do not compute the maximal number oidsramong all the
blocks of a kernel invocation.

5.3 Technical Difficulties

Unfortunately, several technicalities prevent us fromsprging benchmark results in
this paper. We are aware of the fact that describing an aataliplizing source-to-
source compiler without showing benchmarks is quite untwing and we are rather
dissatisfied that we cannot provide any hard numbers.

The main reason for the current problems is that the toolhc{RoCC) is in a state
of flux, and its interfaces, data structures and librariescanstantly evolving. Some of
the recent changes are necessary for our modules to worctigritherefore, using an



_global __ void kernel O(float *buffer, int T, int n) {
int P=R(T) + blockl dx. x;
for (t=...) {

for (p=threadldx.x+p (T,Pt); p<pu(T,Pt); p += bl ockD m x)
conputation statements wi th La[pa(f(i),t)] i nstead of A[f(i)]

}

for (T=...) {
for (XeCa(T)) buffer[oa(X,T)] = AX;
copy-_t o_devi ce(buffer);
di mB bl ocks(Py(T)-R(T)+1,1), threads(512,1,1);
unsi gned sharedSi ze = maxSharedSi ze A(T) + ...;
ker nel 0<<<bl ocks, t hreads, shar edSi ze>>>(buffer, T, n);
copy_fromdevi ce(buffer);
for (xeCa(T)) Al = buffer[oa(xT)];
}

Fig. 4. Principal code after GbAGENERATOR(shared memory management not shown)

older, more stable version of PoCC was not an option. Thegdmim the interfaces and
data structures required to rewrite some parts of our medigieeral times. Changing to
new libraries (e.g., ISL) exposed several bugs in all pdrtisedtool chain which stalled
development of our modules further.

We hope to overcome the current technical difficulties indbming weeks and to
be able to run a few benchmarks when this paper is present€®@t2010. A few
benchmarks performed with a prototype implementation ebiGocALIZER (which
did not support tiling and suffered from relying on an in@atrlibrary) can be found in
our previous work [Gro09].

6 Conclusions

With our extensions to the Polyhedral Compiler CollectiBoCC), we have shown that
we can build a working source-to-source compiler which $aksequential C program
as input and produces a CUDA program that can exploit thellpigan of a modern
GPU to execute certain loop nests (static control partspialtel. Building upon the
well-established polyhedron model, the transformatiomfa sequential input program
to a parallel output program is automatic. Our contributiane modules for the tool
chain that deal with the data transfer (copy input data frbenttost to the GPU, copy
output data from the GPU to the host), scratchpad manageandriost-processing of
the loop code generated by a polyhedral code generator (GLtwbe valid CUDA
code. Our modules are still in development as, e.g., diffecedes exhibit different
characteristics w.r.t. their use of the scratchpad; heseeeral optimizations for com-
mon cases have to be implemented to get a fast executionditicen] the parallelizing



transformation computed by Pluto (which has been desigoedfilticore CPUSs) is
good enough for our examples, but we are working on modi6ioatthat take the pe-
culiarities of GPUs into account to a greater extent (fomegke, the restrictions on the
control flow on GPUS).
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