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Abstract: We propose a new method for learning to segment objects in images. This method is based on a latent variables model used for representing images and objects, inspired by the LDA model. Like the LDA model, our model is capable of automatically discovering which visual information comes from which object. We extend LDA by considering that images are made of multiple overlapping regions, treated as distinct documents, giving more chance to small objects to be discovered. This model is extremely well suited for assigning image patches to objects (even if they are small), and therefore for segmenting objects. We apply this method on objects belonging to categories with high intra-class variations and strong viewpoint changes.

1 Introduction

The problem of image segmentation and labeling image region is one of the key problems of computer vision. It consists in separating or grouping image pixels into consistent parts, brought to be elements that humans consider as individual objects or distinct object parts. This problem received a huge amount of attention in the past, and was originally addressed as an unsupervised problem. Many different methods have been developed, using various image properties such as color, texture, edges, motion, etc. (Haralick and Shapiro, 1985). It eventually turned out that image segmentation and image understanding were two closely related problems which cannot be solved independently. After being abandoned for a while, image segmentation came back into favor recently, taking advantage of recent advances of machine learning.

The goal addressed here is the segmentation of objects belonging to a given category (the so-called figure-ground segmentation problem) assuming the category is defined by a set of training images. This is illustrated in Figure 1 for the “bicycle” category which is a very challenging category. The overall objective is to classify image pixels as being figure or ground. Objects can appear in any size and any position in the image. They can occur with widely varying appearances.

Figure 1: We show an image of the “bike” category, with its corresponding hand-made segmentation masks. Our goal is to design algorithms able to compute automatically this segmentation.

In such conditions, object segmentation is strongly linked to object detection and recognition. Indeed, segmenting objects requires learning object models from training images, as well as to search for occurrences of these models in images.

For this paper we will focus on difficult real-condition images where the objects can present extreme appearance variations (see Figure 1).

1.1 Previous Work

The method proposed in this paper is inspired by several related recent works, summarized below.

Leibe and Schiele (Leibe and Schiele, 2003) were among the first authors proposing to learn how to segment objects. Their method generates object hypothe-
ses, without prior segmentation, that can be exploited
to obtain a category-specific figure-ground segmenta-
tion. Training images are used to build a visual vocab-
ulary of interest points, containing information about
their relative positions as well as their corresponding
segmentation masks.

Borenstein et al. (Borenstein et al., 2004) use the
same idea of selecting informative patches from train-
ing images and then use their segmentation masks
on new unseen images. They combine bottom-up and
top-down approaches into a single process. The
top-down approach uses object representation learned
from examples to detect an object in a new image and
provides an approximation to its segmentation. The
bottom-up approach uses image-based criteria to de-
define coherent groups of pixels that are likely to belong
to the same part. The resulting combination benefits
from both approaches.

Several approaches propose to use Conditional
Random Field (CRF) for part-based detection (Quat-
toni et al., 2004) or segmentation (Kumar and Hebert,
2006). The previous authors extend the notion of
CRFs to Discriminative Random Fields (DRFs) by
exploiting probabilistic discriminative models instead
of the generative models generally used with CRF.

Kumar et al. (Kumar et al., 2005) propose another
methodology for combining top-down and bottom-up
cues with CRFs. They combine CRFs and pictorial
structures (PS). The PS provides good priors to CRFs
for specific shapes and provides much better results.

None of the previous approaches is able to cope
with occlusion. Win and Shotton (Winn and Shotton,
2006) were the first to address specifically this prob-
lem using an enhanced CRF. Their approach allows
the relative layout (above/below/left/right) of parts to
be modeled, as well as the propagation of long-range
spatial constraints.

1.2 Description of our approach

Our approach shares many common features with the
previously mentioned approaches. First, it combines
bottom-up and top-down strategies.

The bottom-up process consists in sampling, and
normalizing in size, dense image patches (small
square image sub-windows), as in (Kumar and Hebert,
2006; Winn and Shotton, 2006), represented
for subsequent processing by SIFT descriptors (Lowe,
2004). These descriptors are then vector quantized
into a discrete set of labels so called visual words.
Each patch is described by the word of the nearest
centroid. This process is illustrated Figure 2. From
this stage, images are seen as sets of visual words oc-
currences. As the process assigns figure/ground la-

Figure 2: The visual vocabulary is obtained by vector quan-
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eled as sets of overlapping documents, each document be-
ing a set of patches.
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a framework can handle large variations in appearance and shape. However, objects have to cover large parts of images so they constitute dominant image topics. This is not the case when objects are small as in Figure 1. Furthermore, as no global geometric constraints are used, the proposed models are not well suited for the detection or segmentation tasks.

The main contribution of this paper is to propose a new graphical model for representing images and objects, addressing the two limitations previously raised. Our model, illustrated Figures 2 and 3, consists in describing images by a set of overlapping multi-scaled local documents. In this case, even small objects constitute the main topics of at least few documents and therefore can be discovered. Each image patch (visual word) belongs to several overlapping documents. The process of assigning labels (figure/ground labels) to patches is done at the document level, which is a semi-global level. However as documents are overlapping and share image patches, semi-local decisions are propagated all over the image, as MRFs do.

A training stage with some object examples is used to compute the priors which are then utilized in the model estimation of unseen images. Consequently, our model is semi-supervised.

The organization of the paper is as follows: in section 2 the proposed model and its estimation are described. The last section presents some experiments carried out on challenging natural scene images.

2 Multi-document model

2.1 Description

Images are considered as unordered sets of patches (rectangular small sub-images). Each patch is represented by a visual word together with its position in the image (see Figure 2). Our approach is generative: visual words are supposed to come from underlying factors denoted topics which describe latent aspects of images, as with the LDA model (Blei et al., 2002). In practice, we will use only two topics, one for representing background, the other for the object.

An image is described by a multitude of different documents \( d \in D \) corresponding to overlapping regions of this image (see Figure 2). Positions and scales of documents are chosen to cover the image uniformly. Each document has its own distribution over the topics, denoted \( \theta_d \). In contrast, within all documents, the probability for topics to generate visual words is the same. Topic distribution over words, denoted \( \phi \), is sampled from a Dirichlet distribution of hyper-parameter \( \beta \). The model is illustrated Figure 3.

Modeling an image \( I \) assumes that it is built according to the following generative process:

1. First, the distribution \( \theta_d \sim \text{Dir}(\alpha) \) is sampled for each document \( d \), where \( \text{Dir}(\alpha) \) is a Dirichlet distribution of hyper-parameter \( \alpha \), providing distributions over the latent topic factors,

2. For each observation \( i.e., \) a patch associated to a visual word \( w \) and a location \( x \):
   (a) Equi-probably choose a document \( d \) from the set of documents containing \( x \).
   \( P(d|x) = O \) if \( x \not\in d \) and \( P(d|x) = \frac{1}{N} \) if \( x \in d \), where \( N \) is the total number of documents containing \( x \).
   (b) Draw a topic \( z \) from the multinomial distribution of parameter \( \theta_d \): \( z \sim \text{Mult}(\theta_d) \)
   (c) Finally draw a word \( w \) conditional on \( z \) from the multinomial distribution \( \phi \): \( w \sim \text{Mult}(\phi) \).

The joint probability \( P(w,d,z,x) \) is assumed to have the form of the graphical model shown in Figure 3. Marginalizing over topics \( z \) and document \( d \) determines the conditional probability \( P(w|x,\alpha,\beta,I) \):

\[
P(w|x,\alpha,\beta,I) = \sum_{d:D} \int_{\theta} \sum_{z:Z} P(w,z,\phi)P(z|d, \theta)P(d|x)d\theta
\]

where \( w \) stands for the visual word, \( x \) its position, \( Z \) the set of latent topics, \( D \) the set of documents, \( I \) the image and \( \theta \) and \( \phi \) are the previously mentioned multinomial distributions.

2.2 Model estimation

In the previously described model, the patch position \( x \) and its corresponding visual word \( w \) can be directly observed. Hyper-parameters \( \alpha \) and \( \beta \) have fixed values that will be described later in this section. Estimating the model consists in computing the multino-
of a document, as well as some raw textual content that was previously extracted for it. Just return the plain text representation of this document as if you were reading it naturally.

We observe the set of patches $N$, collected in images. We want to compute $\theta$ and $\phi$ maximizing $P((x_1, w_1), \ldots, (x_N, w_N) | \theta, \phi, \alpha, \beta)$.

Since the integral of the observation generation probability (equation 1) makes the direct optimization of the likelihood intractable, we estimate variables of interest by an approximate iterative technique called Gibbs sampling.

During this process we estimate topic affections (hidden variables of the model) jointly with $\theta$ and $\phi$. $\theta$ and $\phi$ are never explicitly estimated, but instead the posterior distribution over the assignments of words to topics $P(z|w)$ is considered. This process has been proposed by (Griffiths and Steyvers, 2004) for the LDA model. Gibbs sampling works as follows: documents are initialized with equiprobable distribution over topics, then we iterate to estimate the posterior distribution $P(z|w)$.

In practice, the model includes only two topics, one for describing foreground patches, the other for background patches. However in a totally unsupervised framework, as we presented so far, foreground objects might not be automatically chosen as a topic of the model. The multi-documents model might capture other more frequent aspects of the image.

This is the reason why some extra supervision is added during the learning stage. A set of training images with possibly different levels of supervision is used to estimate foreground topic distribution over words. This is done with a standard LDA model (Blei et al., 2002) which is able to capture efficient topic distributions even with small supervision. This learned distribution is then used as a prior on the $\phi$ distribution for the test images.

It should be noted that for making the estimation possible we only process one test image at a time. We typically have thousands of documents per image. Processing all these images simultaneously would be infeasible. As a consequence, documents of different images become independent.

The hyper-parameters $\alpha$ and $\beta$ play an important role as they allow to control topics and visual words distribution. For $\alpha$, a small scalar value has been taken as in (Griffiths and Steyvers, 2004) in order to produce sparse and therefore specialized topics distribution. For $\beta$ the knowledge acquired during the training stage has been used. We used values proportional to the number of patches affected to topics and words. This prior has large values as the knowledge acquired by LDA model is strong, but during the estimation the $\phi$ distribution can still be adapted to a particular test image.

2.3 From patches to segmentation

At the end of the estimation process, all patches have a probability of being generated by one of the foreground/background topics. These patches correspond to the squared sub-window’s pixels used to build visual words. To compute the probability for a pixel $p$ belonging to an object class (corresponding to topic $z$), we accumulate the knowledge on patches $P$ containing the pixel. This is modeled by a mixture model, where weights (probability of a pixel to have been generated by a patch $P(p|P)$) are functions of the distance between the pixel and the center of the patch. We have $P(class(p) = z) \propto \sum_{p \in P} P(t = z | P(p|P))$ where $t$ stands for the topic of patch $P$.

This can be seen as a summary of all labels provided for the same pixel. In regions where neighboring patches disagree, the confidence will be low; in contrast if neighboring patches agree, the probability for the pixel to belong to the object becomes higher.

3 Experiments

We tried to evaluate the soundness of our method by comparing segmentation it produces with hand ground truth segmentation. We chose to use the bike class of the Graz-02 dataset because of its high complexity. It contains images with high intra-class variability on highly cluttered backgrounds. The ground truth is available for 300 images. It is given in terms of pixel segmentation masks (one example is shown Figure 1). These masks will be used to evaluate the quality of our segmentation.

Methodology We have shown in section 2.3 that our algorithm computes the probability for each image’s pixel to belong to an object of a given category. On the other hand, we know ground truth pixels labels, given by the provided segmentation masks. It is therefore natural to evaluate the performance by computing a ROC curve for each image. The ROC curve represent the true positive rate (TP) against the false positive rate (FP), i.e., the rate of correct classification for the category of interest against the rate of object pixels misclassified. The true positive rate at equal error rate (EER) is the true positive rate at the curve point where $TP = 1 - FP$.

1available at http://www.emt.tugraz.at/pinz/data/GRAZ_02/
Experimental settings

Patches are chosen at different scales according to a dense grid. This sampling is dense enough for all pixels to belong to several patches. These patches are then described by the SIFT descriptor (Lowe, 2004) and quantized by k-means to build the visual vocabulary of size 5000. Each image includes about 1000 overlapping documents (squared shaped regions of the image), at different positions and scales. The images were split between training and testing according to the dataset specifications.

Comparison with baseline methods

First, we would like to see how using multiple overlapping documents per image is better than a more trivial model. For comparison purposes we therefore developed 2 baseline methods.

(a) A patch based method: On training images the segmentation masks are used to fix the topic assignment and then estimate the probability for each topic to generate a particular word. We use $P(t|w) = \frac{P(w|t)P(t)}{P(w)}$ to compute the probability for an observed word to belong to the foreground. Pixel level topic estimation is done in the same way as described in subsection 2.3.

(b) Single document method: The whole image constitute the only document in our model (as usually done in traditional LDA). Except for the mixture of documents, the rest of the method is the same.

The comparison is performed in a highly supervised framework: for all training images each patch label is known from the ground-truth (segmentation masks). In Figure 4, for different images the ROC curves are shown for the 3 methods together with the probability maps for the proposed methods and for one of the 2 baseline methods: the one with one document. The other baseline map is similar or slightly worse. These results typically illustrate the gain obtained using multiple overlapping documents in the image.

Influence of the supervision

It is interesting to understand how much supervision is necessary to obtain good segmentation. Influence of supervision on segmentation accuracy is evaluated in the next series of experiments. Different kinds and levels of supervision were used: (a) segmentation masks which allow to give precisely which image patches belongs to objects, (b) bounding boxes alone, i.e. rectangle re-
regions of the image containing objects, (c) image labels (we only know the object is somewhere in the image, without knowing where), combined in 4 different settings, according to Table 1. The question is to know how much the quality of the results depends on supervision.

For each of these supervision settings we produce probability maps for the tests images. Each probability map is used to compute a ROC curve and associated to EER. The EER average on all test images is displayed in the last column of Table 1 for the different settings.

We observed that the more supervision the more accurate the segmentation is, as expected. However, Table 1 shows that only a few masks are enough to ensure a stable estimation of image topics and satisfying segmentation. Even bounding boxes alone give reasonable results, even if the loss of accuracy is noticeable. As an illustration, Figure 6 shows the masks for the different settings described in Table 1.

**Binary Masks** At last, we show in Figure 7 binary segmentation masks obtained by thresholding probability maps. We can see the accuracy of the method, considering that no strong cues (color, texture, shape, etc.) are here to give evidence for pixels to belong to objects of interest.

### 4 Conclusions and future works

We have proposed a new method for learning to segment objects in images. Inspired by the LDA model, our model considers that images are made of multiple overlapping regions, treated as distinct documents. It increases the chance for small objects to be discovered as being the main topic of at least one image sub-region. Used in a semi-supervised framework, it can achieve a remarkably high precision with difficult images even with relaxing supervision constraints.

However, further improvements could possibly make the performances even better. One of these improvements would be to embed local shape information within the model, making the detection of object boundaries more accurate.
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