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In this report we describe the models with which we experimented to predict
rodent behavior from video recordings. Automatic recognition of rodent behavior
from video is a desirable tool in behavioral studies since it can significantly reduce
the required human effort and simultaneously reduce the dependence of results on
particular human observers. In our research we considered several variants of Hid-
den Markov Models and compared results against a simple logistic discriminant
classifier that ignores the correlation of behaviors between successive frames. For
a selection of four behaviors a correct classification rate around 75% is obtained.
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Section 1 Introduction 1

1 Introduction

In this report we describe our research on behavior annotation of video recordings of rodents.
This research is performed in cooperation with Noldus Information Technology, in an extension
of the STW project AIF4997 ”Tools for non-linear data analysis”.

The goal is to automatically annotate a video sequence of a rodent in an arena with the
behaviors exhibited by the animal throughout the video. Automatic annotation is desirable for at
least two reasons. First, it will greatly reduce the cost of annotation, since manual annotation is
a time consuming task currently performed by human experts. Second, an automatic annotation
will not suffer from inter-observer variability experienced with human observers (different human
annotators inevitably differ in their annotation). In this research we consider a ”learning”
approach to obtain a automatic annotations. The idea is to use ”examples”, video segments
in which the different behaviors are exhibited, to learn to discriminate between the different
behaviors in other video segments. The learning approach can be formalized as a parameter
estimation problem in probabilistic models, as detailed below.

The rest of this document is organized as follows. In Section 2 we describe the data that
was made available by Noldus IT and used to test different methods for automatic annotation.
In Section 3 we describe the different annotation methods that were tested. Then, in Section 4
we describe the experimental results obtained using these methods. We end with a conclusion
in Section 5.

2 Description of available data

The video sequences are recorded from the top of the animal’s arena. A foreground/background
segmentation of the video frames is made, which yields a binary image for every video frame
where every white pixel is part of the animal. The silhouette of the animal obtained in this
manner forms the basis for automatic annotation. The recordings together with the segmentation
were made available by Noldus IT. Besides the binary segmentation result, for each video several
features were computed and made available by Noldus IT. In Tab. 1 we list the features which
are used for behavioral annotation. In addition, features computed from the silhouette are used,
these are discussed below.

2.1 Data set and behaviors

The performance tests of the annotation methods were conducted on the PT ASAPO data set.
This video is recorded at 25 frames per second and has a duration of approximately 75 minutes
(112494 frames). The video has been annotated using 15 different terms, listed in Tab. 2. In
the same table, for each term the number of frames that are annotated by this term is also
given, as well as its index number(s) in a list of terms automatically derived from the original
annotation. After the apomorphine injection (at about 15m30s) the animal quickly exhibits
”rear wall/grawing wall” behavior, which it remains exhibiting for about 50 minutes. Since
in this time span there is relatively little variation in the behavior we did not use these video
frames. Thus, about 25 minutes of the video remains which contains recordings of alternating
behaviors, which is of interest for learning behavior models for automatic annotation.

In order to have enough data to learn behavior models and to assess the annotation result
using the models, we selected the behaviors for which at least 4 minutes of video (= 4×60×25 =
6000 video frames) were available to perform the experiments described later in this document.
These behaviors are ”Rear wall / sniffing wall”, ”Sit”, ”Sniffing floor”, ”Sniffing wall”, and
”Walk”. The two behaviors ”Sniffing floor” and ”Sniffing wall” were treated as one, since the
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Feature index

Center of gravity x 3
Center of gravity y 4
Nose point x 9
Nose point y 10
Tail point x 11
Tail point y 12
Angle of main axis 14

Table 1: Features used for behavior annotation.

position of the arena wall was not known. Note that there might be some true semantic overlap
between the behaviors ”Rear wall / sniffing wall” and ”Sniffing wall”.

In the experiments we divided the frames from each of these 4 behaviors in two disjoint
sets: a training set and a test set. The training set was used to estimate the parameters of the
behavior models. The test set was used to determine the quality of behavior annotation using
the behavior models. This is a standard procedure in experimental machine learning research.
It is important since estimating and evaluating the models from the same data can lead to overly
optimistic evaluation, see also Section 4.

2.2 Shape features

In addition to the features listed in Tab. 1, we derived a set of features from the shape of the
silhouette. In each frame we measured in 180 directions the distance from the center of the
silhouette (as given by the center-of-gravity feature listed in Tab. 1) to the edge of the silhouette
in that direction. In this way a periodic signal s(θ) is obtained, the distance s as a function of
the angle θ. This signal can be described using a Fourier series:

s(θ) = c +
K∑

k=1

ak cos(kθ) + bk sin(kθ). (1)

The Fourier coefficients c, {ak, bk}K
k=1 characterize the distance signal s.

Note that if the silhouette is rotated in the image, then the phase of the signal changes
but otherwise it remains the same. Thus, the coefficients are not invariant for rotation of the
silhouette. However, a rotation invariant description is desirable since it should not matter in
which direction the animal is performing a certain behavior (e.g. walking), it should be recognized
similarly in all directions. Two approaches can be taken to obtain a rotation invariant set of
features.

1. We can use a different set of features, namely c, {dk}K
k=1 where dk = a2

k + b2
k. Note that in

this manner the phase information is lost for every frequency, therefore also the relative
phase difference between the frequencies is lost.

2. We can estimate the orientation of the animal and use this estimate to correct the Fourier
coefficients for the orientation (=phase). In this manner the relative phase differences
between the frequencies are preserved.

To estimate the orientation of the animal we used the angle of the main axis of the silhouette
and the nose point. The main axis does not specify an orientation, since it is just a line through
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Term frames index

Body shakes 25 2
Chewing wood chip 2025 3
Grooming snout 375 4,6
Grooming flank 175 5
Injection with Apomorphine 1.5 mg/kg s.c. 1250 7
Rear 725 1,8
Rear wall 1725 9
Rear wall/gnawing wall 73950 10
Rear wall/sniffing wall 7800 11
Sit 8850 12
Sniffing 150 13
Sniffing corner 50 14
Sniffing floor 3825 15
Sniffing wall 4300 16
Walk 7275 18

Table 2: Annotation terms and number of frames per term.

the center-of-gravity. We used the nose point to select one of the two possible directions: we
project the nose point on the main axis and then chose the direction of the axis that contains
the projection.

Note that although the second method preserves the most shape information, it is dependent
on the main axis. If an elliptic approximation of the silhouette is near circular, then the main
axis is sensitive to small changes in the foreground/background segmentation. In this way very
similar shapes can yield a quite different set of features, since the phase estimate could be poor.
By considering the differences in the orientation estimate between successive frames we get an
impression of how often this happens. In 0.07% of the cases (82 out of 112493 frames) we found
the difference to be larger than 90◦, and in 0.10% of the cases (117 out of 112493 frames) the
difference was larger than 45◦.

We also explored a method to estimate the orientation based on a non-linear Kalman filter.
Although this method gave slightly more accurate orientation estimates, its computational cost
led us to use the more simple orientation estimates based on the main axis.

3 Behavior models for automatic annotation

Given the features of all video frames, the annotation task boils down to segmenting a time-
series. To map the time-series to an annotation we used several probabilistic models. Let us
denote the observed features of frame t by ot and the behavior of frame t by bt. For a sequence
of observations from time t1 to time t2 we write ot1:t2 , and similarly for a sequence of behaviors.

In general, predictive classification models (e.g. for automatic annotation) can be divided in:

1. Generative models are models of the joint distribution over behavior and observation
sequences: p(o1:T , b1:T ). From the joint distribution, a conditional distribution on behavior
sequences given observations p(b1:T |o1:T ) can be derived, which is used for automatic anno-
tation. Parameters are estimated so as to maximize the joint log-likelihood log p(o1:T , b1:T )
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of the training data.

2. Discriminative models directly estimate the conditional distribution p(b1:T |o1:T ). The
main attraction of discriminative models is that they do not require modelling of the
(potentially high-dimensional and complex) distribution of the observations, but only how
the behavior depends on the observations. Parameters are estimated by maximizing the
conditional log-likelihood log p(b1:T |o1:T ) of the training data.

The advantage of generative models is that it is relatively easy to estimate their parameters,
and it is relatively straightforward to include dependencies between the behaviors of successive
frames. For discriminative models parameter estimation is often much harder (except for a few
models such as logistic discrimination), and the inclusion of temporal dependencies is harder.

Below we describe the different types of models we have explored in our experiments.

3.1 HMM: a single frame HMM model

Hidden Markov models (HMMs) [1] are a well-known models for sequential data. They are often
used in speech-recognition and optical character recognition systems. In such systems the goal
is to infer the sequence of words that underlies the obtained measurements. The measurements
are a sequence of sound samples in speech recognition, and a sequence of images of letters in
a character recognition system. In the current application, we try to infer the behavior of the
animal from the features obtained from the silhouettes.

In HMMs the unknown variable bt at time t (behavior in our case) is called the ”state” at
time t, the features associated with time t are called the ”observation” ot at time t. An HMM
is specified by three different probability distributions:

1. Observation model p(ot|bt): distribution over possible observations, given the state.

2. Transition model p(bt+1|bt): distribution over state at time t + 1 given state at time t.

3. Prior distribution p0(b1): distribution over the possible states at time t = 1.

Given the behavior in all the frames before time t > 1, the behavior in frame t is assumed to be
only dependent on the behavior in frame t− 1. This implies that the probability of a sequence
of behaviors from time t = 1 to time t = T can be written as:

p(b1:T ) = p0(b1)
T∏

t=2

p(bt|bt−1). (2)

Given the behaviors sequence b1:T the observations are assumed to be only dependent on the
corresponding behavior, which implies that:

p(o1:T |b1:T ) =
T∏

t=1

p(ot|bt). (3)

We can now define the posterior probability on the behavior sequence given the observations:

p(b1:T |o1:T ) =
p(o1:T |b1:T )p(b1:T )

p(o1:T )
, (4)

where

p(o1:T ) =
∑
b1:T

p(o1:T |b1:T )p(b1:T ). (5)
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The number of possible state sequences equals the number of possible behaviors (four in our
case) to power T . Thus with four different behaviors and a sequence of 10 frames we would
obtain 410 = 1.048.567 possible sequences. For 50 frames, the number of sequences is about 1030.
For comparison, a 200GB harddrive allows storage of about 1023 bits, so about 10 million times
less bits than the 1030 possible sequences. Therefore, the complete distribution over possible
state sequences is of no practical interest, if only because it is in general not possible to store
the distribution on a computer. However, using the Baum-Welch forward-backward algorithm
we can compute for each time t the posterior distribution over behaviors at that time given
all observations p(bt|o1:T ). Furthermore, using the Viterbi algorithm we can compute the state
sequence b∗1:T with maximum a-posteriori probability:

b∗1:T = arg max
b1:T

p(b1:T |o1:T ). (6)

See [1] for a more detailed introduction to HMMs and description of the algorithms to compute
the single state posterior p(bt|o1:T ) and b∗1:T . Both algorithms have a runtime that is linear in
the length of the sequence, T , and quadratic in the number of behaviors.

In our experiments the distributions p(ot|bt) were taken to be multivariate Gaussian distri-
butions (with different mean and covariance matrix for each behavior). Since the video sequence
can start with any of the different behaviors we have used a uniform distribution for p0, assigning
equal probability to all behaviors in the first video frame. The transition model was estimated
from the data, which can be done by computing for each behavior in what proportion of the
cases it is followed by any one of the other behaviors.

Below we describe three variations on the basic HMM model that we have explored.

3.2 BHMM: a 25-frame batch HMM

The model described above assumes that the behavior can change at every single frame in the
video sequence. Although this is in principle possible, the available annotation was made at a
granularity of 1 sec. of video: i.e. behaviors last for an integer multiple of 25 frames.

The BHMM model is similar to the basic HMM model, but it assumes that the behavior
can only change once per second. For notational convenience, we will use st to denote the
observation corresponding to the t-th second of video, i.e. st = o25(t−1)+1:25t. For a sequence of
T seconds of video (thus 25T frames) the joint model on observations and behaviors is:

p(b1:T , s1:T ) = p(b1:T )p(s1:T |b1:T ), (7)

p(b1:T ) = p0(b1)
T∏

t=2

p(bt|bt−1), (8)

p(s1:T |b1:T ) =
T∏

t=1

p(st|bt), (9)

p(st|bt) =
25∏

t2=1

p(o25(t−1)+t2 |bt) (10)

Again we used multivariate Gaussian distributions for the observation model p(ot|bt), a uniform
prior distribution p0, and the transition model was estimated from the given annotation. Note
that this transition model is different than that of the single frame HMM model, because for
BHMM transitions on 25 frames level are modelled rather than on single frame level.

3.3 KHMM: a 25-frame batch HMM with Kalman filter

The BHMM model we just described assumes that all observations in one second of video are
independent of each other given the behavior of that second, as can be seen from (10). In the
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KHMM model we replace this independence assumption by a first-order linear dynamical system
(LDS) assumption. That is, given the behavior a 25-frame batch of observations is assumed to
be generated by a noisy first order linear dynamical system. A well-known application of First-
order LDS are Kalman filters [2]. Thus, the KHMM model and the BHMM model only differ in
the observation model p(st|bt).

Where an HMM assumes a discrete state sequence is underlying the observation sequence,
an LDS assumes a continuous state sequence is underlying the observation sequence. Given the
(unknown) state sequence the observations are independent, and the state sequence is assumed
to be generated by a first-order Markov process. From the joint likelihood on the sate and
observation sequence the likelihood of the observation sequence can be obtained by integrating
out the state sequence. Let t1 = 25(t− 1) and t2 = 25t, then

p(st|bt) = p(ot1:t2 |bt) =
∫

p(xt1:t2 , ot1:t2 |bt) dxt1:t2 =
∫

p(xt1:t2 |bt)
t2∏

τ=t1

p(oτ |xτ , bt) dxt1:t2 . (11)

The first-order Markov property allows us to write:

p(xt1:t2) = p0(xt1)
t2∏

t=t1+1

p(xt|xt−1, b), (12)

p0(xt1) = N (xt1 ;µ0,Σ0), (13)
p(xt|xt−1, b) = N (xt;µb + Abxt−1,Σb), (14)

where we used N (x;µ,Σ) to denote a Gaussian density on x with mean µ and covariance matrix
Σ. Equation (14) tells us that xt is Gaussian distributed with a mean that is given by a linear
function of xt−1. The linear function and the covariance of the Gaussian depend on the behavior.
As an example, consider setting µb = 0 and Ab = I, then xt is Gaussian distributed around
xt−1. Thus the KHMM model allows us to model the sequence of features corresponding to each
behavior as a gradually changing process, where the dynamics may depend on the particular
behavior.

3.4 SHMM: an HMM that models a 25-frame batch as a single feature vector

The SHMM model again assumes a single behavioral state per second of video. Rather than
assuming independence or a first-order Markov dependence between the features of the frames
in a second of video, here we collect all features of all 25 frames in a second as a single (25 times
higher dimensional) feature vector. The structure of the model is that of a normal HMM. The
difference with the HMM model is that here the behaviors and features are represented on the
granularity of seconds rather than that of the video frames. The BHMM, KHMM, and SHMM
model differ only in their observation models. All three models assume a Gaussian distribution on
the observations, but they make different assumptions on the dependency between the features of
the different frames: independence (BHMM), first-order linear Gaussian dependence (KHMM),
and arbitrary linear Gaussian dependence (SHMM).

3.5 Logistic discriminant

The last model we consider is a discriminative model. Consider the ratio of the likelihood
of a given observation under two different behaviors: p(ot|bt = i)/p(ot|bt = j). The logistic
discriminant model assumes that the logarithm of this ratio is linear in the observation ot:

log
p(ot|bt = i)
p(ot|bt = j)

= w>
ijot + wij0, (15)
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Figure 1: Annotation accuracy on test set for HMM and BHMM models for different numbers
of features and numbers of factors.

where w>
ijot denotes the inner product between the vectors wij and ot. From this assumption it

follows that the posterior probabilities on the B different behaviors given the observation can
be parameterized as:

p(bt = i|ot) =
exp(w>

i ot + wi0)
1 +

∑B−1
j=1 exp(w>

j ot + wj0)
(i ∈ {1, . . . , B − 1}), (16)

p(bt = i|ot) =
1

1 +
∑B−1

j=1 exp(w>
j ot + wj0)

(i = B). (17)

The maximum likelihood parameter estimates, maximizing the conditional log-likelihood of the
correct annotation of the training data given the observations, can not be obtained in a closed-
form equation for a logistic discriminant model. However, it is easy to show that the conditional
log-likelihood as a function of the parameters only has a single (local and global) maximum,
and therefore a gradient-ascent optimization procedure can be used to identify the optimal
parameters. See e.g. [4] for a more detailed introduction to logistic discriminant models and the
parameter estimation techniques.

4 Experiments

The difficulty of behavior annotation is greatly impacted by the duration length of the behaviors
and by how the different behaviors follow on each other. If each behavior has a distinct and
precise duration and is followed by only one other behavior, then annotation is significantly easier
than when the durations of the different behaviors have great variability and each behavior can
follow every other behavior.

In our experiments we used random test and train data. The random data sets were gener-
ated by segmenting the available video in segments of 25 frames (1 sec.), and randomly selecting
segments for the test and train sets. To obtain a realistic sequence of behaviors we used the
subsequence of the entire video in which the selected behaviors are contained. From this sub-
sequence we randomly collected 4000 training frames for each behavior. The remaining frames
(in the original order) were used as the test data. The transition models were estimated from
the combined test and train data.

As observation for each frame we used:
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Figure 2: Annotation accuracy on train set for HMM and BHMM models for different numbers
of features and numbers of factors.

1. Amount of displacement of center-of-gravity with respect to last frame.

2. Amount of orientation change with respect to last frame.

3. Distance between center-of-gravity and nose.

4. Distance between center-of-gravity and tail.

5. PCA projection of Fourier coefficients describing the oriented silhouette.

The dimensionality of the PCA (see e.g. [3] or [4] for an introduction to Principal Component
Analysis) projection affects the classifier performance in several ways. First, the less features
are used, the faster the classifier operates (the run-time depends linearly or quadratically on
the number of features). Second, the less features are used, the less information is available to
discriminate among the different classes. Third, if a very large number of features is used it
is possible that overfitting occurs: the model may capture spurious data artifacts that are by
chance appear to be, but are in reality not, correlated with the behaviors.

Furthermore, in the observation models there is a freedom in choosing the structure of the
covariance matrix. In principle we can use a full covariance matrix Σ, but the number of
parameters of the covariance matrix grows quadratically with the number of features that is
used. Therefore, when using high dimensional observations there is a risk of overfitting. On
the other extreme we can constrain the covariance matrix to be diagonal, which implies that all
features are assumed to be independently distributed. This is a very strong assumption that
probably does not hold and will lead to poor performance. As intermediate solutions we can
use a Factor Analysis model, see [2], which forces all correlations between the different features
to lie in a low dimensional subspace of the feature space. The covariance matrix is in this case
constrained to be a sum of a low-rank matrix and a diagonal matrix: Σ = WW> + Ψ. Here
Ψ is the diagonal matrix and W is a D × d matrix. The columns of W span the d-dimensional
subspace that contains the correlations, d is referred to as the number of factors. If d = D then
any full covariance matrix can be obtained. Setting d = 0 implements an independent feature
assumption in the HMM, BHMM, and MHMM models. In the KHMM model a similar freedom
exists in setting the dimensionality of the hidden state x, we also refer to this dimensionality as
the number of ’factors’.
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Figure 3: Annotation accuracy on test set for MHMM and KHMM models for different numbers
of features and numbers of factors.

4.1 Performance

Below we report the obtained annotation accuracies for the different classifiers. We will explore
the classifiers described above for different numbers of features and factors.

4.1.1 Performance of HMM and BHMM

The performance results of HMM and BHMM on the test set are given in Fig. 1. It can be seen
that on average the BHMM model performs slightly better than the HMM model. However, the
difference in the average performance is (almost) always smaller than one standard deviation
in the results. Therefore, the two models cannot be said to yield significantly different results.
Furthermore, we can see that using more features and factors is beneficial for performance
until a plateau is reached starting at 16 factors and 20 features (the 4 basic features plus a 16
dimensional PCA projection of the shape features).

In Fig. 2 we show the performance results of the same models, but now we used the same
data set to learn and evaluate the models. We see that generally the performance is higher in
this case and that there is no plateau at which performance saturates. The fact that a higher
performance level is reached in this case means that the models are capable of capturing many
aspects of the training data (high performance if tested on the training data) but that the models
are less good at capturing those aspects that are important for correctly classifying other data
than the training data (lower performance if tested on data not used for training).

Interestingly enough, if we drop the first-order Markov dependency assumption on the be-
havior sequence b1:T , and replace it by an independence assumption then the performance of
the learned models drops, but not significantly.1

We also performed experiments where the observation model p(ot|bt) was taken to be a
mixture of Gaussian (MoG) density, rather than a single Gaussian density (see e.g. [3] for an
introduction to MoG models). However, experiments evaluating the performance with different
numbers of mixture components did not show any improvement over the Gaussian observation
models used in the experiments discussed above.

1Thus in this we have p(b1:T ) =
∏T

t=1
p0(bt) rather than p(b1:T ) = p0(b1)

∏T

t=2
p(bt|bt−1).
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4.1.2 Performance of MHMM and KHMM

The results obtained with the MHMM and KHMM models for the test and train set are presented
in Fig. 3 and Fig. 4 respectively.

For KHMM we see that poor performance is obtained when using d = 0 factor models or
when all shape-based features are ignored. Otherwise, performance is relatively little affected
by the number of factors and features. In general performance is significantly worse than that
of the HMM and BHMM models.

For the MHMM model we see that the number of features has a similar impact on perfor-
mance, using more factors increases performance. However, increasing the number of factors
generally worsens performance on the test set, especially if a small number of features is used.
On the train set, on the other hand, performance generally increases with the number of factors,
unless a very small number of features is used. Clearly using a large number of factors with a
large number of features leads to models that very precisely capture the correlations between
features and behaviors in the train data. However, the results on the test data show that these
correlations do not generalize to an independent test set of data. The difference between test
and train performance of MHMM is much larger than for the other models that have been ex-
plored, which can be explained by the fact that the MHMM model is the least constrained of
all models.

Also for the MHMM and KHMM models the performance is not significantly impacted
by replacing the first-order Markov assumption on the behavior sequence by an independence
assumption.

4.1.3 Performance of logistic discriminant

The performance of the logistic discriminant (LD) classifier as a function of the number of
features is presented in Fig. 5. The results follow a similar pattern as those obtained for the
different HMM models: the test error decreases as more features are used, until the performance
reaches a plateau at about 20 features. The performance using the logistic discriminant model is
considerably lower than that obtained using the HMM, BHMM, and MHMM models. Since the
performance of the HMM models is comparable if the temporal correlation is removed, it is the
fact that logistic discriminant uses linear decision boundaries in the feature space that makes
it perform less well rather than its failure to capture the temporal correlation in the behavior
sequence.

4.1.4 Example of annotation performance

We end the discussion of experimental results with a specific example of annotation performance
obtained with the BHMM model. In this example we used d = 12 factors and 20 PCA features
for shape (thus 20 features in total).

A test-set accuracy of 75.7% was obtained. In Fig. 6 we show the true annotation on the
test set together with the annotation obtained with the BHMM model. The four behaviors are
represented by colors:

1. (dark blue) ”rear wall/sniffing wall”

2. (light blue) ”sit”

3. (yellow) ”sniffing floor” and ”sniffing wall”

4. (red) ”walk”
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Figure 4: Annotation accuracy on train set for MHMM and KHMM models for different numbers
of features and numbers of factors.
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Figure 5: Annotation accuracy using logistic discriminant as function of nr. of features.

The corresponding ”confusion matrix” is given in Tab. 3 in terms of frames and in Tab. 4 in terms
of percentages of the frames. In these tables the behaviors are numbered as above. From the
confusion matrix we see that behaviors 1 and 4 are relatively well discriminated from behaviors
2 and 3 (over 90% accuracy). Behavior 2 and 3 are less well discriminated and confused mainly
with each other and behavior 4.

5 Conclusion

We have explored a collection of models for automatic annotation of video sequences of rodent
behavior. The experimental results show that from the explored models, the BHMM model yields
the best performance. For the annotation task involving four behaviors, a correct annotation
was obtained for about 75% of the video. This is a relatively low score that should probably be
improved to warrant commercial applicability of this technique. To further improve upon these
results two lines of attack may be followed. First, it is possible to further explore the performance
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Figure 6: Annotation accuracy on train set for MHMM and KHMM models for different numbers
of features and numbers of factors.

True behavior 1 2 3 4

BHMM 1 3625 125 200 0

BHMM 2 50 3000 750 75

BHMM 3 125 600 2575 250

BHMM 4 0 1125 600 2950

Table 3: The confusion matrix corresponding to the BHMM annotation.

of other models for the data obtained from the different behaviors. Second, the set of features
may be extended, perhaps describing the gray level images of the animals. However, it is hard
to predict beforehand which of these two possibilities will be most important to increase the
level of accuracy of the automatic annotation.

In our view it is important to generate high quality data sets for further research. The data
sets should be annotated by several human observers. Only in this manner it will be possible to
gain insight in inter-observer variability, and to assess the performance of automatic annotation
as compared to human annotation. It is also important to use a set of well defined annotation
terms that do not overlap, as seemed to be the case in the annotation used in this project.
Another point of attention is how exactly performance should be measured. A fixed test and
train set could be made to be used in future research. However, this involves a risk since the
models will be evaluated on a single data set. A better idea would be to specify and implement
a method to generate test and train data sets in a randomized manner from the available data.
In this manner performance can be assessed more robustly. It is important that these issues are
resolved before evaluating models and feature sets, so that later results will be comparable and
experiments do not have to be repeated because of a changing experimental conditions.
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True behavior 1 2 3 4

% of test set 23.68 30.22 25.70 20.40

BHMM 1 95.39 2.58 4.85 0.00

BHMM 2 1.32 61.86 18.18 2.29

BHMM 3 3.29 12.37 62.42 7.63

BHMM 4 0.0 23.20 14.55 90.08

Table 4: The confusion matrix corresponding to the BHMM annotation, in percentages.
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