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Abstract

Thispaper studiesthe geometry of multi-image perspective projection
and the matching constraints that this induces on image measure-
ments. The combined image projections define a 3D joint image
subspace of the space of combined homogeneous image coordinates.
Thisisacomplete projective replicaof the 3D world inimage coordin-
ates. Its location encodes the imaging geometry and is captured by
the4index joint image Grassmannian tensor. Projective reconstruc-
tion in the joint image is a canonical process requiring only asimple
rescaling of image coordinates. Reconstruction in world coordinates
amounts to a choice of basisin the joint image. The matching con-
straints are multilinear tensorial equations in image coordinates that
tell whether tokens in different images could be the projections of a
singleworld token. For 2D images of 3D pointsthere are exactly three
basic types: the epipolar constraint, Shashua strilinear one, and anew
quadrilinear 4 image one. For images of lines Hartley's trilinear con-
gtraint is the only type. The coefficients of the matching constraints
are tensors built directly from the joint image Grassmannian. Their
complex algebraic interdependency is captured by quadrati ¢ structural
simplicity constraints on the Grassmannian.

Keywords: multi-image stereo, projective reconstruction, matching
constraints, tensor calculus, geometric invariants.

1 Introduction

Multi-image reconstruction is currently a topic of lively in-
terest in the vision community. This paper uncovers some
rather beautiful geometric structure that underlies multi-image
projection, and applies it to the problem of projective recon-
struction. Thereis only space for a brief sketch of the theory
here: more detail can be found in [9]. The mathematics and
notation may be a little unfamiliar, but the main conclusions
arefairly straightforward:

0) The homogeneous coordinates for all the images can be
gatheredinto asinglevector and viewed asapoint in an abstract
projective space called joint image space.

1) The combined projection matrices define a 3D projective
subspace of joint image spacecalled thejoint image. Thisisan
exact projective replica of the 3D world in image coordinates.
Up to an arbitrary choice of scale factors its position encodes
the imaging geometry. The combined projection matrices can
be viewed either as a set of image projectionsor as a projective
basis for the joint image.

2) Algebraically, the location of the joint image is encoded
by the antisymmetric four index joint image Grassmannian
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tensor, whose componentsare 4 x 4 minorsbuilt from projection
matriX rows.

3) Projective scene reconstruction is a canonical process only
in the joint image, where it reduces to a simple rescaling of
image coordinates. World-space reconstruction amountsto the
choice of a projective basis for the joint image. The essence
of reconstruction is the recovery of a coherent set of scalings
for the image coordinates of different tokens, modulo asingle
arbitrary overall choice of scale factors.

4) The multilinear tensorial matching constraints tell
whether tokens in different images could possibly be the pro-
jections of a single world token. For 2D images of 3D points
there are exactly three basic types: the bilinear epipolar con-
straint; Shashua'strilinear one[7]; and anew quadrilinear four
image one. The sequence stops at four because homogenized
3D space has four dimensions. For images of lines the only
type of matching constraint is Hartley’strilinear one [4].

5) Thematching constraints are adirect algebraic reflection of
the location of the joint image. Their coefficients are tensors
built from componentsof thejoint image Grassmannian. Upto
achoice of scalefactorsthe Grassmannianislinearly equivalent
to the matching tensors.

6) Thematching tensorsand constraintsarelinearly independ-
ent but algebraically highly redundant. The redundancy is en-
capsulated by a set of ‘structural simplicity’ constraints on the
Grassmannian, that induce a large set of quadratic identities
among the matching tensors. For m 2D images of 3D space
there are (*") linearly independent matching tensor compon-
ents, but only 11m — 15 of these are algebrai cally independent.

7) Weintroducean ‘industrial strength’ tensorial notation that
(even though it may seem a little opague at first sight) makes
these and many other complex vision cal culations much easier.
The traditional matrix-vector notation is simply not powerful
enough to express most of the concepts described here.

The geometry of the joint image was suggested by the ori-
gina projective reconstruction papers of Faugeras, Luong &
Maybank [1, 2], but its algebraic expression was only pro-
voked by the recent work of Shashua[7] and Hartley [4] on the
trilinear constraint and Luong & Viéville on canonic decom-
positions [5]. Independently of the current work, Faugeras &
Mourrain [3] and Werman & Shashua[10] also discovered the
quadrilinear constraint and some of the related structure (but
not the ‘big picture’ — the full joint image geometry). The
tensorial notation and the general spirit of the approach owe
avery deep debt to the Oxford mathematical physics research



group led by Roger Penrose [6].

2 Conventions & Notation

We will assume an uncalibrated perspective (pinhole camera)
imaging model and work projectively in homogeneouscoordin-
ates. The development will be purely theoretical: there will
be ‘too many equations, no algorithmsand no images . Divine
intervention (or more likely a graduate student with a mouse)
will be invoked for low-level token extraction and matching.
Measurement uncertainty will be ignored (but c.f. [8]).

Fully tensorial notation will be used, with all indiceswritten
out explicitly [6]. Writing out indicesis tedious for simple ex-
pressions but makes complicated ones much clearer. Many
equations apply only up to scale, denoted “~”. Different
types of index denote different spaces. a,b,... = 0,...,d
and A;, B;,...=0,..., D; respectively denote homogeneous
coordinatesinthe d-dimensional projectiveworld space P and
the D;-dimensional i*" imageP4:. Usually,d = 3and D; = 2
but other cases do have applications. i,j,... = 1,...,m are
non-tensorial imagelabels. Section3introducesa (D +m—1)-
dimensional projective joint image space P¢ that combines
the homogeneous coordinates of all of the images, indexed by
Greek indices o, 3, ... = 01,...,D;,0;41,...,Dy, (D =
>, D;). Index 0 is used for homogenization, so the default
inclusion of an affine vector (z1,...,2%) T in projective space
is(1,z%,...,z%).

Superscripts denote contravariant (point) indices and sub-
scripts covariant (hyperplane) ones. Thesetransform inversely
under changes of basis, so that the contraction (dot product or
sum over al values) of a covariant-contravariant pair isinvari-
ant. We adopt the Einstein summation convention in which
indicesrepeated in covariant and contravariant positionsdenote
contractions (implicit summations). The same base symbol is
used for analogous things in different spaces, with x,y, ...
standing for pointsand P for projection matrices. For example
x4 ~ P#ix? represents the the projection up to scale of a
world point x® to the corresponding i*" image point x4 via
the matrix-vector product Z;’:O P4ix®with thei'” projection
matrix PA:. Since the indices themselves give the contraction,
the order of factorsisirrelevant.

Tlab---<] denotesthe antisymmetrization of T over all
permutations of theindices ab . . . ¢, with aminus sign for odd
permutations, eg. Tl**) = X (T — T*). Inad-dimensional
projective space there is a unique-up-to-scale d + 1 index an-
tisymmetric tensor el®0%-%4) and its dual €4g4,...q,]- UP tO
scale, thesehavecomponents+1andOasaga; - - - aq iSrespect-
ively an even or odd permutation of O1. . . d, or not a permuta-
tionat al. Any antisymmetric k£ + 1 index contravariant tensor
Tleo--ax] can be dualized to an antisymmetric d — k index
covariant one (+T)ay s was = rmr Sansaaabo b T,

and vice versa T+ = rlk)! (KT )by g.eby €0FFL D200 AR
without losing information. Thisiseffectively just areshuffling
of components: both forms have (;*7) linearly independent
components.

Later wewill need to characterizethelocation of aprojective
d-dimensional subspace algebraically, without reference to a

particular choice of basisin the subspace. This can be done by

specifying an antisymmetric (d + 1)-index Grassmann tensor
whose components are the Grassmann coordinates of the
subspace. These generalize the Pliicker coordinates of a 3D
line to arbitrary subspaces. An appendix sketches the details.

3 TheJoint Image

The basic idea of the joint image is very simple. Suppose
we are given m homogeneous projection matrices P2 from a
d-dimensional world space P* to m D;-dimensional images
PAi. Thematricescan be stackedinto abig (D +m) x (d+1)
dimensional joint projection matrix (D = )", D;)

A A
P x1

Am Am
P/ X

This maps world points x* to (D + m)-component homo-
geneous vectors x. These can be viewed as elements of an
abstract (D +m —1)-dimensional projectivejoint imagespace
P«. Joint image space points can be projected into the images
by trivial coordinate selection, and conversely any set of ho-
mogeneousimage vectors (one from each image) determinesa
unique point in joint image space.

The joint projection matrix can be viewed as a projective
mapping from world space to joint image space, which com-
poseswith thetrivial projectionsto give back the original pro-
jection matrices P2:. It maps P onto a projective subspace
of P« that we will call the joint image PZ®. If the joint pro-
jection mapping is singular, different world points map to the
same point in joint image space and therefore in the individual
images, and unique reconstruction from image measurements
isimpossible. So from now on we will assume that the joint
projection matrix P& has full rank (d + 1). In this case the
jointimageis a faithful projective replica of the d-dimensional
world in image coordinates.

Thejoint imageis defined canonically by the imaging geo-
metry, up to an arbitrary choice of scale factors for the under-
lying projection matrices. The truly canonical structureis the
set of equivalence classes of joint image space points under
arbitrary rescalings, but that has a complicated stratified struc-
ture that makes it difficult to handle. So from now on we will
assume that some choice of scalings has been made and work
with the joint image.

Thejoint projection matrix can be viewed in two ways: (i)
asaset of m world-to-imageprojection matrices; (ii) asaset of
d+ 1 (D + m)-component column vectorsthat specify a pro-
jective basis for the joint image subspace PZ* in P<. Hence,
a coordinate vector (z°,...,z%) can be viewed either as the
coordinates of aworld point x* or as the coordinates of ajoint
image point with respect to the basis {P%|a=0,...,d}. Any
reconstruction in world coordinates can equally be viewed as
a reconstruction in the joint image. However, modulo a once-
and-for-all choice of the overall scale factors, reconstruction
in the joint image is a canonical geometric process requiring
only a simplerescaling of image coordinates. The m-tuples of
image points that correspond to some world point are exactly
those that can be rescaled to lie in the joint image [9]. No



choice of basis is needed and there is no arbitrariness apart
from the overall scale factors. A basisis needed only to trans-
fer the final results from the joint image to world space. In
fact, the portion of the world that can be recovered from image
measurementsis exactly the abstract joint image geometry.

Since the joint image is a d dimensional projective sub-
space its location can be specified algebraically by giving its
(d + 1)-index Grassmann coordinate tensor, the joint image
Grassmannian. Thisis an intrinsic property of the joint im-
age geometry independent of any choice of coordinates, but in
terms of the projection matricesit becomes

e = (dle_)l ng"‘ng g0 " ad
Here each a; runsthrough the combined coordinates of all the
images, and the componentsof the tensor arejust the (d + 1) x
(d+ 1) minorsof the (D +m) x (d+ 1) joint projection matrix
P2. We will see that these are equivalent to the complete set
of matching tensor components.

As a simple example of joint image geometry [9], for two
2D images of 3D space the fundamental matrix F 4, 4, hasrank
2 and can thereforebe decomposedasu 4, v 4, — v 4,u4, Where
uy, <> ug, anduy, < uy, turnout to be corresponding pairs
of independent epipolar lines. Combining these into joint im-
agespacerow Vectorsu,, = (uy, ug,)andvy = (va, va,),
the constraintsu,x* = 0 = v, x“ definea3D projective sub-
space of the 5D joint image space that turns out to be exactly
the joint image. All joint image points satisfy the epipolar
constraint F 4, 4,x41x42 = 0, and all image points that satisfy
the epipolar constraint can be rescaled to lie in thejoint image.

~ P([)"‘0 . -Pgd]

4 Basic Reconstruction Equations

Givenm imagesx™i ~ P#:x® of anunknown point x¢, wecan
introduce variables \; to represent the unknown scale factors
and combine the resulting equations PAix® — ;x4 = 0 into
asingle (D + m) x (d + 1+ m) homogeneouslinear system,
the basic reconstruction eguations:

a
x41 0 X
0 x% ... 0 M
Pe X2 =0
0 0 --- xA4m _/:\m

Any nonzero solution of these equations gives a reconstructed
world point consistent with the image measurements, and also
providesthe unknown scale factors A;.

Alternatively, assuming (or relabelling so that) x% # 0 we
can usethe0'" componentsto eliminatethe \’sand combinethe
remaining equationsinto acompact D x (d + 1) homogeneous
system of reduced reconstruction equations:

0 pA A1 PO
xt Pt —xM PR
Om PAm _ xwAm POm

xm P x4m Py (A;=1,...,D;)

Thebasic and reduced systemsare ultimately equivalent, but we
will work with the basic one asits greater symmetry simplifies
many derivations.

In either case, if there are more measurements than world
dimensions (D > d) the system is usually overspecified and
a solution exists only when certain constraints between the
projection matrices P2+ and the image measurements x*: are
satisfied. We will call these relations matching constraints
and the inter-image tensors they generate matching tensors.
The simplest example is the epipolar constraint.

On the other hand, if D < d there will be at least two more
free variables than equations and the solution (if it exists) will
not be unique. Similarly, if the joint projection matrix P¢ has
rank lessthan d + 1 the solution will not be unique because any
vector in the kernel of P can be added to a solution without
changing the projectionsat all. So from now onwewill require
D > dandRank(P%) = d+ 1. Theseconditionsare necessary
but not generally sufficient. However intheusual 3D to 2D case
wherethe 3 x 4 rank 3 projection matriceshave 1D kernels(the
centres of projection), Rank(P¢) = 4 impliesthat there are at
least two distinct centres of projection and is also sufficient for
a unigue reconstruction.

Recalling that the joint projection columns P% (a =
0,...,d) form a basis for the joint image PZ“ and treating
the x4¢ as vectors in P> whose other components vanish,
we can interpret the reconstruction equations as the geomet-
rical statement that the space spanned by the image vectors
{xAi|i=1,...,m} in P must intersect PZ°. At the inter-
section there is a point of P that can be expressed: (i) as a
rescaling of theimage measurements ) . \; x4 (ii) asapoint
of PZ* with coordinates x* in the basis {P%|a =0,...,d};
(iii) as the projection into PZ* of a world point x* under
P2. This construction is important because although neither
the coordinate system in P¢ nor the columns of P¢ can be
recovered from image measurements, the joint image PZ“ can
be recovered (up to arelative rescaling). In fact the content of
the matching constraints is precisely the location of the joint
image in P%. This gives a completely geometric and almost
canonical projective reconstruction technique in P¢ that re-
quires only the rescaling of image measurements. A choice of
basisin PZ“ is necessary only to map the construction back
into world coordinates.

5 Matching Constraints

Now we briefly sketch the derivation [9] of the matching con-
straints from the basic reconstruction equations. We assume
that there areredundant measurements D > d and that the com-
bined projection matrix P§ hasfull rank (d+ 1). Theequations
haveanonzero solutionif andonly if the (D +m) x (d+m+1)
coefficient matrix is rank deficient, which happensif and only
if al of its (d + m + 1) x (d + m + 1) minors vanish. The
matching constraints are precisely the conditions for this to
happen.

Each minor involves an antisymmetrization over every
column of the system matrix, so the minors are homogeneous
multilinear functions linear in each x4+, with coefficients that
are antisymmetrized products of projection matrix elements of
the form PE"‘”P;“ e de] for some choice of ag . .. ay. This
impliesthat the final matching constraint equationswill belin-
ear tensorial equations in the coordinates of each image that



appears in them, with coefficient tensors that are exactly the
Grassmann coordinates| “° "< of the joint image subspacein
P%. Thisis no accident: the Grassmann coordinates are the
only quantities that could have appeared if the equations were
to be properly invariant under projective changes of basis in
world space.

Each minor involves all m images, but the system matrix
is rather sparse and there are many degeneracies. In fact, any
minor that involvesonly a single row A; from image i simply
contains a constant overall factor of x:. These factors can be
eliminated to reducethe system to irreduciblefactorsinvolving
at least two rows from each of between 2 and d + 1 images.
For 2D images of 3D space the possibilities are as follows

(£j£k#l=1,...,m):

0 — I [AiBiA]'B]‘ XCiXC]‘]
0 — I [A,'BiAjAk XOiXBj XBk]
0 = TlAiAiAcAl yBiyB; Biy Bl

These represent respectively the bilinear epipolar constraint,
Shashua's trilinear one [7] and a new quadrilinear four image
one. Here, x4 represents a P vector whose non-image-i
components vanish, so it is enough to antisymmetrize over
the indices from each image separately. Each congraint is
discussed in detail below. Recall that the Grassmannian can be
expressed as1°970 = 1 PaPJP)PY eobed,

5.1 Bilinear Constraints

Theepipolar constraint correspondsto a6 x 6 minor containing
three rows each from two images and (antisymmetrizing separ-
ately over each image) can be written x[41 T B1C1l[B2C2  Ao] —
0. Dualizing both sets of skew indices by contracting with
€ A.B,Cy € A,B,C, Qivesthe equivalent but more familiar form

_ A Ar
0 = Fa,4,x"x"? =
1 AipBiC AspBaC bed
T (EAlBlolpalpb Ix 1) (EAZBZCZPCZPdZX 2) e®*

where the 3 x 3 = 9 component bilinear constraint tensor or
fundamental matrix F 4, 4, is defined by

— 1 B1C1B>C:
Fau, = 4 €A1B1C1 €A3B,C, |
_ 1 BipC BpC bed
= za (6A1B101Pa1Pb 1) (eAszcZPc ZPdZ) g
1 BiO1BC2 Faa, eA1B1C1 g A2B2Cs

The constraint can be viewed geometrically asfollows. Anim-
age point x4 can be dualizedto e 4 g x©. Roughly speaking,
this represents the point as the pencil of lines through it: for
any two lines 14 and m through x*, the tensor 1 ymyp; is
proportional to € 4 g x©. Any covariant image tensor can be
‘pulled back’ through the projection P to a covariant tensor
in 3D space. An image line 14 pulls back to the 3D plane
1, = 14P through the projection centre that projects to the
line. Thetensor € 4pc x© pulls back to the 2 index covariant
tensor x(,y = eapc PLPP x“. Thisis the covariant rep-
resentation of aline in 3D: the optical ray through x“. The
requirement that two 3D lines x|, and y|,p intersect can be

written x,p, y.q €2°°4 = 0. So the bilinear constraint realy is
the standard epipolar one, i.e. the requirement that the optical
rays of the two image points intersect.

5.2 Trilinear Constraints

The trilinear constraints I [P:1P2Bs x Aig Aoy Asl — 0 corres-
pond to 7 x 7 basic reconstruction minorsformed by selecting
all three rows from one image and two each from two others.
Dualizing with € 4, 5,c, givesthe equivalent constraint

xMixl42 Gy, PP x4 = o

wherethe 3 x 3 x 3 = 27 component trilinear tensor is

AA — 1 B1C1A2A
GA123=§€A1B1011 1C142A3
_ 1 BipC A A bed
- 24 (eAlBchPa 1Pb 1) Pc : Pd3 g™
[ A1B14243 G01A2A3 cCrA1B1

Dualizing theimage 2 and 3 indicesre-expressesthe constraint
as

B>B A Cr C
0 = 5A2B202 €A3B303'GA1 2bs | A1 Ca 03
1 ArpBi,C B, _C
2.4 (EAlBlol Pa 1Pb 'x 1) (EAZBZCZ Pc ’x 2)'

_(€A3B303 Pstng) eabcd

These equations hold for al 3 x 3 = 9 values of the free
indices A, and A3. However when A; is projected along the
x4 direction or Az is projected along the x#3 direction the
equations aretautol ogical because, for example, x[42xP2 = 0.
So for any particular vectors x42 and x“3 there are actually
only 2 x 2 = 4 linearly independent scalar constraints among
the 3 x 3 = 9 equations, corresponding to the two image 2
directions ‘ orthogonal’ to x2 and the two image 3 directions
‘orthogonal’ to x43. Thetrilinear constraint can also bewritten
in matrix notation (c.f. [7]) as

[x2]x [Gx1] [x3]x = Oy3x3}

Here, [x], is the usua ‘cross product’ representation of a
3-component vector x as a skew-symmetric matrix, and the
contraction x41G 4, 424% is viewed as a 3 x 3 matrix [G x1].
The projections adong xJ (on the left) and x3 (on the right)
vanishidentically, so againthereareonly 4 linearly independent
equations.

Two index antisymmetrizations (‘cross products’) van-
ish only for parallel vectors, so the trilinear constraint
xAixl42 G 4 BollBs x4l — 0 also implies that for all val-
ues of the freeindices [A2B5]

A o xAiglde GAIBZ]Ag

(More precisely, for matching x4: and x42 the quantity
xA1x[42 G 4 B2l4s can always befactorized as T!4252) x4 for
some x4 -dependent tensor T14252]). By fixing suitablevalues
of [A2B], these equations can be used to transfer pointsfrom
images1and 2toimage 3, i.e. to directly predict the projection



in image 3 of a 3D point whose projectionsin images 1 and 2
are known, without any intermediate 3D reconstruction step.
Geometrically, thetrilinear constraints can be interpreted as
follows. Asabove, e spc PAPP xC isthe optical ray through
x4 in covariant 3D coordinates. For any y4 the quantity
eapcPAxPyC definesthe 3D planethroughtheoptical centre
that projects to the image line through x4 and y4. All such
planes containthe optical ray of x#, and asy“ variestheentire
pencil of planesthrough this line istraced out. The constraint
then says that for any plane through the optical ray of x42 and
any other plane through the optical ray of x“3, the 3D line of
intersection of these planesmeetstheoptical ray of x41. A little
geometry shows that this implies that all three of the optical
rays meet in a point, so the three pairwise epipolar constraints
between the images follow from the trilinear one.
Theconstraint tensor G 4,424 = e 4, g, ¢, 1 P1¢14245 treats
image 1 specially and there are analogous image 2 and image
3tensors G 4,4 and G 4,2, Theseturn out to be linearly
independent of G 4,22 and give further linearly independent
trilinear constraints on x“1x42x4s. Together, the 3 constraint
tensors contain 3 x 27 = 81 linearly independent components
(including 3 arbitrary scalefactors) and naively give3x 9 = 27
scalar trilinear constraint equations, of which 3 x 4 = 12 are
linearly independent for any given triple x1x42x4s,
However, although there are no linear relations between the
81 trilinear and 3 x 9 = 27 bilinear matching tensor compon-
ents for the three images, the tensors are certainly not algeb-
raically independent of each other. There are many quadratic
relations between them inherited from the structural simplicity
constraints on the joint image Grassmannian tensor I %2,
In fact, the number of algebraically independent degrees of
freedom in the (%) -component Grassmann tensor (and there-
fore in the complete set of matching tensor coefficients) is
only 11m — 15 (i.e. 18 for m = 3). Similarly, there are only
2m — 3 = 3 algebraically independent scalar constraint equa-
tions among the linearly independent 3 x 4 = 12 trilinear and
3 x 1 = 3hilinear constraints on each matching tripleof points.
One of the main advantages of the Grassmann formalism
is the extent to which it clarifies the rich algebraic structure
of this matching constraint system. The constraint tensors are
essentially just the Grassmann coordinates of the joint image,
and Grassmann coordinatesareawayslinearly independent but
quadratically redundant. Generically, three bilinear constraints
or any three components of a trilinear one are enough to im-
ply al of the remaining constraints for three images, although
numerically and for degenerate imaging situations it turns out
that thetrilinear constraints are somewhat morerobust than the
bilinear ones[7, 3].

5.3 Quadrilinear Constraints

Finally, the quadrilinear, four image Grassmannian constraint
[ Ad2434s y Biy BoyBay Bl — (0 corresponds to an 8 x 8
basic reconstruction minor selecting two rows from each of
four images. In this case the simplest form of the constraint
tensor is just a direct selection of 3* = 81 components of the
Grassmannian itself

HA1A2A3A4 = IA1A2A3A4 — 4_].IP(1?1P?2P1643P§4 eabcd

Dualizing the indices from each image separately gives the
quadrilinear constraint
0 = € A,B1C1 EA,B,C, € AsBsCs €A4BLCy

. HB1B2B3B4X01X02X03XC4

_ 1 Bi1_C B, _C
= (eAlBlclPalx 1) (EAszoszzx 2)-
B: B
.(;5143]33031:)C 3XCg) (€A4B4C4Pd4XCA) eabcd

This must hold for each of the 3* = 81 valuesof A;A,A3A,.
Again the constraints with A; along the direction x4 for any
i =1,...,4vanish identically, so for any given quadruple of
points there are only 2* = 16 linearly independent constraints
among the 3* = 81 equations.

Together, these constraints say that for every possible choice
of four planes, one through the optical ray of x4¢ for each
i=1,...,4, the planesmeet in apoint. By fixing three of the
planes and varying the fourth we immediately find that each
of the optical rays passes through the point, and hence that
they al meet. This brings us back to the two and three image
sub-cases.

Again, thereis nothing algebraically new here. The3* = 81
components of the quadrilinear constraint tensor are linearly
independent of each other and of the 4 x 3 x 27 = 324 tri-
linear and 6 x 9 = 54 bilinear tensor components; and the
2* = 16 linearly independent quadrilinear scalar constraints
are linearly independent of each other and of the linearly in-
dependent 4 x 3 x 4 = 48 trilinear and 6 x 1 = 6 bilinear
congtraints. However there are only 11m — 15 = 29 algeb-
raically independent tensor components in total, which give
2m — 3 = 5 algebraically independent constraints on each
4-tuple of points. The quadrilinear constraint is algebraically
equivalent to various different combinations of two and three
image constraints, and vice versa.

5.4 Further Results

The Grassmann tensor also contains the epipolesin the form

7= meAiBiCi |

AJ' EAiBiCi

€;

[AiAiBiCi e;
This exhausts the (') components of the Grassmannian, so
modulo a choice of scalings the Grassmannian can be recon-
structed linearly from the compl ete set of matching tensorsand
epipoles.

The Grassmann  structural simplicity  relations
[ @ozez(fo 1 A1820564 — 0 induce a rich set of quadratic iden-
tities between the matching tensors of up to 8 images. The
smplestisjust F 4,4, €142 = 0. Many more are listed in [9].

The formalism also extends to lines and other types of sub-
space. For any number of 2D images of 3D linesthe only type
of matching constraint is Hartley’s trilinear one [4]. The re-
lationships between trilinear line and point constraints emerge
very clearly from thisapproach. One can also derivethetheory
of homographic images of planes (2D worlds) and matching
congtraintsfor 1D (linear) camerasin this way.

Matching constraints are closely associated with minimal
reconstruction techniquesthat reconstruct world objectsfrom



the absolute minimum amount of image data. In 3D there
are bilinear and trilinear minimal reconstruction techniques
for points and bilinear ones for lines. Reprojection of the
reconstructions gives matching tensor based methods for the
transfer of structure between images.

Finally, given a sufficient set of matching tensors one can
exhibit ‘reconstruction’ techniques that work directly in the
joint image without reference to any world space or bass.
The‘reconstructions’ are somewhat implicit, but they really do
contain all of the relevant structure and with a choice of basis
they reduce to more familiar coordinate-based techniques.

6 Summary

The combined homogeneous coordinates of a set of m per-
spective images of a 3D scene define an abstract projective
joint image space containing a 3D projective subspace called
the joint image. This is a faithful projective replica of the
sceneinimage coordinatesdefined intrinsically by theimaging
geometry. Projective reconstruction is a canonical geometric
processin the joint image, requiring only arescaling of image
coordinates. A choice of basis in the joint image allows the
reconstruction to be transferred to world space.

There are multilinear matching constraints between the
images that determine whether a set of image points could be
the projection of asingle world point. For images of 3D points
only three types of constraint exist: the bilinear epipolar one,
Shashua’s trilinear three-image one and a new quadrilinear
four-image one. For 3D lines the only type of constraint is
Hartley’strilinear three-image one.

All of the constraintsfit into asingle geometric object, the 4
index joint image Grassmannian tensor. Thisis an algebraic
encoding of thelocation of thejoint image. The matching con-
straints are linearly independent but algebraically dependent:
structural constraints on the Grassmannian tensor induce arich
family of quadratic identities between them.

Appendix: Grassmann Coordinates

A k dimensiona projective subspace in d-dimensions can be spe-
cified by choosing a k + 1 element basis {u{|i =0,...,k} of
vectors that span it, or dually by giving a d — k element basis
{Wili =k+1,...,d+ 1} of linear forms orthogonal to it (i.e. the
subspace is {x*|Wix* =0,i =k +1,...,d+ 1}). Given achoice
of basis for the embedding space, the u’s can be thought of as the
columnsof a(d + 1) x (k+ 1) rank k£ + 1 matrix U and thew’s as
therowsof a(d — k) x (d+ 1) rank d — k matrix W. Up to scale, the
(k+ 1) x (k+ 1) minors of U are exactly the components of the an-
tisymmetric Grassmann tensor u® s = ul’®...u’* Similarly,

the (d — k) x (d — k) minors of W are the components of the dual
Grassmann tensor Wa, ,;.-ay ., = ﬁjkll - wjdf . By the rank

conditions on U and W, neither of these tensors vanlsh The usual
determinant-of-a-product ruleimpliesthat under a (k + 1) x (k + 1)
linear redefinition uy — Z —o j/\J of the spanning basis uf , the
components of u® "%k are smply rescaled by Det(A). Similarly,
Wayygaqq 1S iNVariant up to scae under (d — k) x (d — k) re-
definitions of wi. A point x? lies in the subspace if and only if the
(k + 2) x (d + 1) matrix formed by appending the column vector
of x? to U is rank deficient, i.e. if and only if uleo—ax xax+1l = q,

Dualy, x* lies in the subspace if and only if wix® = 0 for all
i =k+1,...,d+1and thisis equivalent to W, ,,...a;6 X’ = O.
Finaly, itturnsout that uptoscale u™® " ** andWq,, , ;--a 4, Ar€ENSOr
duals of one another.

In summary, up to scale the antisymmetric Grassmann tensor
uo ek (or dually W, ;---a4,) Uniquely characterizes the subspace
and is characterized by it, independent of the basis chosen to span
the subspace. This can be used to algebraize projective geometric
relationships. For example the union (span) of two nonintersecting
subspaces is just ul®o @k ybo b1l and dually the intersection of two
minimally intersecting SUbSPaces iSWia, ;- -ayyy Xbyp1-bayl-

However, athough each subspace specifiesaunique antisymmetric
tensor, very few tensors specify subspaces. Those that do are called
simple because they can be factorized in the form u[“0 --qu] for

some set of ui. This occurs exactly when either of the following
equivalent quadramic Grassmann simplicity relations are satisfied
UGO"'[ak ubO"'bk] =0
(*u)ak+1---adc ucbl---bk =0

Thesestructural relationsobviously hold for any simpletensor because
some vector always appears twice in an antisymmetrization. One
can also show that they do not hold for any non-simple one. They
restrict the (;/17)-dimensional space of (k + 1)-index skew tensors
to a (k + 1)(d — k) dimensional quadratic subvariety that exactly
parameterizes the possible subspaces. Grassmann coordinates are
linearly independent but quadratically highly redundant.
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