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Chapter 1

Foreword and Motivation

Significant progress has recently been made by applying fowh classical projective and algebraic

geometry to fundamental problems in computer vision. Toesertent this work was foreshadowed

by early mathematical photogrammetrists. However the modpproach has gone far beyond these
early studies, particularly as regards our ability to dedhwnultiple images and unknown camera

parameters, and on practical computational issues sudalaitity, robustness and precision. These
new techniques are greatly extending the scope and fleyibflidigital photogrammetric systems.

This tutorial provides a practical, applications-orighietroduction to the projective geometry
needed to understand these new developments. No curremilgldie textbook covers all of this
material, although several existing texts consider paftd. oKanatani's book [11] studies many
computational and statistical aspects of computer visioa projective framework. Faugeras [4]
investigates the geometric aspects of 3D vision, includigperal of the projective results obtained by
his team before 1993. The collections edited by Mundy, Zieae and Forsyth [18, 19] summarize
recent research on the applications of geometric invaismtomputer vision: projective results are
central to this programme.

Mathematical introductions to projective geometry candagnfl in many books. A standard text
covering the necessary aspects of both projective and @igetpeometry is Semple and Kneebone
[23]. Unfortunately this is currently out of print, howewverany scientific libraries have it and it is
said to be reprinting soon.

Synopsis: Chapter 1 provides initial motivation and discusses theestive model of image pro-
jection. Chapter 2 formally describes the basic propenigsrojective space. Chapter 3 considers
projective invariants and the cross ratio. Chapter 4 coagptre basic structures of projective, affine
and Euclidean geometries and shows how to specialize froent@nhe other. Finally, chapter 5
considers the problems of 3D reconstruction using uncatidar cameras and camera auto-calibration
under various prior hypotheses.

How to read these notes

You should be familiar with elementary calculus and lindgebra. Exercises are provided for each
chapter. You should at least skim through these: some jostge practice with the required compu-
tations, but others consider important problems and pstéaid need to be addressed more carefully.



1.1 Intuitive Considerations About Perspective Projection

1.1.1 An Infinitely Strange Perspective

The study of projective geometry was initiated by the pasité the Italian Renaissance, who wanted
to produce a convincing illusion of 3D depth in their architeal paintings. They made considerable
use of vanishing points and derived several practicalljulggometric constructions, for example to
split a projected square into four equal sub-squares, ontbtfie projection of a parallelogram when
the projection of two of its sides are known.

*
* *

Figure 1.1: Landscape with horizon

Look at figure 1.1: the edges of the road are parallel linesDrsface, but in the image they
appear to converge as they recede towards the horizon. meefithe horizon is formed by the
“infinitely distant points” orvanishing directionsf the ground plane. Any pair of parallel, horizontal
lines appears to meet at the point of the horizon correspgnidi their common direction. This is
true even if they lie at different heights above the grourashpl Moreover, any two horizontal planes
appear to come together in the distance, and intersect imatizon line or “line at infinity”.

All of these “intersections at infinity” stay constant as theserver moves. The road always seems
to disappear at the same point (direction) on the horizod tha stars stay fixed as you walk along:
lines of sight to infinitely distant points are always paghlbecause they “(only) meet at infinity”.

These simple examples show that our usual concepts of fintiengtry have to be extended to
handle phenomena “at infinity” that project to very finitedtions in images.

1.1.2 Homogeneous Coordinates

How can we handle all this mathematically? — Every point inraage represents a possible line
of sight of an incoming light ray: any 3D point along the rayjects to the same image point, so
only the direction of the ray is relevant, not the distancehaf point along it. In vision we need
to represent this “celestial” or “visual sphere” of incomiray directions. One way to do this is by
their two image €.9. pixel) coordinategz, y). Another is by arbitrarily choosing some 3D point
along each ray to represent the ray’s direction. In this easeeed three “homogeneous coordinates”
instead of two “inhomogeneous” ones to represent each rays Seems inefficient, but it has the
significant advantage of making the image projection preocasch easier to deal with.

In detail, suppose that the camera is at the ori@ird, 0). The ray represented by “homogeneous
coordinates{ X, Y, T') is that passing through the 3D point, Y, 7). The 3D point\ - (X, Y, T) =
(AX, AY, AT') also lies on (represents) the same ray, so we have the ruleetitaling homogeneous
coordinates makes no difference:

(X,Y,T) ~ MX,Y,T) = (AX, \Y,\T)

4



If we suppose that the image plane of the camerd is- 1, the ray through pixe(z, y) can be
represented homogeneously by the ve¢tory, 1) ~ (27, yT', T') for any depthl’ # 0. Hence, the
homogeneous point vectdX, Y, T') with 7" # 0 corresponds to the inhomogeneous image point
(%, %) onthe pland’ = 1.

But what happens whehi = 0? — (X, Y, 0) is a valid 3D point that defines a perfectly normal
optical ray, but this ray does not correspond to any finitebik is parallel to the plan& = 1 and
so has no finite intersection with it. Such rays or homogese®gtors can no longer be interpreted
as finite points of the standard 2D plane. However, they carndveed as additional “ideal points” or
limits as(z, y) recedes to infinity in a certain direction:

Y .
II"ILHO (77 Tv 1) ~ ILILHO (X7 Y, T) - (X7 Y, 0)
We can add such ideal points to any 3D plane. In 2D images qfltmee, the added points at infinity
form the plane’s “horizon”. We can also play the same tricktlom whole 3D space, representing
3D points by four homogeneous coordinatés Y, Z, T) ~ (AX, \Y,\Z,AT) ~ (¥, %, £ 1) and
adding a “plane at infinity”7” = 0 containing an “ideal point at infinity” for each 3D direction
represented by the homogeneous ve¢forY, 7, 0). This may seem unnecessarily abstract, but it
turns out that 3D visual reconstruction is most naturallgressed in terms of such a “3D projective
space”, so the theory is well worth studying.

Line coordinates: The planar line with equatiom: + by + ¢ = 0 is represented in homogeneous
coordinates by the homogeneous equation, ¢) - (X, Y,T) = a X +bY +¢T" = 0. If the line vector
(a,b,c)is (0,0, 1) we get the special “lineT" = 0 which contains only ideal points and is called the
line at infinity. Note that lines are represented homogeneously as 3 comipegators, just as points
are. This s the first sign of a deep and powetdjective dualitypetween points and lines.

Now consider an algebraic curve. The standard hyperboleebaationzy = 1. Substitute
r = %,y = % and multiply out to getXY = 72, This is homogeneous of degree 2. In fact, in
homogeneous coordinates, any polynomial can be re-exgotessa homogeneous one. Notice that
(0, A, 0)and(, 0,0) are valid solutions o Y = T2 the homogeneous hyperbola crossesitagis
smoothly aty = oo and they axis smoothly at: = oo, and comes back on the other side (see fig.
1.2).

Figure 1.2: Projectively, the hyperbola is continuous &sasses the andy axes

Exercise 1.1: Consider the parabolay = 2%. Translate this into homogeneous coordinates and
show that the line at infinity is tangent to it. Interpret ttengjent geometrically by considering the
parabola as the limit ag tends toxo of the ellipse2kz? + (y — k)? — k? = 0 (hint: this has tangent

y = 2k).



Exercise 1.2: Show that translation of a planar point ky, b) is equivalent to multiplying its ho-
mogeneous coordinate column vector by

e R e R
O = O
_ o 2

Exercise 1.3: Show that multiplying the affin@€. inhomogeneous) coordinates of a point a2
matrix A is equivalent to multiplying its homogeneous coordinates b

0
A 0
00| 1

What is the homogeneous transformation matrix for a poiatigrotated by anglé about the origin,
then translated bya, b)?

1.2 The Perspective Camera

1.2.1 Perspective Projection

Following Durer and the Renaissance paintpesspective projectionan be defined as follows (see
fig. 1.3). Thecenter of projectioris at the originD of the 3D reference frame of the space. The image
planell is parallel to thg#, i) plane and displaced a distanté€focal lengtl) along thez axis from

the origin. The 3D point projects to the image point The orthogonal projection @ ontoll

is theprincipal pointo, and thez axis which corresponds to this projection line is firencipal axis
(sometimes called thaptical axisby computer vision people, although there is no optic heedl at
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Figure 1.3: Standard perspective projection

Let (z, y) be the 2D coordinates pfand(.X, Y, 7) the 3D coordinates aP. A direct application
of Thales theorem shows that:
JX Y
xr = — = —

z Y7z
We can assume thgt= 1 as different values of just correspond to different scalings of the image.
Below, we will incorporate a full camera calibration intetimodel. In homogeneous coordinates, the



above equations become:

z X 1 000 ;(
1 A 0010 1

In real images, the origin of the image coordinates is nopthrecipal point and the scaling along each
image axis is different, so the image coordinates undergathdr transformation described by some
matrix K. Also, the world coordinate system does not usually coimeiith the perspective reference
frame, so the 3D coordinates undergo a Euclidean motiorrithesidoy some matrix/ (see exercise
1.3), and finally we have:

X

M

X
Y
Z (1.1)
1

o O =
o = O
_ o o
o o O

Y ~ K
1

M gives the 3D position and pose of the camera and thereforsikategrees of freedom which
represent thexterior (or extrinsig camera parameters. In a minimal parametrizatibh has the
standard 6 degrees of freedom of a rigid motiéhis independent of the camera position. It contains
theinterior (or intrinsic) parameters of the camera. It is usually represented as ger agangular
matrix:

Sy Sg Ug
K=1 0 s, v (1.2)
0 0 1

where s, ands, stand for the scalings along theandy axes of the image plane; gives the
skew (non-orthogonality) between the axes (usually= 0), and(ug, vo) are the coordinates of the
principal point(the intersection of the principal axis and the image plane)

Note that in homogeneous coordinates, the perspectivegiion model is described by linear
equations: an extremely useful property for a mathematicadel.

1.2.2 Real Cameras

Perspectivei(e. pinhole) projection is an idealized mathematical modelhaf behaviour of real
cameras. How good is this model? — There are two aspectsstoetktirinsic and intrinsic.

Light entering a camera has to pass through a complex letexsybslowever, lenses are designed
to mimic point-like elements (pinholes), and in any casedémmera and lens is usually negligibly
small compared to the viewed region. Hence, in most prdaitizations the camera is “effectively
point-like” and rather accurately satisfies #hrinsic perspectivassumptions(i) for each pixel, the
set of 3D points projecting to the pixalg€. whose possibly-blurred images are centered on the pixel)
is a straight line in 3D space; ai(i@) all of the lines meet at a single 3D point (tbptical centey.

On the other hand, practical lens systems are nonlinear ameasily introduce significant dis-
tortions in theintrinsic perspectivenapping from external optical rays to internal pixel cooates.
This sort of distortion can be corrected by a nonlinear defiiron of the image-plane coordinates.

There are several ways to do this. One method, well knowneérptiptogrammetry and vision
communities, is to explicitly model the radial and deceingguistortion (see [24]): if the center of
the image iquo, vo), the new coordinate@’, y’) of the corrected point are given by

2 = a4 kTr? 4+ ket 4 kTt 4+ Pl(QEZ + r2) + 2Py
Y = Y+ kgt 4 keyrt + ksyr® + R (27 + %) + 2P3y
wherez =z —ug, =y —ug, r =7+ 7
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This linearizes the image geometry to an accuracy that Gohee- 10~° of the image size [1]. The
first order radial distortion correctioky usually accounts for about 90% of the total distortion.

A more general method that does not require knowledge of thneipal point and makes no
assumptions about the symmetry of the distortion is baseal fandamental result in projective ge-
ometry:

Theorem: In real projective geometry, a mapping is projective if amdlyaf it maps lines onto either
lines or points.

Hence, to correct for distortion, all we need to do is to obsestraight lines in the world and
deform the image to make their images straight. Experimgegsribed in [2] show accuracies of up
to 1-10~* of the image for standard off-the-shelf CCD cameras. Fidutéllustrates the process: line
intersections are accurately detected in the image, fotlmerh are selected to define a projective basis
for the plane, and the others are re-expressed in this frartdgarturbed so that they are accurately
aligned. The resulting distortion corrections are theriipblated across the whole image. Careful

R D R P
G G, G, G,

. I A J 1
| N |

3 1[ IREN [ Fé[ 7
FTF 2 g

(a) Points are first located with respect to a (b) A projective mapping then brings the
four point projective basis points back to their aligned positions

Figure 1.4: Projective correction of distortion

experiments showed that an off-the-shélfZ x 512) CCD camera with a standard frame-grabber
could be stably rectified to a fully projective camera modehm accuracy of /20 of a pixel.



Chapter 2

Basic Properties of Projective Space

2.1 Projective Space

Given a coordinate system;dimensional reahffine spacés the set of points parameterized by the
set of alln-component real column vectofs, ..., z,)" € IR".

Similarly, the points of reak-dimensionalprojective spacdP” can be represented by+ 1-
component real column vecto(s, ..., z,.1)' € IR"T!, with the provisos that at least one coor-
dinate must be non-zero and that the vectars . .., z,41) " and(Azy,..., Az, 41) ' represent the
same point ofP” for all A # 0. Thex; are callechomogeneous coordinat&s the projective point.

2.1.1 Canonical Injection of [R” into IP"

Affine spacelR” can be embedded isomorphically/i#* by the standard injectiofx, .. ., z,) —
(z1,...,2,,1). Affine points can be recovered from projective ones with; # 0 by the mapping
a1 T a1 T
Tlyewoy Ty ~ Yo eny , 1) — Yo eny
( ! +1) (wn—l—l Tn41 ) (wn—l—l Tn41

A projective point withz,,.; = 0 corresponds to an ideal “point at infinity” in thie, ..., z,,) direc-
tion in affine space. The set of all such “infinite” points sting the homogeneous linear constraint
z,+1 = 0 behaves like a hyperplane, called the hyperplane at infinity

However, these mappings and definitions are affine rather phajective concepts. They are
only meaningful if we are told in advance that,, ..., z,) represents “normal” affine space and
z,+1 IS @ special homogenizing coordinate. In a general projecpace any coordinate (or linear
combination) can act as the homogenizing coordinate artdypkrplanes are equivalent — none is
especially singled out as the “hyperplane at infinity”. Tdéssues will be discussed more fully in
chapter 4.

2.1.2 Projective Mappings

Definition: A nonsingular projective mappirzetween two projective spaces is any mapping defined
by multiplication of homogeneous coordinates by a full ramktrix. A collineationon IP* is an
invertible projective mapping dP” onto itself.

All projective mappings can be represented by matrices. Als momogeneous coordinate vec-
tors, these are only defined up to a non-zero rescaling.



Example: P! — IPl. The general case of a collineation is:

()= (o)) = ()

with ad — ed # 0. Providedt # 0 andcz + d # 0, this can be rewritten in inhomogeneous affine

coordinates as: ,
z az + b %
( 1 ) — ( cx+d ) ( 1

Property: A translation in affine space corresponds to a collineatieanving each point at infinity
invariant.

Proof: The translationz1, ..., z,, 1) — (21 + a1,...,2, + a,, 1) can be represented by the
matrix:

1 0 ay
A= :
0 1] a,
0 0] 1
ObviouslyA(z1, ..., 2, 0)T = (21, ..., 2, 0). 0

More generally, any affine transformation is a collineatioecause it can be decomposed into a
linear mapping and a translation:

Y1 X1 ty
=A

Yn Tn tn

_|_

In homogeneous coordinates, this becomes:

Y 51 T
Yn B tn Ln
1 0...0] 1 1

Exercise 2.1: Prove that a collineation is an affine transformation if aodly if it maps the hyper-
plane at infinityz,,.1 = 0 into itself {.e. all points at infinity are mapped onto points at infinity).

Camera calibration: Assuming that the camera performs a exact perspectivegiimjgsee 1.1.2),
we have seen that the image formation process can be exp@ssaeprojective mapping frof> to
IP?. Projective camera calibratiois the computation of the projection matrix associated ik
mapping. This is usually done using a set of points whose 8Btions(X, Y, Z, T) T are known. If
a pint projects to pixel coordinatés, v), the projection equations can be written:

A ;(

AV =P

N VA
1

Taking ratios to eliminate the unknown scale factpwe have:

P11 + P12y + P132 + P14
P31% + P32y + P33z + Pag

, — bn? + P22y + P23z + Paa 2.1)
P31% + P32y + P33z + Pag

u =

10



As P is only defined up to an overall scale factor, this system Hasnknowns. At least 6 points are
required for a unique solution, but usually many more padmésused in a least squares optimization
that minimizes the effects of measurement uncertainty.

The projection matrixP contains both interior and exterior camera parameters. \lenat
consider the decomposition process here, as the exter@ntation/interior calibration distinction is
only meaningful when projective space is reduced to Eualide

Exercise 2.2: Assuming perspective projection centered at the origitogtanez = 1, and aZ, i/
image reference frame corresponding to fhe directions of the 3D reference frame, prove that the
projection matrixP has the form

1
P=10
0

o = O
o0 = o o
o o O

The null space oP (the set ofX such thatPX = 0)
the 3D point(z, y, 0) project to?

orresponds to which 3D poidt ? What does

2.1.3 Projective Bases

A projective basidor IP" is any set of: + 2 points of ", non + 1 of which lie in a hyperplane.
Equivalently, the(» + 1) x (n + 1) matrix formed by the column vectors of anyt 1 of the points
must have full rank.

It is easily checked thaft(1,0,...,0)",(0,1,0,...,0)T,...,(0,...,0,1) ", (1,...,1) T} forms
a basis, called theanonical basis It contains the points at infinity along each of theoordinate
axes, the origin, and thenit point(1,...,1)T. Any basis can be mapped into this standard form by
a suitable collineation.
Property: A collineation on/P™ is defined entirely by its action on the points of a basis.

A full proof can be found in [23]. We will just check that thesiee the right number of constraints
to uniquely characterize the collineation. This is desaliby an(n + 1) x (n + 1) matrix A, defined
up to an overall scale factor, so it has+ 1)2 — 1 = n(n + 2) degrees of freedom. Each of the- 2
basis pointimagedb; ~ b’ providesr constraintsif + 1 linear equations defined up a common scale
factor), so the required total ef(n + 2) constraints is met.

Exercise 2.3: Consider three non-aligned points in the plane, and their barycenter g. Check that
in homogeneous coordinatés, y, 1), we have

3
g~ ai
=1

An analogous relation holds for the unit point in the canahlzasis.

2.1.4 Hyperplanes and Duality
The Duality Principle

The set of all points idR"™ whose coordinates satisfy a linear equation
ale—l—...—l—aan—l—anH:O )_()EBn

is called ahyperplane Substituting homogeneous coordinafés= z;/x,11 and multiplying out,
we get a homogeneous linear equation that represdntpexplane inP":

n+1
(6117---7%4-1)'(9617---79€n+1)=Zaiﬂﬁizo ¥e P" (2.2)
=1

11



Notice the symmetry of equation (2.2) between the hypemlarefficients(ay, ..., a,+1) and the
point coefficient§z1, ..., z,4+1). For fixed# and variablei, (2.2) can also be viewed as the equation
characterizing the hyperplang@gassing through a given poiat In fact, the hyperplane coefficients
@ are also only defined up to an overall scale factor, so thesspiall hyperplanes can be considered
to be another projective space called thual of the original spacd””. By the symmetry of (2.2), the
dual of the dual is the original space.

An extremely importandluality principlefollows from this symmetry:

Duality Principle : For any projective result established using points and hgiames, a symmetrical
result holds in which the roles of hyperplanes and pointdrterchanged: points become planes, the
points in a plane become the planes through a pa@ta,

For example, in the projective plane, any two distinct peidefine a linei(e. a hyperplane in
2D). Dually, any two distinct lines define a point (their irgection). Note that duality only holds
universally in projective spaces: for example in the affitenp parallel lines do not intersect at all.

Desargues Theorem

Projective geometry was invented by the French matheraatiDiesargues (1591-1661) (for a bi-
ography in French, selttp://bibl.ulb.ac.be/coursmath/bio/desargueht®ne of his theorems is

considered to be a cornerstone of the formalism. It staggsThvo triangles are in perspective from
a pointif and only if they are in perspective from a line” (e 2.1):

Theorem: LetA, B,C'andA’, B, C’ be two trianglesin the (projective) plane. The linkd’, BB', C'C’
intersectin a single pointif and only if the intersectiofisorresponding sidesA B, A’ B), (BC, B'C"),
(CA,C"A") lie on a single line.

Figure 2.1: Two triangles in a Desargueian configuration

The theorem has a clear self duality: given two triplets né&{«, b, ¢} and{«’, b’, ¢'} defining
two triangles, the intersections of the correspondingssitee on a line if and only if the lines of
intersection of the corresponding vertices intersect iniatp

We will give an algebraic proof: LeP be the common intersection afA’, BB', C'C’. Hence
there are scalars, 3, v, o/, 5,4’ such that:

aA—dA' =P aA - (3B =dA - 3B
BB—-p'B =P ; —= < BB-~C=03B —~C"
vC'—4'C"'=P O — aA =+'C" — A

This indicates that the pointA — 3B on the lineAB also lies atw’ A’ — §'B’ on the lineA’B’, and

12



hence corresponds to the intersectiondd® and A’ B’, and similarly for3B — vC' = BC n B'C’
andyC' — aA = CANC'A’. But given that

(ad = BB) + (BB = 1C) + (€ — ad) = 0

the three intersection points are linearly dependentcollinear. 0

Exercise 2.4: The sun (viewed as a point light source) casts on the plamaurgd the shadow
A'B'C" of a triangular roof ABC' (see fig. 2.2). Consider a perspective image of all this, dnavs
that it is a Desargueian configuration. To which 3D line ddas line of intersections in Desargues
theorem correspond? If a further poiht in the planeA BC' produces a shadow’, show that it is
possible to reconstruct the imagebffrom that of D’.

el

Figure 2.2: Shadow of a triangle on a planar ground

Hyperplane Transformations

In a projective space, a collineation can be defined bfnits 1) x (n + 1) matrix M with respect to
some fixed basis. IX and X’ are the coordinate vectors of the original and transfornm@dtp, we
have

X' =MX.

This maps hyperplanes of points to transformed hyperplaanes we would like to express this as
transformation of dual (hyperplane) coordinates. Heand A’ be the original and transformed hy-
perplane coordinates. For all pointswe have:

AX =0« A X' =0 AMX =0
The correct transformation is therefaéM = A or:

A= AM™!
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or if we choose to represent hyperplanes by column vectors:
All‘ _ (M—l)tAt

Of course, all of this is only defined up to a scaling factore Thatrix A/* = (M ~!)! is sometimes
called thedualof M.

2.2 Linear Algebra and Homogeneous Coordinates

This section gives some examples of the power of linear atgeb homogeneous coordinates as a
tool for projective calculations.

2.2.1 Lines in the Plane and Incidence

We will develop the theory of lines in the projective plaffi&. Most of the results can also be
extended to higher dimensions.

Let M = (z,y,t)T andN = (u,v,w) be homogeneous representatives for two distinct points
in the planei(e. M and N are linearly independent 3-vectosl = AN). Let L = (a,b, c¢) be a the
dual coordinates of a line (hyperplane) in the plane. By tfindion of a hyperplanel/ lies onl,
if and only if the dot producL - M vanishesij.e. if and only if the 3-vectorl is orthogonal to the
3-vectorM. The lineM N throughM andN must be represented by a 3-vectoorthogonal to both
M and /N, and hence proportional to the cross produtix N:

yw — tv
L~MxxN=| tu—zw
TV — yu

Sincex is bilinear, the mapping/ — M N for fixed NV is a linear mapping defined by the matrix

0 w o —v
—w 0 u
v —u 0

The vectorN generates the kernel of this mapping.

Another way to characterize the lidé NV is as the set of point8 = AM + N for arbitrary A, p.
Evidently

(MxN)-P = AMMXN)-M+pu(MxN)-N
= 040=0

Dually, if L and L’ are two lines defined by their dual coordinates, thént+ L’ is some other
line through the intersectioN of L andZ’ (sincel - X = 0= L’'- X implies(AL + pL') - X = 0).
As ) : u varies, this line traces out the entire pencil of lines tigtoX . By duality, X = L x L'

One further way to approach lines is to recall thatdf N and P are collinear, each point is a
linear combination of the two others. In particular, the: 3 determinan{M N P| vanishes. IfAM
andN are fixed, this provides us with a linear constraint tRainust satisfy if it is to lie on the line:
IMNP|= (M x N)-P=0.
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2.2.2 The Fixed Points of a Collineation

A point A is fixed by a collineation with matri¥/ exactly whenH A ~ A,i.e. HA = aA for some
scalara. In other words,A must be a right eigenvector @¢f. Since an(n + 1) x (n + 1) matrix
typically hasn + 1 distinct eigenvalues, a collineation#™ typically hasn + 1 fixed points, although
some of these may be complex.

H maps the line through any two fixed pointsand B onto itself: H (AA + uB) = a A+ SuB.
In addition, if A and B have the same eigenvalue & ), AA + pB is also an eigenvector and
the entire lineA B is pointwise invariant. In fact, the pointwise fixed subsgmof P under H
correspond exactly to the eigenspacegidd repeated eigenvalues (if any).

Exercise 2.5: Show that the matrix associated with a plane translatios &driple eigenvalue, but
that the corresponding eigenspace is only two dimensioRabvide a geometric interpretation of
this.

Exercise 2.6: In 3D Euclidean space, consider a rotation by anglabout thez axis. Find the
eigenvalues and eigenspaces, prove algebraically thatdtegion axis is pointwise invariant, and
show that in addition the “circular points” with complex catinates(1,:,0,0) " and (1, —,0,0) "
are fixed.
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Chapter 3

Projective Invariants & the Cross Ratio

Following Klein's idea of studying geometry by its transfaations and invariants, this chapter fo-
cuses on the invariants of projective geometry. These fambasis of many other results and help to
provide intuition about the structure of projective spatiee simplest projective invariant is ticeoss
ratio, which generates a scalar from four points of any 1D proyectpaced.g. a projective line).

3.1 Some Standard Cross Ratios

3.1.1 Cross-Ratios on the Projective Line

Let M and N be two distinct points of a projective space. The dimensiithe underlying space
is irrelevant: they might be points in the projective lindane or 3D space, hyperplanetc The
projective line betweeid and N consists of all pointst of the form

A=AM+ uN

Here(A, i) are the coordinates of in the 2D linear subspace spanned by the coordinate vetfors
and N. Projectively, (A, 1) are only defined up to an overall scale factor, so they realyesent
homogeneous coordinates on the abstract projectivelthom M to N, expressed with respect to
the linear basis of coordinate vectdrd/, N }.

Let 4;,7 = 1,...,4 be any four points on this line. Their cross rafid,, A,; A3, A4} is defined
to be:

Aipiz — /\3M1)(/\2H4 - /\4,u2)
Alflg — /\4M1)(/\2H3 - /\3,u2)
At/ = As/pz) Ao/ pz — A/ i)
At/ — Aa/pa) Ao/ pz — As/ps)

a/0 = oo is a permissable value for the cross ratio. If the numeratdrdenominator both vanish at
least three of the /. must be identical, so by I'Hpital’s rule the cross ratid.isThe key property

of the cross ratio is that it is invariant under collineas@nd changes of basis. In other words, it is a
projective invariant

{A17A2;A37A4} = (31)

Py [

Theorem: The cross ratio does not depend on the choice of bssnd NV on the line. IfH is a
collineation, then{Ah A27 Ag, A4} = {HAh 1{1427 1{1437 HA4}

See [23] for detailed proofs. In fact, invariance undericetions need only be verified on the
projective linelP!:
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Exercise 3.1: On the projective line, collineations are represented bysingular2 x 2 matrices:

N a b A
Show explicitly that the cross ratio is collineation invant (Hint: Au’ — X' = det(’ 2ﬁ)).

Cross Ratios and Length Ratios: In (X, 1) coordinates on the ling/ N, N is represented b0, 1)

and serves as the “origin” and is represented byl, 0) and serves as the “point at infinity”. For an
arbitrary pointA = (A, i) + (1,0), we can rescalé\, u) to 4 = 1, and represent by its “affine
coordinates(’\, 1), or justA for short. Since we have mappéd to infinity, this is just linear distance
along the line fromV. Hence, setting; = 1 in 3.1, the cross ratio becomes a ratio of length ratios.
The ancient Greek mathematicians already used cross matileis form.

Exercise 3.2: Let D be the point at infinity on the projective line, and l&t B, C' be three finite
points. Show that L
AC
A B' C D = =
{ 1 1 1 } BC

Exercise 3.31f M N is the line between two poinfd and NV in the projective plane, use the, ;)

parameterization and the results of section 2.2.1 to shatttte cross ratio of four pointd, B, ', D

on the lineis
(AxC)-(BxD)

(AXD)-(BxC)

{A,B;C,D} =

Cross Ratios and Projective Bases: In section 2.1 we saw that any 3 distinct points on the projec-
tive line can be used as a projective basis for it. (NB: if weoapecify their homogeneous scales,
only two are needed, as with/ and N above). The cross ratib = {A, B; C, D} of any fourth
point D with the points of a projective basi$, B, C' definesD uniquely with respect to the basis.
Rescaling tq:; = 1 as above, we have

AL — As)Az + (As — A) Ak
(A1 = A3) + (As — Ak
As this is invariant under projective transformations, ¢thess ratio can be used to invariantly position

a point with respect to a projective basis on a line. A dirggdliation is reconstruction of points on
a 3D line using measured image cross ratios.

= (32)

Exercise 3.4: In an image, we see three equally spaced trees in a line.diixplow the position of
a fourth tree in the sequence can be predicted. If the firgt ligs atA = 0 on the image line, the
second lies at and the third at, what is the image coordinate of the fourth tree?

3.1.2 Cross Ratios of Pencils of Lines

Let U andV be two lines in the projective plane, defined by their dualrdowte vectors. Consider
a set of lineg1W;} defined by:
W= XU+ V

with the (\;, i;) defined up to scale as usudlV;} belongs to theencil of linesthrough the inter-
section of/ andV (c.f. section 2.2.1), so eadlr; passes through this point. As in section 3.1.1, the
cross ratio{ Wy, Wy; W3, Wy} is defined to be the cross ratio of the four homogeneous coateli
pairs(A;, ;). Dually to points, we have:
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Theorem: The cross ratio of any four lines of a pencil is invariant undellineations.
Cross ratios of collinear points and coincident lines ankdd as follows:
Theorem: The cross ratio of four lines of a pencil equals the crossrafitheir points of intersection

with an arbitrary fifth line transversal to the pencilg€. not through the pencil’'s centre) — see fig.
3.1.

Figure 3.1: The cross ratio of four lines of a pencil

In fact, we already know that the cross ratios of the intdisagoints must be the same for any
two transversal lines, since the lines correspond bijebtito one another under a central projection,
which is a collineation.

The simplest way to establish the result is to recall theiliwersection formulae of section 2.2.1.
If U andV are the basis 3-vectors for the line pencil, andés the transversal line, the intersection
points of L with U, V- andAU + pV are respectively, x U, L x V- andA(L x U) 4+ p(L x V). In
other words, thé, 1) coordinates of a line in the basi#/, '} are the same as thia, 1) coordinates
of its intersection withl. in the basi§ L. x U, L x V'}. Hence, the two cross ratios are the same.
Another way to prove the result is to show that cross ratioefths along the transversal line
can be replaced by cross ratios of angle sines, and henaedagendent of the transversal line chosen
(c.ffig. 3.1): o
AC-BC  sin(0OA,0C) sin(OB,0D)
AD-BD sin(OA,0D) sin(OB,0C)
However, this is quite a painful way to compute a cross raéionore elegant method uses determi-
nants:

(3.3)

Theorem (Mobius). Letl;,¢ = 1,...,4 be any four lines intersecting i?, and A;,i = 1,...,4
be any four points respectively on these lines, then

| OA1As | |OALA, |
| OA1 AL | |OAL A3 |

{L17L2;L37L4} = (34)

where| O A;A; | denotes the determinant of tAe< 3 matrix whose columns are the homogeneous
coordinate vectors of point3, 4; and 4;.

This 19th century result extends gracefully to higher disiens. To prove it, leta, b, 1), (z,y, 1)
and(u, v, 1) be the normalized affine coordinate vectorgbf4; andA;. Then

a T u a r—a u—a
OAA;l = | by v =]|b y—b v—0>
1 1 1 1 0 0
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= OA; x OA; = |0A;| |0A4;] -sin(OA;,0A;)

The vector’s lengths cancel out of the cross ratio of thesedeand if the coordinate vectors do not
have affine normalization, the scale differences canceicmut O

Projective Bases for the Projective Plane: Any four distinct coplanar points (no three of which
are collinear) form a projective basis for the plane theynspgaiven four such pointg, B, C, D, a
fifth point M in the plane can be characterized as the intersection ofio@ef the pencil througi
with one line of the pencil througPB (see fig. 3.2). Henceyl can be parameterized by two cross
ratios (one for each pencil). This construction fails whiddies on the lineD B: in this case, another
family of pencils has to be considered. This is a common pimamon in projective spaces: a single
system of coordinates does not cover the entire space wisigularities or omissions.

Figure 3.2: Locating a fifth point in a plane

Four-point bases can be used directly for visual reconstmiof coplanar 3D points. Given four
known points on a 3D plane and their perspective images,hadifknown point on the plane can
be reconstructed from its image by expressing the imageristef the four known image points,
and then using the same homogeneous planar coordiates) to re-create the corresponding 3D
point.

3.1.3 Cross Ratios of Planes

A pencil of planesn /P2 is a family of planes having a common line of intersectione Ehoss ratio

of four planedl; of a pencil is the same as the cross ratio of the lin@e$ intersection of the planes
with fifth, transversal plane (see fig. 3.3). Once againediiit transversal planes give the same cross
ratio as the figures they give are projectively equivalerite Mobius formula also extends to this
case: letP, () be any two distinct points on the axis of the plane pencil,.and = 1, . . ., 4 be points
lying on each planél; (not on the axis), then

| PQA1 A3 | | PQA3 A, |
| PQA1 Ay | | PQA2As |
where| PQA; A; | stands for a x 4 determinant of 4-component column vectors.

{H17 H27 H37 H4} =

3.2 Harmonic Ratios and Involutions

3.2.1 Definition

Let A, B, ', D be four points on a line with cross ratioe From the definition of the cross ratio,
it follows that the4! = 24 possible permutations of the points yield 6 different (lundtionally
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Figure 3.3: A pencil of planes

equivalent) cross ratios:
{A4,B;C,D} = {B,A;D,C}
{C,D; A, B}
{D,C; B, A}
= 1/{A,B;D,C}=k
{4,C;B, D} = 1/{A,C;D,B}=1-k
{A,D;B,C} = 1/{A,D;C,B}=1-1/k

In some symmetrical cases, the six values reduce to threeeorteso. When two points coincide,
the possible values afe 1 andoo. With certain symmetrical configurations of complex poitite
possible values aree?™/3 and—e~2"/3, Finally, whenk = —1 the possible values arel, 1/2 and
2. The Ancient Greek mathematicians called thraamonic configurationThe coupleg A, B) and
(C, D) are said to béaarmonic pairsand we have the following equality:

Hence, the harmonic cross ratio is invariant under intergieaof points in each couple and also (as
usual) under interchange of couples, so the couples canmisédeved to be unordered. Givea, B),
D is said to beconjugateto C' if { A, B; C, D} forms a harmonic configuration.

Exercise 3.5: If (' is at infinity, where is its harmonic conjugate?

The previous exercise explains why the harmonic conjugatemnsidered to be a projective ex-
tension of the notion of an affine mid-point.

3.2.2 The Complete Quadrangle

Any set of four non-aligned points, B, C', D in the plane can be joined pairwise by six distinct lines.
This figure is called theomplete quadrangleThe intersections of opposite sides (including the two
diagonals) produce three further poiis F, G (see fig. 3.4).

Property: The pencil of four lines based at each intersection of ogpastes is harmonic. For
example{ FA, FB; FE, FG} = —1.

A simple proof maps the quadrangle projectively onto a g, sending” andG to points at
infinity in two orthogonal directions. The four lines of thenil become parallel, with one being at
infinity. The line through® is obviously half way between those througland B, so by the previous
exercise the line configuration is harmonic. 0
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Figure 3.4: The complete quadangle

Exercise 3.6: Given the images, b, ¢ of two points4, B on a 3D line and its 3D vanishing point
(point at infinity)C, construct the projection of the mid-point 83 using just a ruler.

3.2.3 Involutions

Definition:  An involution is non-trivial projective collineationd whose square is the identity:
H? =1d.

Property: The mapping taking a point to its harmonic conjugate is awlation.

By the definition of a harmonic pair, the mapping is its owreirse. Using the cross ratio formula
(3.2), itis straightforward to check that it is also projeet 0

Exercise 3.7: Consider the affine lind,e. the projective line with the point at infinity fixed. Show
that the only affine involutions (projective involutionsgritkthe point at infinity) are reflections about
afixed point€.g.x — —uz, reflection abou®). Deduce that on the projective line, all involutions with
one fixed point have two fixed points, and thence that they miapspto their harmonic conjugates
with respect to these two fixed points.

Exercise 3.8: (NB: This is an algebraic continuation of the previous exee). Let a collineatioi/

be represented by & x 2 matrix as in exercise 3.1. Prove thathf is an involution therw = —d.
Show thatH always has two distinct fixed points, either both real or batimplex. Give arff that
fixes the complex points, 1) " and(—:,1)T, and show that i’ = Hx, then{A, B;z,2'} = —1.
Given the invariance of the cross ratio under complex cebitions, show that all involutions of the
projective line map points to their harmonic conjugateswitspect to the two fixed points of the
involution.

Involutions are useful when dealing with images of symnaatrobjects. Consider the simple case
of a planar object with reflection symmetry, as in fig. 3.5. Iy 8he lines joining corresponding points
of the object are parallel. In the image, all such lines me#teaprojection of the associated point at
infinity .5. The projection of the line of symmetry consists of pointgjogate toS with respect of
pairs of corresponding points on the shape. There is a ptaroduition of the image mapping points
on the object to their opposites, and fixifgand each point of the symmetry axis. Also, any line
through any two points of the figure meets the line throughueeopposite points on the axis: hence
the axis is easy to find given a few correspondences. All tkisnels to 3D symmetries: see [22]
chapter 8.
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symmetry axis
Figure 3.5: Perspective view of a planar symmetrical shape

3.3 Recognition with Invariants

Invariant measures like the cross ratio contain shapermdtion. This can be used in several ways,
for instance to identify objects seen by a camera. For siitpliwe will restrict ourselves to planar
objects here, so that the mapping from scene points to imags i one to one. The full 3D case
is harder. For example, no 3D invariant can be extracted fmosingle perspective image of a set
of general 3D points, unless something further is known abmipoint configuration (for instance,
that some of them are coplanar). For 3D invariants from twages, see [7]. For an overview of
projective invariants for planar shape recognition, sé.[2

3.3.1 Generalities

Four aligned points provide a projective invariant, thessraatio. If we only allow affine transforma-
tions, three aligned points are enough to provide an inmaridhe ratio of their separations. Finally,
limiting ourselves to rigid planar motions, there is an in&at for only two points: their separation.
In other words, invariants are only defined relative fgraup G of permissable transformations. The
smaller the group, the more invariants there are. Here wiemdinly concentrate on the group of
planar projective transformations.

Invariants measure the properties of configurations thate constant under arbitrary group
transformations. A configuration may contain many invasafor instance 4 points lead to 6 differ-
ent cross ratios. However only one of theséuisctionally independenbnce we know one we can
trivially calculate the other five. In general, it is usefolrestrict attention to functionally independant
invariants.

An important theorem tells us how many independant invésiarist for a given algebraic con-
figuration. LetC be the configuration and d@f) its number of degrees of freedoire. the number
of independant parameters needed to describe it, or thendiome of the corresponding parameter
manifold. Similarly, let dofG) be the number of independent parameters required to ceazea
transformation of grougy; let G0 be the subgroup of that leaves the configuration invariant as a
shape; and let d¢fj¢) be thisisotropy subgrouis number of degrees of freedom. Then we have the
following theorem [6]:
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Theorem: The number of independant invariants of a configuratiamder transformationg is

dof(C) — dof(G) + dof(Gc)

Consider a few examples:

1. Letg be the 2 dof group of affine transformations on the line. Naticwous family of affine
transformations leaves 3 collinear points (which have 3 gofriant: dofGe) = 0. So there
is3 — 2+ 0 = 1 independant invariang.g. one of the length ratios.

2. Letg be the 3 dof group of rigid transformations in the plane érixe the 3 dof configuration
of two parallel lines.G¢ is the 1 dof subgroup of translations parallel to this linetlsere is
3 — 3+ 1 = 1 independant invariané.g.the distance between the lines.

3. Two conics in the projective plane hae5 = 10 dof. The planar projective group has 8 dof
and no continuous family of projective transformations/esatwo conics globally invariant;
therefore there are0 — 8 + 0 = 2 invariants for such a configuration.

In practice, the isotropy subgroug) often reduces to the identity. The assumption it has 0 dof
is known as the “counting argument”. However, it can be véffjcdlt to spot isotropies, so care is
needed:

Exercise 3.9: In the projective plane, consider two linds L’ and two points4, B in general
position. How many invariants does the counting argumeggest? However there is at least one
invariant: A, B and the intersections of B with . and L’ define a cross ratio. Exhibit the isotropy
subgroup and show that it has 1 dof. (Hint: Malp B to infinity and the intersection of the lines to
the origin: what is the isotropy subgroup now?)

3.3.2 Five Coplanar Points

Now consider the simple case of 5 coplanar points in genasitipn. This example will show that
although the theory provides a nice framework, it does ne gil the answers.

The isotropy subgroup is the identity: even four of the peiate sufficient to define a unique
projective basis. There are therefdgre2 — 8 + 0 = 2 independent projective invariants. In section
3.1.2, we showed that two suitable invariants can be obddigdaking cross ratios of pencils of lines
through any two of the points.

Ideally, we would like to be able to recognise one among afssiach configurations by comput-
ing the two cross ratios from image data and searching a ds¢dfor the closest known configuration
with those invariant values. This raises two questions:

1) Which of theb! = 120 possible orderings of the image points was used for theiawbstored in
the database?
2) How should proximity of cross ratios be measured?

The first point is a combinatorial/correspondence probl€me way to attack this is to create
combinations of invariants that are unchanged under petiouts of the points. For example, the 6
possible values of a cross ratio can be combined into a synunetder independent form such as

1 1 k

B (= P g (= ) ()

k? k k—1

Exercise 3.10: The simplest symmetrical polynomials would be the sumadtywt of all the values.
Why are these not useful?
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Even given this, we still have to choose two of the five poistbase points for the symmetrized
cross ratios. Again we can form some symmetric function efith4 = 20 possiblities. We could
take the maximum or minimum, or some symmetric polynomiahsas:

5
1122%7 ]222%%
=1

1#]
The problem with this is that each time we symmetrize theriawas lose discriminating power.

To compare invariants, something like the traditional Mahabis distance can be used. However,
most projective invariants are highly nonlinear, so theatise has to be evaluated separately at each
configuration: using a single overall distance thresholdgsually gives very bad results. In fact,
close to degenerate configurations — here, when three ofdimspare almost aligned — even well-
designed Mahalanobis metrics may be insufficient. Such gor#tions have to be processed case-
by-case (usually, they are discarded).

Hence, even with careful design, the results of this inderatpproach are not very satisfac-
tory. An exhaustive test on randomly generated point corditipns was performed in [17], with the
conclusion that no usable trade off between false positimesfalse negatives existed.

However, the results can be improved by several order of imagdmby the following process:

1. Given that convexity and order is preserved under petisjgamage projections (although not
under general projective mappings!), classify the 5 poartfigurations into one of the three
classes described in fig. 3.6

P1

P3
P4 P3

P2
a) b) c)

Figure 3.6: Three topologically different configurations & points

2. For each class, compute the possible cross ratios. Famices, for class (a) there are five
possibilities for the five vertices of the polygon, with thaiqts considered in clockwise order.

3. For each set of (redundant) invariants, compute the Nalodiis distance, index, and perform
final classification by projective alignment with each of th&ieved candidate configurations.

Ordering the points allows the use of raw (non-symmetrizzd¥s ratios, which significantly
improves the discriminating power. It also makes the irargricomputation specific to each class
of object considered. With random noise of 1.5 pixel iRl@ x 512 image, this process prunes on
average about 799 of every 800 configurations. These rdégtsalso been validated by independent
experiments [14].
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Chapter 4

A Hierarchy of Geometries

We saw in chapter 2 that there is a standard mapping from th&l &siclidean space into projective
space. The question is, if only the projective space is knavinat additional information is required
to get back to Euclidean space. We will only consider the cdigbe plane and 3D space, but the
extension to arbitrary dimensions is straightforward. frmre detailed expositions in the same spirit
as this tutorial, see [5] for a geometric presentation adlfdr a computer vision oriented one.

In his Erlanger Programme (1872), Felix Klein formulate@getry as the study of a space of
points together with a group of mappings, the geometricstiammations that leave the structure of
the space unchanged. Theorems are then just invariantriesgoender this group of transformations.
Euclidean geometry is defined by the group of rigid displaeeis; similarity or extended Euclidean
geometry by the group of similarity transforms (rigid matfand uniform scalings); affine geometry
by the the group of affine transforms (arbitrary nonsinglitear mappings plus translations); and
projective geometry by projective collineations.

There is a clear hierarchy to these four groups:
Projective D Affine D Similarity > Euclidean

As we go down the hierarchy, the transformation groups becemaller and less general, and the
corresponding spatial structures become more rigid and hare invariants. We consider each step
of the hierarchy in the following sections, specializinglegeometry to the next in turn.

4.1 From Projective to Affine Space

4.1.1 The Need for Affine Space

Projective geometry allows us to discuss coplanarity, @hative position using the cross ratio or its
derivatives. However in standard projective space themisonsistent notion dietweennesg-or
instance, we can not uniquely define the line segment linkirmmgpoints A, B. The problem is that
projective lines are topologically circular: they closetbemselves when they pass through infinity
(except that infinity is not actually distinguished in prctjge space — all points of the line are equal).
So there are two equally valid segments linking two pointa @nojective line:A + A B for A in either
[0, +oc] and in[—o0, 0].

One solution to this problem is to distinguish a set (in fablyperplane) of points at infinity in
projective space: this gives us affine space.

A related problem occurs if we try to define the convex hull eéaof points. Figure 4.1 illustrates
the behavior of the convex hull for two different affine irgestations of the plang,e. for two
different choices of the line at infinity. In the first casee fine at infinity (the ideal line) does not
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pass through the intuitive convex hull (fig. 4.1a), so thevesrhull remains similar to the intuitive
one. But in figure 4.1b the line cuts the intuitive convex hetd B andC' turn out to be inside the
calculated hull in this case. (No side of the calculated egwll ever cuts the line at infinity). Note
that in this case, we need only know whether the ideal linsgmthrough the desired convex hull or
not; this naturally extends to the ideal plane in the 3D siisee [21]).

E

a)
Figure 4.1: The convex hull depends on the position of theehylane at infinity

Another important limitation when working with projectiggeometry is that it does not allow us
to define the midpoint of a segment: the midpointis defined siynple ratio and projective geometry
deals only with cross ratios.

4.1.2 Defining an Affine Restriction

As we have seen in chapter 2, affine transformations leavértbat infinity invariant. In fact the
group of affine transformations is just the subgroup of thajeqmtive group that maps this line (or
plane) onto itself. Any line can be chosen to be fixed, and therprojective subgroup that leaves
this line fixed defines a valid affine space.

Usually we want to interpret the fixed line as being the effedine at infinity of a hidden affine
space. For example, this happens when a 3D plane is projextatimage under perspective pro-
jection. The line at infinity of the 3D plane is projected toaresponding “horizon line”, which is
not usually at infinity in the image. Once this horizon linesteen identified and fixed, the affine
geometry defined is the one pertaining to the original 3D @lamd not to the camera image plane.
To implement this, we just need to find a change of coordint@smaps this line to the one with
dual coordinate vectd, 0, 1).

Sometimes (as with the real horizon) this horizon line isially visible in the image. If not,
we might use some prior knowledge about the scene to compupmsition. For instance, if we
know that two 3D lines are parallel, their intersection dilg gives the image of one point at infinity.
Another useful piece of information is the 3D distance rafithree aligned points. The cross ratio of
the ideal point on the line through these is the same as tkendisratio in affine space, so the image
of the ideal point can be computed from (3.2), given the affat® and the projections of the three
points.

Exercise 4.1: You observe the perspective image of a plane parallelogrBerive an algebraic
expression for the plane’s horizong. the projection of the line at infinity) in terms of the vertex
projectionsa, b, ¢, d.

Exercise 4.2: You observe the image of three parallel, equally spaceplactr lines. Explain how
to compute the horizon line of the plane.
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Once the ideal line (or plane) has been located in projestraee, computing affine information
is straightforward. Stating that., should have equation= 0 yields 2 independentlinear constraints
on the last line of the permissible collineation matri¢Eq3 in 3D).

4.2 From Affine to Euclidean Space

Here, by Euclidean space we actually mean space under the gfsimilarity transformsi.e. we
allow uniform changes of scale in addition to rigid displaemnts. This permits a very elegant alge-
braic formulation, and in any case scale can never be reedvieom images, it can only be derived
from prior knowledge or calibration. (You can never tellftomages whether you are looking at the
real world or a reduced model). In practice, Euclidean imfation is highly desirable as it allows us
to measure angles and length ratios.

Last century, Laguerre showed that Euclidean structurévengby the location in the plane at
infinity 11, of a distinguished conic, whose equation in a Euclideandioate system is
2 2 2 _
{ ffoy t+2=0 4.1)

This is known as thabsolute conid2 [13, 23]. All points lying on it have complex coordinates $0 i
is a little difficult to picture, but for the most part it beles/just like any other conic.

Exercise 4.3: Show that the absolute corficis mapped onto itself under scaled Euclidean transfor-
mations. From there, show that the corresponding imageadsninvariant under rigid displacements
of the camera, provided that the camera’s internal paramsaiemain unchanged.

As in the projective to affine case, prior Euclidean inforimatis needed to recover Euclidean
structure from affine space. Perhaps the easiest way to sigstto reconstruct known circles in 3D
space. Algebraically, each such circle intersétisin exactly two complex points, and these always
belong tof2 [23]. 2 itself can be reconstructed from three such circles. Letebkalting equation be

a1 a4 ag T
t
X'QX = (xvyvz) a4 daz ag ) =0
as Qg as z

A change of coordinates is needed to bringnto the form of equation (4.1). As the matrix Q is
symmetric, there is an orthogonal matrix P such that:

At 0 0
Q=P 0 X 0 [|P
0 0 As
SettingX’ = PX, we have:
At 0 0
XQXxX=X)[ 0o x 0o |X
0 0 As

With a further rescaling along each axis, we get equatidh) (4.

Another way to proceed is to use the basic extended Euclideariant: the angler between two
coplanar lined. andZ’. Such angles also put a constraint@and can be used to compute it. Lét
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and A’ be the intersections of the two lines with,,. Let 7 and.J be the intersections witf? of the
(line at infinity in the) plane defined by these two lines. Laga’s formula states that:

1
o= log({A4, A3 T,.7})
(3

We can writel = A4 tA’, J = A +t'A’. With this notation{ A, A; I,J} = t/t' = ¥*. If we
require that both and.J lie on{2 we get the constraint equations

PATQA + 2ATQA + ATQA =
e ATQA + 267t ATQA + ATQA = 0 (4.2)
A polynomial constraint on Q is easily derived. Eliminateoetween the above equations:
UATQAB(B - 1)+ ATQA(B* —1)=0 with §=e*

extractt from this
(641 AQA

26 ATQA
and substitute into (4.2) to provide a quadratic polynomasstraint orQ):

t=—

(14 8)(ATQA)(ATQA) —2(ATQA") =0

Theoretically, the absolute corficcan be computed from the above constraint given 5 known angle
However, in practice there does not seem to be a closed fduti@oand in our experiments we have
used different Euclidean constraints. But the above dsonsdoes clearly show the relationships
between the different layers of projective, affine and Eledin reconstruction, and specifies exactly
what structure needs to be obtained in each case.

4.3 Summary

Projective spacd”” is invariant under the (n + 2) parameteprojective grouf (n + 1) x (n+1)
matrices up to scale (8 dof in 2D, 15 dof in 3D). The fundamigmtajective invariant is the cross
ratio which requires four objects in a projective pencilégarameter configuration, or homogeneous
linear combination of two basis objectX +4Y). Projective space has notions of subspace incidence
and an elegant duality between points and hyperplanes goaotion of rigidity, distance, points ‘at
infinity’, or sidedness/betweenness. It is the natural arfein perspective images and uncalibrated
visual reconstruction.

N-dimensionahffine spacés invariant under the (n + 1) parameteaffine groupof translations
and linear deformations (rotations, non-isotropic sg@iand skewings). Affine space is obtained
from projective space by fixing an arbitrary hyperplane toveeas the hyperplane of points ‘at in-
finity’: requiring that this be fixed puts constraints on the allowable projective transformations,
reducing them to the affine subgroup. The fundamental affiveriant is ratio of lengths along a line.
Given 3 aligned pointd, B, C’, the length ratioA B/AC' is given by the crossratid, B; D, C, where
D is the line’s affine point at infinity. Affine space has notiefi%t infinity’, sidedness/betweenness,
and parallelism (lines meeting at infinity), but no notiorrigidity, angle or absolute length.

Similarity or scaled Euclidean spads invariant under the(n + 1)/2 + 1 parametesimilarity
groupof rigid motions (rotations and translations) and uniforcaléhgs. The fundamental similarity
invariants are angles and arbitrary length ratios (insigdion-aligned configurations). Euclidean
space is obtained from affine space by designating a confieihytperplane at infinity to serve as the
absolute conicThe similarity group consists of affine transformationattieave the:(n + 1)/2 — 1
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parameters of this conic fixed. Angles can be expressed tiséngross ratio and properties of this
conic. Scaled Euclidean space has all the familiar progedf conventional 3D space, except that
there is no notion of scale or absolute length.

Fixing this final scale leaves us with th¢n + 1) /2 parameteEuclidean groupf rigid motions
of standarcEuclidean space
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Chapter 5

Projective Stereo vision

The projective approach to stereo vision investigates whatbe done with completely uncalibrated
cameras. This is very important, not only because it fredsoms the burden of calibration for certain
tasks, but also because it provides mathematical backdrfmrmmany aspects of stereo vision and
multiple image algebra, such as self calibration techrsque

The subject was perhaps investigated by mathematical ghastonetrists in the 19th century, but
if so the results do not seem to have survived. More recdotlpwing an unnoticed paper by Thomp-
son [25] in 1968, work on projective invariants around 198@ ghe 1992 projective reconstruction
papers of Faugeras [3] and Hartley [9] launched an enormiarss bf research in this field.

5.1 Epipolar Geometry

5.1.1 Basic Considerations

Consider the case of two perspective images of a rigid scéhe.geometry of the configuration is
depicted in fig. 5.1. The 3D point/ projects to pointn in the left image andr’ in the right one.
Let O andO’ be the centres of projection of the left and right cameraegesgely. TheM's epipolar

M

e e’

o V4 S

Figure 5.1: Epipolar geometry

plane[O, O', M] intersects the image planes in two conjugate lines calléslepipolar lines These

30



pass respectively through the imagesandm’ and the pointg ande’ of intersection of the image
planes with the base lirf®, O']. These conjugate points are called ép#polesof the stereo rig.

Now let M move around in space. The epipolar planes form a pencil efgsléhroughO, O’],
and the epipolar lines form two pencils of lines througinde’ respectively.

Key Property: The epipolar line-line and line-plane correspondencespamgective.

Proof: Perspective projection through any third point[éh O’] provides the required projective
collineation. 0

Projectively, the epipolar geometry is all there is to kndvoat a stereo rig. It establishes the
correspondence: <> m’, and allows 3D reconstruction of the scene to be carried putouan
overall 3D projective deformation (which is all the&an be done with any number of completely
uncalibrated cameras, without further constraints). Apantant practical application of epipolar
geometry is to aid the search for corresponding points,agiedyit from the entire second image to a
single epipolar line. The epipolar geometry is sometimeaiokd by calibrating each of the cameras
with respect to the same 3D frame, but as the next sectionshibean easily be found from a few
point correspondences, without previous camera califmati

5.1.2 The Fundamental Matrix

Letm = (z,y, )" be the homogeneous coordinates of a point in the firstimade an(u, v, w) be
the coordinates of the epipole of the second camera in thérfiegye. The epipolar line through
ande is represented by the vectbe (a, b, ¢)! = m x e (c.f. section 2.2.1). The mapping — [ is
linear and can be represented by a 3 rank 2 matrixC":

a Yyw — zv 0 wo =z T
b |l=]|zu—2w [=| —w 0 w Y (5.1)
c TV — yu z —u 0 z

The mapping of epipolar linesfrom image 1 to the corresponding epipolar lifégn image 2 is

a collineation defined on the 1D pencil of lines througim image 1. It can be represented (non-
uniquely) as a collineation on the entire dual space of line®?. Let A be one such collineation:
I'= Al.

The constraints orl are encapsulated by the correspondence of 3 distinct eiliods. The first
two correspondences each provide two constraints, beealise in the plane has 2 dof. The third
line must pass through the intersection of the first two, dg provides one further constraint. The
correspondence of any further epipolar line is then deteschi for example by its cross ratio with the
three initial lines. Sinced has eight degrees of freedom and we only have five constr#imgsnot
fully determined. Nevertheless, the matfix= AC' is fully determined. Using (5.1) we get

I'!'= ACm = Fm (5.2)

Fis called theundamental matrixAs C' has rank 2 andl has rank 3} has rank 2. The right kernel
of C'— and hencé” — is obviously the epipole. The fact that all epipolar lines in the second image
pass through’ (i.e. ¢’* - I’ = 0 for all transferred’) shows that the left kernel df is¢’: ¢''F = 0.

F defines a bilinear constraint between the coordinates aésponding image points. ' is
the pointin the second image correspondingitat must lie on the epipolar linE = F'm, and hence
m'* .1’ = 0 (c.f. 5.1). The epipolar constraint can therefore be written:

m Fm =0 (5.3)
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Figure 5.2: An example of automatic epipolar geometry cotation

5.1.3 Estimating the Fundamental Matrix

To obtain the epipolar geometry, we need to estimfaterhis can be done using some initial point
correspondences between the images. Equation (5.3) shatestch matching pair of points between
the two images provides a single linear constraintonThis allowsF' to be estimated linearly (up
to the usual arbitrary scale factor) from 8 independentespondences. Howevdr, as defined has
only seven degrees of freedom: 2 frarh(the epipole position) and 5 from. Algebraically,F" has

9 linear coefficients modulo one overall scale factor, betrdnk 2 condition implies the additional
constraintlet (/') = 0. Hence,l’ can actually be computed from only 7 matches in generaliposit
plus the rank constraint. However, since the latter is actitére will generally be three possible
solutions in this case.

Figure 5.2 shows what can be done with a good automatic epigebmetry algorithm. However,
for good results, some care is needed. The discussion bglimspired by a paper of R. Hartley [8].

Assume that we have already found some matehes; m' between the images. Each corre-
spondence provides a linear constraint on the coefficiehts:o m/'Fm = 0. Expanding, we
get:

e’ fio +ay fro+afis+ya' fo v yy' for+yfos+ 2 far +y' faa 4 fas =0

where the coordinates of, andm’ are respectivelyz, y, 1)" and (', y’, 1)*. Combining the equa-
tions obtained for each match gives a linear system that eamritten A f = 0, wheref is a vector
containing the 9 coefficients df, and each row ofd is built from the coordinates: andm’ of a
single match. Sincé’ is defined only up to an overall scale factor, we can restriesblution forf to
have norm 1. We usually have more than the minimum numberf(8dints, but these are perturbed
by noise so we will look for a least squares solution:

min ||Af]|?

l1F11=1 1471
As||Af||? = ftA'Af, thisamounts to finding the eigenvector associated witbrthalest eigenvalue
of the 9 x 9 symmetric, positive semidefinite normal matri A. There are standard numerical
techniques for this [20]. However, this formulation does eiaforce the rank constraint, so a second
step must be added to the computation to project the solétionto the rank 2 subspace. This can
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be done by taking the Singular Value DecompositiorFodind setting the smallest singular value to
zero. Basically, SVD decomposésin the form

F=QDR

where D is diagonal, and) and R are orthogonal. Setting the smallest diagonal elemeif? td O
and reconstituting gives the desired result.

The above method is standard, but if applied naively it isequnstable. A typical image coordi-
nate in a12 x 512 image might be- 200. Some of the entries in a typical row dfarezz’ ~ 2002,
others arer ~ 200, and the last entry i$ ~ 1, so there is a variation in size ef 2002 among the
entries of4, and hence 0200* ~ 2 - 10° among the entries o’ A. This means that numerically,
At A is extremely ill-conditioned: the solution contains an lioip least squares trade off, but it is
nothing like the trade off we would actually like for maximustability.

A simple solution to this is to normalize the pixel coordiemtfrom[0, 512] to [—1, 1] before
proceeding. This provides a well-balanced matfixand much more stable and accurate results
for F'. In a practical implementation, a considerable effort malsb be spent on rejecting false
correspondences in the input data [27].

In summary, the procedure for estimating the epipolar gegnie
— Extract points from the images
— Find an initial set of point correspondences (typicallingscorrelation)
— Use the above fundamental matrix estimation algorithm
— Embed everything in a robust estimation framework resist@ outliers €.gusing Least Median
Squares).

For a detailed discussion of alternatives to this schenee}1g.

5.2 3D Reconstruction from Multiple Images

Suppose that a fixed scene is seen by two or more perspeatiegas We are interested in geometric
issues, so we will suppose that the correspondences betvisble points in different images are
already known. However it must be pointed out that matchsregfundamental and extremely difficult
issue in vision, which can not be dismissed so lightly in pcac

So in this section, we suppose thaBD pointsA; are observed byn cameras with projection
matricesP;, j = 1, ..., m. Neither the point positions nor the camera projectiongaren. Only the
projectionsz;; of the:!” point in thej** image are known.

5.2.1 Projective Reconstruction

Simple parameter counting shows that we hzwe: independent measurements and drily: + 3n
unknowns, so with enough points and images the problem dadpa soluble. However, the solution
can never be unigue as we always have the freedom to chang®tbeordinate system we use. In
fact, in homogeneous coordinates the equations become

a;j ~ P A; i=1,...n, j=1,....m (5.4)

So we always have the freedom to apply a nonsingutar4 transformationd to both projections
P; — P,H~' and world points4; — H A;. Hence, without further constraints, reconstruction is
only ever possible up to an unknown projective deformatibtihe 3D world. However, modulo this
fundamental ambiguity, the solutiéin general unique.

One simple way to obtain the solution is to work in a projeetbasis tied to the 3D points [3].
Five of the visible points (no four of them coplanar) can beated for this purpose.
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Exercise 5.1: Given the epipolar geometry, show how we can decide whéblepoints are copla-
nar or not, by just considering their images in a stereo pHint: consider the intersection of a pair
of image lines, each linking two of the four points.

An alternative to this is to select the projection centeheffirst camera as the coordinate origin,
the projection center of the second camera as the unit poidtcomplete the basis with three other
visible 3D pointsA4;, A, A3 such that no four of the five points are coplanar.

Exercise 5.2: Design an image-based test to check whether three poiatsaplanar with the center
of projection. Derive a test that checks that two points areaoplanar with the base line of a stereo
pair, assuming that the epipolar geometry is known. Deduseaightforward test to check that the
above five points form a valid 3D projective basis.

Let a1, as, a3 andal, a}, oy respectively be the projections in image 1 and image 2 of the 3
pointsAq, A, As. Make a projective transformation of each image so thagtite®e points and the
epipoles become a standard basis:

1 0 0 1
ag=a;=|0 az=ah=1| 1 az=as=| 0 e=é=|1
0 0 1 1

Also fix the 3D coordinates ofl, A, A3 to be respectively

1 0 0
0 1 0
0 0 0
It follows that the two projection matrices can be written:
1 0 0 0 1 0 0 -1
P=]101 00 P=]1010 -1
00 1 0 0 01 -1

Exercise 5.3: Show that the projections have these forms. (NB: Given thdyprojections of
A1, Aq, A3, each row of P, P’ could have a different scale factor since point projectians only
defined up to scale. It is the projections of the epipolesfikdhese scale factors to be equal).

Since the projection matrices are now known, 3D reconstuds relatively straightforward.
This is just a simple, tutorial example so we will not bothetork out the details. In any case, for
precise results, a least squares fit has to be obtainechgtémim this initial algebraic solutiore(g.
by bundle adjustment).

5.2.2 Affine Reconstruction

Section 4.1 described the advantages of recovering affimeesgnd provided some methods of com-
puting the location of the plane at infinity,... The easiest way to proceed is to use prior information,
for instance the knowledge that lines in the scene are pamlthat a point is the half way between
two others.

Prior constraints on the camera motion can also be used. Xanme, a translating camera
is equivalent to a translating scene. Observing differardges of the same point gives a line in
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the direction of motion. Intersecting several of thesedigeses the point at infinity in the motion
direction, and hence one constraint on the affine structure.

On the other hand, any line through two scene points trasiato a line parallel to itself, and
the intersection of these two lines gives further constsaim the affine structure. Given three such
point pairs we have in all four points at infinity, and the jve reconstruction of these allows the
ideal points to be recovered — see [16] for details and erpental results.

5.2.3 Euclidean Reconstruction

We have not implemented the specific suggestions of sectifordthe recovery of Euclidean struc-
ture from a projective reconstruction by observing knowarscangles, circles,. .. However we have
developed a more brute force approach, finding a projeataresformationt in equation (5.4) that
maps the projective reconstruction to one that satisfies af sedundant Euclidean constraints. This
simultaneously minimizes the error in the projection etret and the violation of the constraints.
The equations are highly nonlinear and a good initial guesthe structure is needed. In our experi-
ments this was obtained by assuming parallel projectiorncinis linear and allows easy reconstruc-
tion using SVD decomposition ([26]).

Figures 5.3 and 5.4 show an example of this process.

5.3 Self Calibration

This section is based on an unpublished paper written byaRichartley in 1995. It derives the
Kruppa equations which allow a camera’s internal pararadtebe derived from matches between
several views taken with the same camera at different positand orientations. From there, Eu-
clidean reconstruction of the scene up to an overall scalifas possible without further prior
information.

First, we present the geometric link between the absolute@nd camera’s interior calibration.
Then, we motivate and derive the Kruppa equations whichigeatwvo constraints on the calibration
for each pair of views observed by the camera from differeaations.

5.3.1 The Absolute Conic and the Camera Parameters

Consider two camera projectiofisand P’ corresponding to the same camera (internal parameters)
but different poses. We saw in exercise 4.3 that the imagees@bsolute conic (IAC) is independent
of the camera pose. In fact, the IAC is directly related toititernal parameter matri¥™ of the
camera defined in equation (1.2).

Given that the absolute conic is in any case invariant undi@tions and translations, we can
choose coordinates so that the first projection matrix reduo P = K(I343|0) = (K]0) (c.f.
equation 1.1). Hence, for a poifit = (, 0)* on the plane at infinity we have projectian= K7 or
¥ = K~'u. wuisontheimage of the absolute conic exactly whéis on the conic itselfi.e. when

VKK =387 =0

So the image of the absolute conic is given by the makii¥ K ~!. If this matrix can be found, by
Choleski factorization we can extrakt—! and thence find the internal parameter mafkix In fact,
as we will see, itis easier to work from the outset with theeise X' K of the IAC matrix, called the
dual image of the absolute coniDIAC).
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Figure 5.3: The house scene: the three images used for tegctizn together with the extracted
corners. The reference frame used for the reconstructioefised by the five points marked with
white disks in image 3
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Figure 5.4: Euclidean reconstruction of an indoor scenagufie known relative positions of five
points. To make the results easier to see, the reconstrpotats are joined with segments.
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5.3.2 Derivation of Kruppa’'s Equations

Let F' be the fundamental matrix of the stereo rig. Change imagaliates so that the epipoles are
at the origins, and so that corresponding epipolar lineg lidentical coordinates. Hence, the last row
and column off’ vanish, and a short calculation shows that it has the form:

1
F' =

o = O

0
0

o o O

Let A and A’ be the3 x 3 matrices associated with this coordinate transformatiaespectively the
first and second images becomes respectively X' and A’ K" and the projection matrices become
AP andA'P'.

Consider a plane passing through the two camera centeraagdrit to the absolute conic. This
plane projects to a corresponding pair of epipolar linehimitnages, which are tangent to the IAC’s
by construction. In fact there are two such tangential gase there are two pairs of corresponding
epipolar tangents to the IAC’s (see fig. 5.5).

Figure 5.5: The two epipolar tangent planes to the absolneaefine two pairs of corresponding
epipolar tangents to the IAC’s

Tangent lines to conics are most easily expressed in terrdaaifconics ([23]). The dual conic
defines the locus of lines tangent to the original conic, exped in terms of their dual (line 3-vector)
coordinates. In a coordinate frame, the dual of a conic ismgiyy the inverse of the original conic
matrix. A line (u,v,w)" is tangent to a point conic defined by symmetric maéiif and only if
(u, v, w)C~Y(u,v,w)! = 0, in other words, if and only if the line vector belongs to theaticonic
L.

Hence, we consider the DIAC’s or duals of the images of thelabs conicD = K'A'AK
andD’ = K'A"A'K. After our change of coordinates, corresponding epipates have identical
coordinates and all pass through the origin. Let (), i, 0)* be an epipolar tangent to the IAC. Then
in each image we have a tangency constraifii/ = 0 and/'D’l = 0. Expanding and using the
symmetry ofD and D’ gives

Ndyy + 22 pdyy + pPdy; =
Ndyy + 20 udyy + pidy, =
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Since the tangents are corresponding epipolar lines, thesguadratics must have the same solutions

for (A, ). Hence, they must be identical up to a scale factor:
d d d
o1 B2 B2z (5.5)
dy,  dyy dyy

These are the Kruppa equations.

5.3.3 Explicit Computation

To derive explicit expressions for the matricBsand D’ in terms of the fundamental matriX, let us
reconsider the above argument. liét= UW V! be the Singular Value Decomposition Bf Here,
U andV are orthogonal, antl is a diagonal matrix with diagonal valuess, 0. We can write this
as follows:

r 0 —1 0 0 10
F=U s 1 0 0 -1 0 0 |V
1 0 0 0 0 0 1
Define
r 0 10
At=U s A=| -1 0 0 |V
1 0 0 1

Hence,F = A"’ A with A, A’ non-singular and” having the desired canonical form. Applying the
transformationg — Ap,p’ — A’p’ andl’ — I’ = A'~'FA~!, we see that' 'p is unchanged and
I’ becomes canonical, sé, A’ are the required rectifying transformations. These tramsétions
takeP — AP, P' — A’P" and hencek — AK, K — A'K, and hence the DIAC = KK
becomes respectivel) = AC A" andD’ = A/C' A",

Now explicitly compute the;; in order to use equation (5.5). DecomposandA’ by rows:

aj a%

_ t / /
A= a) A =| d
t 1t

as a’s

Then,D = ACA! impliesd;; = alCa;, and we have the following explicit form for the Kruppa
equations:
aiCal _ a?iCag _ aéCag
a'Ca'y  a'iCa'y atCaly

We can write these equations directly in terms of the SVD efftmdamental matrix.

(5.6)

1t i

a'| r ru
A=]db |= s U= su
a'l 1 u5

where { is the:-th column ofU. And

al 0 10 v
A=l a, =] -1 0 0 |VI=]| -V
al, 0 0 1 Vi

where V is the:-th column ofV. From (5.6) we obtain

ViCvy  —VRCvy —VviCvy

r2 Oy rs-ulCuy 82 -UubCuy
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Our problem has five degrees of freedom. Each pair of imagmesdes two independent constraints.
From three images we can form three pairs which provide thedes of constraints. This is enough
to solve for all the variables i@'. However, note that all of the equations are multivariakladyatics
in the coefficients of’'. This makes the problem quite painful to solve in practise.

The difficulty of such purely algebraic approaches explaihg alternative approaches have been
explored for self calibration. [10] provides one such adtdive. In any case, an algebraic solution can
only ever provide the essential first step for a more refinetdliadjustment (error minimization)
process.
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