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Abstract

Geometric fitting — parameter estimation for data subjedtrto
plicit parametric constraints — is a very common sub-probla
computer vision, used for curve, surface and 3D model fitting
matching constraint estimation and 3D reconstruction ucde-
straints. Although many algorithms exist for specific caghe
general problem is by no means ‘solved’ and has recentlyrheco
a subject of considerable debate among researchers igtistlti
vision. This paper describes a new, more direct approaclede g
metric fitting, formulating it as the explicit recovery of aleerent,
statistically optimal set of estimates of the “underlyirgalpoints”
that gave rise to the observations, together with the estidnzon-
straints which these points exactly verify. The method iplan
mented using an efficient constrained numerical optinoretéch-
nique, and is capable of handling large problems with comple
constrained parametrizations. As examples of such prahlera
consider the optimal estimation of the fundamental andreisde
matrices and the trifocal tensor, subject to their full s#talge-
braic constraints. We also describe how our approach ‘resiuo
existing geometric fitting methods like gradient-weightethog-
onal least squares, and give a novel approach to robustasss b
onit.

Keywords: geometric fitting, orthogonal regression, statistical es-
timation, constrained optimization, matching tensors.

1 Introduction

Geometric fitting — statistical estimation for data subject
to implicit parametric constraints — is a very common sub-
problem in computer vision. Examples includé). ¢€urve,
surface and 3D model fittinge(g. conics [27, 19, 7, 34]);
(i) the estimation of homographies, epipolar or trifocal ge-
ometry from matched image tokens [35, 29, 2, 15i) D

visual reconstruction under various types of calibration con-
straints. Although many algorithms exist for specific cases

tred on three issuesi)(statistical theory: bias, error mea-
sures, decision rules, the nature of optimaliti); obustifi-
cation; (iii) efficientnumerical methodsfor frequent, large
or complex problems.

Although theoretical, the research is being driven by
practical problems: i the need to improve the precision
and robustness of highly automated vision systeeg,
for 3D model building [9, 21, 22, 6, 2];iij the need to
handle algebraically complex problems arising from multi-
image geometry, with redundant constraints, gauge free-
doms, and/or constrained parametrizationse-g. match-
ing tensor estimation, self calibration, reconstruction under
constraints.

This paper describes a new approach to geometric fitting,
which directly applies constrained numerical optimization
to the “natural” underlying problem, rather than trying to
“reduce” it to a “simpler” one. The result is easier to use
and more efficient than some of thd hocalgorithms that
have been proposed. It also allows guarantees about things
like rates of convergence, and automatically provides useful
supplementary information — covariances and point posi-
tion estimates — that would often have been needed in any
case. We will also discuss how the method can be ‘reduced’
to existing ones, notably gradient-weighted least squares
[27], a fundamental matrix method considered in [35], and
Kanatani’s ‘optimal parametric fitting’ [20].

As test cases, we give algorithms for the precise estima-
tion of the fundamental matrix, the essential matrix, and the
trifocal tensor from point matches, which exactly take into
account all of the nonlinear constraints involved. (As far as
I know, this is the first such algorithm for the trifocal tensor,
if direct calculation from an intermediate projective recon-
struction is excluded).

Sections 2 and 3 motivate the method by considering

and Kanatani [20] has attempted a synthesis, the generasome complex real-world fitting problems, and describe the
problem is by no means ‘solved’ and has recently becomeabstract framework that we will adopt. Sections 4 and 7
a subject of considerable debate among statistical vision re-discuss the ‘full’ and ‘reduced’ methods, and relate these to
searchers [27, 18, 20, 29, 7, 34, 28]. Discussion has cen<current approaches. Section 6 considers covariance estima-
tion. Sections 5 and 10 describe the numerical implemen-
tation and apply it to matching tensor estimation. Section
11 briefly describes some preliminary experimental results,
and we finish with a conclusion.
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Notation is introduced as needed, but briefly: stands
for parametersx for true underlying data pointsy for
observations of these;(x,u) for the constraints linking
x to u, andk(u) for constraints omu itself. Bold sub-
scripts on functions denote derivativesg.cx andc,, are
the dim(c) x dim(x) and dim(c) x dim(u) Jacobeans
dc/0x anddc/du. Bold subscripts on non-functions are
just labels,e.g. Ax. ¥ and A denote covariance and in-
formation (inverse covariance) matricesg. Ax ~ X_'.
Hat i1 denotes fitted estimates of true underlying values
u™e On 3-vectors|-]x denotes the cross product matrix
[a]lxb=aAb.

2 Some Typical Fitting Problems

To motivate our method and relate it to existing ones, we

sketch several common geometric fitting problems and the

difficulties they create:Geometric’ means that:ij there
are constraints expressediagplicit functionsc(x;,u) = 0
of the underlying data points; and parametera; (ii) all

coordinates of the data or parameters are on an equal foot-

ing, andall are uncertain. For example, we can not (or

choose not to) take some of the variables as independen
precisely known ‘explananatory variables’ and describe the

others as functions (regressions) of these.

¢ Conicfitting: This well-studied problem [27, 19, 7, 34]
is a prototype for other types of implicit curve and surface
fitting, and also (modulo the difficuttata associatioprob-
lem) for fitting object-level “CAD” models to 3D or image

the Mahalanobis-orthogonal distance of the observations
from the curve or surface. To first order, this is equiva-
lent to minimizing the constraint-covariance-weighted er-
ror measure) . c(y;,u)" X c(y;,u), where X;

cx(yi,u) T Xyiex(yq, u) is the predicted covariance of the
constraint functions owing tg; uncertainty, for fixedu.

We will rederive this below, but it is a standard result in
the statistical theory ofveighted orthogonal regression
[10, 4, 3], advocated in vision contexts by (among others)
[27, 20]. For scalar constraints, this reducegtadient
weighted least squaresnin, Y, [c(yi, x)|*/(cx Exicx).

e Matching tensors: These are the objects that gener-
ate the algebraic constraints between corresponding tokens
in different images. For two images we have the 3
fundamental matrix F and its calibrated cousin thes-
sential matrix E [23, 5], while for three images there
are three distinc8 x 3 x 3 trifocal tensors G [24, 14].
Besides their use in image matching, matching tensors are
important because they characterize the camera geometry
and generate an implicit 3D scene reconstruction [26, 32].
However they are an over-parametrization. Rolimages
the camera geometry hés: — 7 parameters for calibrated

tcamerasi(e. 5,11 form = 2,3), or 11m — 15 for uncali-

brated ones7 18 for m = 2,3). In contrastF, E andG

have respectively 8, 8 and 26 components (up to scale), and
hence must be subject to 1, 3, and 8 supplementary con-
straints. ForF the constraint is déF) = 0, while for E

the constraints can be written in several forms [5], in par-
ticular as a subset of 3 of the 9 cubic Demazure constraints
(EET — S trac€EET) - I) E = 0. For the trifocal tensor

data. Projectively, conics can be parametrized by the 6 inde-G there are 10 cubic ‘determinantal’ constraints of which

pendent coordinatas of a3 x 3 homogeneous symmetric
matrix A and written implicitly asc(x;, u) = x7 Ax; = 0.

only 8 are linearly independent for any given tensor (details
below).

Owing to measurement error, these equations will not be  To estimate the matching tensors accurately, it is essential

exactly satisfied for observatioys. Fitting necessarily in-
volves a trade-off between the different error terms.

A key insight is that it isnot sufficient just to take ar-
bitrary algebraic formulae(y;,u) and minimize theal-
gebraic distance} ", |[c(y;, u)||*, as the resulting implicit

to take these nonlinear constraints into account. For exam-
ple, the “linear” (algebraic distance based) methods for es-
timatingF from at least 8 matched point pairs [23, 5]@r
from 7 matched point triplets [15] are reputed to lose both
accuracy and stability because they ignore the constraints

least squares trade-off can lead to very significant bias(notto mention their suboptimal error metrics).

[19, 7, 34]. Before attempting any such “algebraic” mini-
mization, it isessentiako balanceor standardize the rel-

ative scales of both the coordinates and the different con-

straint equations. The Jacobeap = Vc should have
components of)(1). For example, pixel coordinates should
be standardized t®(1): mixing O(512) pixel coordinates
with O(1) homogenizers can give different termsdivery

different scales, and hence very different weights in the min-

imization.

But evenwith standardization, algebraic distance is just
a heuristic. A statistically more accurate error model
can be obtained by locally linearizing the constraints
(and hence the fitted curve or surface) and minimizing

There are basically two ways to incorporate the con-
straints. One is to develop methods capable of fitting mod-
els whose parametersare subject to arbitrary constraints
k(u) = 0. This is the route we will take below. The
other is to attempt to remove the redundancy by finding a
minimal parametrization that automatically satisfies the
constraints. For example Zhang [35] gives several such
parametrizations for the fundamental matix In theory
this is always possible, but in practice it is often infeasi-
ble or undesirable. For one thing, it essentially amounts
to algebraic elimination of variables using the constraints.
This tends to significantly increase the degree and complex-
ity of the equations involved, leading to complicated code



and much poorer numerical conditioning. Secondly, the re- simplicity by licensing even projective deformations. The
sulting formulae are usually only valid on a limited ‘coor- point is that nonlinear fitting is hard enough already, with-
dinate patch’ (range of the remaining variables). Often they out adding complicated supplementary constraints just to fix
have singularities on the patch boundaries and numericala gauge that we do not really care about in the first place.
ill-behaviour extending well into the interior. Restricting Allowing unconstrained gauge freedoms does also have
attention to a single patch (assumptions like ‘reconstructeddisadvantagesi)( there are more parameters to deal with;
points will not be near infinity’ or ‘rotations will be much (i) the freedom leads to rank deficient matrices, so it is
less than 9%) may exclude the true solution, and often essential to use stable numerical methods — ‘orthogonal’
leads to sluggish or unreliable convergence. To counter this,methods like QR, SVD, or pseudo-inverses [20], or some
several parametrizations must be implemented, along withform of regularization like Levenberg-Marquardt — to en-
code to detect problems and switch between patches whemure that the resulting ‘randomly chosen’ coordinate frames
necessary. This can easily become unmanageable: we takere “reasonable” (nonsingular, well centred on the data,
the view that it is simpler and often faster and more reli- etc). The net result is that although ‘free’ methods are of-
able to use a redundant parametrization and a formalism deten more reliable and may converge in fewer iterations than
signed to handle constraints, than to try to eliminate them. minimal ones, each iteration is slower so the overall speed
For the trifocal tensor there is a further complication. Not difference is unclear.
only is there no simple minimal parametrization (that | am ) L .
aware of), but the constraints themselves are redundant in In summary, f_or_ precise results it is essential to use
that it is not clear how to systematically choose 8 linearly an accurate statistical error model and to take any exist-

independent representatives among the 10 available cubid"d constraints into account. Real fitting problems often

constraints. So we must deal with a redundant parametriza-'2V€ Various types akdundancy. gauge freedoms, con-

tion subject to redundant constraints. In fact, even the tri- strained parametrizations, and redundant constraints. Mini-

focal point matching constraints are redundant in that they mal_parar_netrlza_ltlons are alwgys p053|_b le in theqry, but of-
give 3 x 3 = 9 tensorial equations of which only 3 are ten inadvisable in practice owing to their complexity and/or
linearly independent, although here it is at least possible PO numerical conditioning.

to systematically choose 3 independent representatives (see OF Serious applications it is seldom enough to estimate
below). just the model parametefs For one thing error estimates

(e.g.covariances are often needed. In theory these can be
¢ Reconstruction under constraints.Another common  obtained from the Fisher information (error surface curva-
problem isgauge freedom combinations of parameters ture) at the estimated solution using standard ‘covariance
which have no effect at all on the overall fitting error. Ex- propagation’techniques [13]. However some sophistication
amples include the choice of coordinate frame for 3D recon- is needed. Large problems often have a sparse information
struction, and the choice of scale factors for homogeneousbut a dense covariance, which it may be impractical to store
projective point vectors, projectionsic. (‘Gauge’ means  or manipulate. Also, with redundant parametrizations, di-
‘coordinate system’). In theory these redundant degrees ofrections of gauge freedom have infinite covariance and zero

freedom can always be eliminated, either by a clever choiceinformation, while constraint-violating directions have zero
of parametrization or by adding expliguge fixingcon- covariance and infinite information. Some care is needed to
straints. However in practice it is often advisable to leave work numerically with such singular matrices.
non-trivial gauge freedoms such as coordinate frames free, Secondly,optimal consistent estimatesk; of the ‘true
as this can simplify the formulation and significantly im- underlying data points’ are often usefiile. ones that are
prove numerical conditioning and reliability by giving the statistically optimal among all those exactly compatible
algorithm “more room to manoeuvre”. The idea is that a with the estimated model and constraints. For example
redundant method does not have to “crawl along the con-for the epipolar constraint, optimal consistent estimates are
straint surface” to find the solution, it has the freedom to maximum likelihood point pairs where each point lies ex-
move through some “more linear” embedding space, tem-actly on its partners estimated epipolar line. These are ‘pre-
porarily violating the constraints in return for a more direct triangulated’ in the sense that their matching-constraint-
path to the goal. (It is important to realize that since min- violating uncertainty has already been optimally resolved:
imal parametrizations are often local and highly nonlinear, the corresponding 3D point can be reconstructed exactly
the “algebraic” distance they have to “crawl” might be large without recourse to further ‘triangulation’ [16]. Similarly,
or infinite, while the “linear” distance remains small). in 3D modelling, it is often convenient to ‘clamp’ recon-
For example photogrammetrists often use ‘free’ (Eu- structed points to the estimated model surface, for example
clidean frame) bundle adjustment [1] because this hasto allow the accumulation of surface detail or as an aid to
proved more reliable and faster to converge in practice. Pro-further geometric processing. We will see below that such
jective reconstruction takes this one step further, gaining ‘optimal projection onto the constraints’ is actually the key



to the whole fitting process: all we have to do is make it 3 Problem Formulation

explicit.
Our goal is to fit an implicit parametric model to noisy ge-
ometric measurements. Statisticians call theghted or-

Finally, for real applications it is essential to provide thogonal regression[4, 3]. We will formalize it with the
some form ofrobustnessto outliers. Gross outliers are  following abstract model, which is sufficiently general to
endemic to the visual correspondence problem. The mostCOVer most practical vision problems while still allowing ef-
effective remedy seems to be some form aainsensus ficient implementation. This is essentially just the standard
search identifying “good” matches by their mutual com- orthogonal regression model, also used (with adaptations)
patibility with a single underlying (set of) model(s). Several by €.9.[27, 19, 20], but it pays to make the logical status of
approaches have been developed, notably parameter-spadB® various elements clear at the outset.
voting (Hough transform) and random sampling, but con- pi(y1/x1)
sensus remains a difficult global combinatorial optimization @
problem, especially in high-dimensions.
been correctly matched but poorly localized (owing to light- Pr(Yn[xn) @
ing variations, shadowing, partial occlusion, large changes
in viewpoint, oversmoothing, vagueness of the underlying parameters data observations
featureetc); and {i) mismatches that happen to nearly sat-
isfy the constraintsg.g.in cluttered scenes, or when there We make a series of uncertambservationsy;, i =
is repetitive texture). By definition near outliers are nottoo 1,...,n. Each observation relates to some specific under-
far from consistency so they cause no gross errors, but inlying geometric entityk;, which (for want of a better name)
precise work they can significantly degrade the accuracy ofwe call thedata. The data are fixed but unknown ‘ideal’
the final parameter estimate, especially if acceptance threshentities, logically distinct from the observations but in some
olds have been set generously in an attempt to catch as mangense the sources of them. In curve or surface fitting, they
matches as possible. are the unknown exact positions of the ‘ideal’ underlying
points which fall exactly on the true underlying curve or
surface, while the observations are noisy measurements of

these. In 3D modelling, the data might be ideal points and
lines lying exactly on various facets of the true (but ideal)

k(u
A more subtle but perhaps even more ubiquitous problem .—(l
is nearoutliers. These are caused bi): features that have g(u)

cn(Xp, 1)

Handling near outliers is difficult as the outlier decision
requires a fairly accurate estimate of the inlier error distri-
bution. M-estimators potentially give the most accurate re-

sults, but estimating the required scale parameterprob- émderlying 3D object. For epipolar or trifocal geometry they

lematic. Rank based estimators like least median square are pairs or triplets containing the exact image positions of
have limited scale invariance (they depend on the accep- P b 9 gep

tance thresholds for the initial set possibleinliers, which f/g‘;gﬁser‘;?dﬁm‘:g ji?fepr‘é':ttz a;‘ge';”aerfa Igﬁtgﬁz ";‘]:‘ii tzlr’;i;
must reduce outliers te50%withoutdeleting a significant 9 P

proportion of true examples) but they are significantly more different types (points, lines, conicstc), but we will call

variable and they do not so directly yield parameter covari- thwhilhg?'tn;z f(;)t:;;rr\]/;(taiglr?gc:ré direct measurements of
ances or consistent point estimates.

the unknown data points or (for example) measured im-
NB: There seems to be some confusion over robust er-age projections of 3D points;, we suppose that they are
ror measures in the literature, with several auth@g.( linked to the data by known probabilistic uncertainty mod-
[35, 29]) preferring least median squares over M-estimatorsels p;(y;|x;). For fitting, we convert these into measures

on the grounds that it “has a higher breakdown point”. For of statistical deviatiore;(x;), €.g.posterior log likelihood
parameter value (not covariance) estimation with roughly e;(x;|y;, priors) = —logp(y;|x;) — log p(x;|priors). The
known covariance scale, thisis incorrect. Wisdtue isthat ~ observations and prior information aty enter the fitting
thesearch methodf random sampling has a (much!) higher proces®nlythrough these penalty functioas but we will
breakdown point than theearch methodf gradient descent  not explicitly display them among;’s arguments as they
starting from a least squares solution — but either of those are constant during any particular fitting problem.

search methods could be applied to either estimator. In fact The data pointg; are not arbitrary, but are constrained to
M-estimators are probably more robust in practice provided lie exactly on some sort of ‘ideal’ geometric model — the
their scale is set correctly, as they make an explicit decisionunderlying curve, surface, 3D object model, epipolar geom-
about what is plausible data rather than blindly “accepting etry, etc. The exact model is unknown, but is supposed to
50%". belong to some parametric family governed by parameters



u. For fixedu and each data poist;, the model is specified
by a vector ofimplicit constraintsc;(x;, u) = 0 which x;
must satisfy exactly. We will suppose that these aretiig
constraints on the&;, which are otherwise arbitrary and un-
known (modulo any prior information incorporated into the
e;(), as above).

The parametera may themselves be constrained by con-
sistency relationk(u) = 0. For example, the components
of the fundamental matrix satisfy the constraint@gt= 0.
We will also allow a bias or error penaltffu) onu, perhaps
derived from a priotp (u|priors) summarizing independent
previous measurements af We assume thaj does not
depend on the current datg, which are coupled ta only
through the constraints, not through eithey or e;.

Our goal is to find a statistically optimal estimdtef the
parameters1™e describing the true underlying model. We

are mainly interested in point (mode based) estimators like

least squares (LS), maximum likelihood (ML), or maximum

Figure 1 Geometric fitting amounts to minimizing the error over
the total feasible subspacin joint data space, and reading off
the corresponding.

a posteriori (MAP), so for the moment we assume that the Values consistent with any given, S, andS are usually

optimality criterion is the minimization of the combined er-
ror metricg(u) + >, e;(x;). As discussed above, it may
also be useful to find optimal consistent (wiih estimates

%; of the true data!®. But whether these are needed or

proper subspaces of the joint data space. Generically,
locally has codimensiodim (c¢) — dim(u) + dim(k) and is
regularly foliated bydisjoint subspaces,, of codimension
dim(c). This occurs quite naturallyS is proper whenever

not, we will see that recovering them is actually the essencethere is too much data to interpolate exactly given this many

of fitting and must be done implicitly even if it is not made
explicit.

We will assume that the constraint functiokéu) and
c;(x;,u) and the error functiong(u) ande;(x;) are lo-
cally smooth and bounded neaf'® andx!“¢, and that we
have initial estimates sufficiently good to allow a local op-
timization method to converge to the globally optimal solu-
tion given the observations. Often the datacan be ini-
tialized from the observations, while initialization ofu is

parameters, and th&, are generically disjoint whenever
each parameter is generically identifiable given the dada (
locally in (x, u), for each perturbation — u + du there is
at least one constrairt for which that perturbation makes
a difference). However, note that if there is a gauge freedom
in u, gauge-equivalers,, will coincide exactly andS will
have fewer dimensions. (In this caseygauge-equivalent
u is equally good as a solution).

A key insight is that the parametenis— the subdivision

significantly harder. Some sort of consensus search may b&f S into [JS. — are in a sensérelevantto the fitting

necessaryg.g.Hough voting or random sampling), but if so
we suppose that this has already been done.

To simplify notation and provide insight into the na-
ture of constrained fitting, it is useful to gather the com-
ponents of the all data points into a single Hmnt
data vector x = (xi1,...,X,). Similarly, the con-
straintsc; are assembled into a bjgint constraint vec-
tor c(x,u) (c1(x1,1),... ,¢cn(xp,u)) and the error
functions are summed intojaint error function e(x) =
>_; €i(xilyi, priors).

For fixedu, thefeasible subspaces, is the set of allk
consistent with the constraint$x, u) = 0. This is just the
Cartesian producs,, x ... x 8%, whereS;, is the subspace
of x; compatible withe;(x;, u) = 0. Asu varies (subjectto
k(u) = 0), the subspaceS,, sweep out theotal feasible
subspaceS = J, Su (see fig. 1). It is this space of all

problem. The error metrie is defined in terms ok alone.
Theu-penaltyg(u) (if any) can in theory be re-expressed as
an implicit function ofx, which happens to be constant on
eachS,,. So maximizing the fit just amounts to minimizing
the combined errofe + g)(x) over thetotal feasible sub-
spaceS (fig. 1). Once this has been done, the corresponding
u can simply be read off. The optimality condition is simply
thatV (e + g) be orthogonal t&, both in theS,, directions
(so that the estimates; are locally optimalgivenu) and
transversally in th% directions (so that the estimatédbr

Sa is locally optimal).

Note that if they; are direct measurements of tixé“®
with Gaussian errors and the prigfu) is negligible, the
error gradient at any poink is Mahalanobis conjugate
the direction of the joint observation = (yi,...,yn):
—ex = X' (y — x). Hence, parametric fitting is equivalent
to Mahalanobis-orthogonal projection orfo x lies at the

potentially feasible joint data points that we have to search o of the Mahalanobis normal tin S.

to find the optimal estimate and its associated.
It is important to realize that even if there are mamy

In summary, we can reformulate constrained geometric



fitting as the following abstract optimization problem:

Abstract Geometric Fitting Problem
Given:
— an unknown data vectar
— an unknown parameter vectar
— error functiong(x) andg(u)
— vectors of constraint functiorgx, u) andk(u)

Find (%, @) minimizing e(x) + g(u) subject to the
constraints:(x, u) = 0 andk(u) = 0.

Of course, this is just an instance of the still more abstract

problem of minimizing a function of the combined param-
eters(x, u) subject to the combined constrairfts k), but

to exploit the special structure of the problem we will work
with the above expanded form.

4 A Fitting Algorithm

The above framework implicitly underlies most current sta-
tistical approaches to constrained fitting, but it is usually
hidden by “reducing” the problem to one that explicitly in-
volves only the parameters. We will consider reduction
below. In this section we derive an efficient algorithm that
directly solves the “full” fitting problem as it is given above.

Advantages of the full approach include) (simplicity
and directnessjif) the fact that it exactly solves the underly-
ing estimation problem without linearization assumptions;
and (i) the fact that it automatically gives optimal, exactly
consistent estimates; of the underlying data points{“e.

tiont:

fx+zcx=0 with c(x)=0
Take second order Taylor approximations based at the cur-
rent estimatex, and look for an updat@x, dz) that satis-

fies the Lagrange equations to first order. The result is:

T T
fxx +2Tcxx €3
Cx 0

0x

) <Z+5z> :_<fcx>

Solve, updatéx, z), re-estimate derivatives, and iterate to
convergence.

The coefficient matrix is typically (but not invariably)
nonsingular providedfxx is positive ande, has full row
rank (.e. the constraints are locally linearly independent).
However it is never positive definite owing to tiein the
lower right corner, so care is needed when selecting numer-
ical methods. I, is rank deficient there may be no locally
feasible solutiond # 0). But if there is, a least-squares
(pseudo-inverse) update is adequate for the above iteration.

At the risk of a reduced rate of asymptotic convergence,
the matrix on the left can be modified without changing the
solution. (As always with Newton-like methods, it is the
vanishing of the right hand side that determines the solu-
tion). The Lagrange term™ cxx corrects for the curva-
ture of the constraint surfaces, and can often be dropped if
this is expected to be much smaller than the curvafuge
of the cost isosurfaces (in our case, the point error ellip-
soids). Our implementation below does this by default, as
it significantly reduces the cost per iteration. A Levenberg-
Marquardt-like regularizeAI can also be added, “small”
terms droppedetc. Modifying the lower right hand re-
quires care: when factorized, this block naturally becomes
negativedefinite, so any added Levenberg-Marquardt-like

ods are potentially a little faster, especially if they are hard-

system). In any case, the constraints will only be satisfied

coded and; estimates or covariances are not needed. How-t0 first order at the next step if the: and0 blocks are pre-

ever for complex problems with multiple constraiits the

most practical way to implement the reduced methods is as

served.
In a practical implementation of SQP, it is also necessary

the first pass of the full one, so the speed difference turnsto monitor the above step prediction and reduce it if nec-

out to be quite small and the full method is recommended.

Our approach is based on the classical constrained opti

mization technique adequential quadratic programming
(SQP)[11, 8]. This is a Newton-like method that requires

second derivatives and provides quadratic asymptotic con-
vergence for smooth non-linear cost functions under smooth
non-linear constraints. The basic idea is to iterate, at each
step approximating the cost and the constraints by their sec-

essary, to guard against convergence to non-minimal sta-
tionary points and uncontrolled steps outside the domain of
validity of the Taylor approximation. This is recommended

(but perhaps not absolutely indispensable) even for the rel-
atively benign (by numerical analysts standards) problems
considered in this paper. Inequality constraints can also be
incorporated, although this significantly complicates the al-

gorithm [8, 11].

‘Full’ geometric fitting method: Now we apply SQP to

ond order Taylor series and exactly solving the resulting our abstract geometric fitting problem. See the inset above

subproblem. Suppose we want to extremize a scalar cost

function f(x) subject to constraints(x) = 0, over some
variablesx. Lagrange multiplierz give an implicit solu-

IWe will use subscripts to denote derivative®.g. cx is the
dim(c) x dim(x) constraint Jacobedfc; /0x;] and fxx is the Hessian
[02 f/0x;0x;].
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for notation. All quantities are evaluated at the current
(x,u). Subscriptx, u on functionse, ¢, ¢ andk indicate

5 Implementation Details

derivatives. Otherwise they are just labels. The SQP updateThe code is packaged as a generic search driver which calls
equations can be written as a symmetric block tridiagonal two user routines to evaluatg, Ax;, c;, cx; andcy; for

linear system
0x ex
Zc + 0% c
A du - Zu (1)
Zx + 0Zx k

The second and fourth equations say that the updated con-
straint violationse(x + dx,u + du) andk(u + du) van-

ish to first order. The first and third say that the updated
data and parameter errors have been minimized to sec-
ond order {.e. the updated error gradients are perpendic-
ular to the constraint surfaces.(x + 0x) + zJcx ~ 0,
gu(u+ 0u) + zJ cy + z ky = 0).

The coefficient matrixA has a block tridiagonal recur-
sive decomposition [121DLT, wherel is a blocked lower
band unit matrix and is block diagonal. The inverse

¥ = A7 is dense, but linear algebra can be performed Solving the SQP update equations

efficiently using the sparse decomposed forms.

each point, and, gu, guu, k, andk,. Only the user rou-
tines are problem specific. We allow for a few special cases
like diagonal or constant, pre-decompostg;, since this
can significantly increase the overall speed. The rest of this
section gives details of the technical implementation of the
driver, and can be skipped by non-technicians.

Splitting x andc into individual data pointk; and con-
straintsc; and rearranging in terms ¢%;, c;) pairs, the co-
efficient matrix A takes the form

Axl cxlT 0
Cx1 0 Cul
T
Ayn cxn 0
Cxn 0 Cun
T T ! T
0 car™ || 0 cun” || AL kI
ko, O

requires evaluation

For ex-and decomposition of this matrix, forward substitution

ample linear equations can be solved by forward propaga-of the right hand side, then back substitution to find
Whatever the decomposition method, de-

tion (effectively multiplying byL—*, accumulating compo-
nents downwards), followed by back propagation (multiply-
ing by L—", accumulating components upwards) [12]. Note
that Ax andA,, are usually positive (semi)definite.@.if
exx andgun + ¢} ¢,y dominate the curvature terngy,
Cuu: kuu), While the diagonal blocks-3. and -3, cor-
responding to the constraintsandk are typicallynegative
(semi)definite.

the update.
composition and forward substitution treat the diagonal
block for each pair(x;,c;) separately, followed by an

accumulation over thec,; terms to give theu ones

and treatment of thgu, k) block.
propagates thea solution back up into each individ-
ual (x;,c;) block via the cy;.
is O (n - ((Ix] + [e)® + [e]|ul) + (ju] + [k])?)

Back substitution

The entire computation

(-1 =



dim(-)) — linear in the number of data points. Only in general, but the special structure of the problem helps
the nonzero blocks (including the diagonal zeros) need beus here. Provided there are no rank deficiencies, the diag-
stored, so the memory requirementi$n) too. onal0’s give rise to diagonal blocks that are either strictly
There are several types of matrix decomposition that Positive or strictly negative definite. This is enough to sta-
could be used, depending on how well conditioned the prob-bilize the problem (barring rank degeneracies!). However if
lem is. Above we gave the blockDL™ decomposition  any sort of regularizerg.g.Levenberg-Marquardt or modi-
which is theoretically convenient but not necessarily the fied Choleski) is used, itis important regularize the negative
best for applications. The current implementation uses ablocks negatively, otherwise destabilizes the decomposi-
modified form of Choleski decomposition [12, 11]. Thisis tion.
very fast and has proved effective for all the examples con-
sidered in this paper, but it does not handle rank deficiency
very gracefully. For example, it fails if the; are linearly
dependent rarkx;) < dim(c). This happense.qg, in tri-
focal tensor estimation if more than the minimum 3 of the 9
components of the three image point matching constraint
are taken (see below). The problem can be avoided by
choosing a suitable subset or projection of the constraints,
but it would be useful to have a stabler fall-back method for ¢ _ < <5Xt§xT 5Xt5uT> > N ( )M —TIx2u>
more difficult problems. Future work will investigate this: ~ " — \ \ dudx™ dudu™ )/ = \ -2, Tux DI
sparse QR and Householder reduction to ”“?“?99”3' form This is dense as the; are coupled to each other via It
are likely to be the stablest (and slowest) possibilities, while . . 2 .
the Aasen or Partlett-Reid factorizations [12] might prove is also singular(cx C“)E."“ = 0, because thg constra!nts
useful intermediate solutions. However all of these meth- '€ exactly enforced to first or dgr for all feasifpix, ou):
ods are 2, 4 or more times slower than Choleski decompo-2¢ = €x0% + cudu = 0. Similarly, k3, = 0. But

sition, which has proved adequate for all of the problems % alone has a covarian@rossthe constraintsiey 3 #
considered here.

0. This is the projection of the constraint-satisfying joint
. L (x,u) variability. However note that the constraint violation

The current implementation ignores the Lagrangg (
terms in theAx andA,, blocks, as we expect the point un-

and thex;-x; couplings inXx are small, typicallyO(1/n).
> b I H e of th int (fitted If uis frozen at the estimat#, thex; variations are de-
certainty to be small on the scale o the constram'F (fitte coupled and the covariance is described not B, but
surface) curvature for most realistic problems. (This does by the sparse matriZy|a = AL — A eI S e AL (ie
not change the solution, only the convergence rate). With sy -\ op ™ replacedxb;z_‘l x NP
this simplification and non-negativex and gu,, the A # N N

6 Covariance Estimation

After convergence, the matri22 gives a linearized es-
timate of the joint covariance of the estimated solution
(%X, Ze,1,7x). In particular, the joint covariance ¢k, i)

is given by the submatrix

, sinceX,, — 0). Thisdoes

. I at | L - defini d the i satisfycxXx|a = 0, and represents the projection of the
n"lnatnces are a at easthposﬂ\l/e sem; efinite and t edm”ln- unconstrainea covarianceA ' ontoSg, whereast,, rep-
plementation assumes this. Also, with many error models (. qonts the (less singular) projection osto

the A blocks are constant (and even diagonal) and can be - aq aways with constrained fitting, the covariances are

decomposed in advance for speed. rank deficient because variations that violate the active con-

Our Choleski implementation is slightly nonstandard in  straints are forbidden. The corresponding information ma-
that the inpUt matrix is not pOSitive definite. This means trices do not exist a|th0ugh pseudo_inverses can some-
that its decomposition is complex: the decomposethd  times be substituted. If necessary, the results can be trans-
k columns are pure imaginary. However all the factors of ~ formed into any convenient minimal (unconstrained) local
canceloutin the end, so itis only a matter of bookkeeping to parametrization by the usual covariance propagation for-
keep track of where they should be and what signs they pro-mula £, — JX,J7, wherelJ is the (here rectangular)
duce. To increase the Stab”lty Sllghtly in near rank-deficient Jacobeamx’/ax]_ In favourable cases, the results are reg-
cases, we also use a version of Gill & Murray’s modified ylar nonsingular covariance matrices, with well-defined in-
Choleski factorization [11] This edits (increases the mod- verses. However for most app"cations itis usua”y much
ulus of) diagonal elements if they would be too small. For more convenient not to calculate the covariances or infor-
example, in our trivalent tensor routie(u) includes all 10 mations at all, but rather to store them in some factorized
cubic constraints on the tensor, even though only 8 of theseform that allows easier, more efficient numerical manipula-
are |inear|y independent, but the stabilization is sufficient to tion. (Cho|esk| decomposition is used in our current imp|e_
handle this without problems. mentation).

Finally, note that th& DL™ or Choleski decomposition of In contrast, if the parameters have a gauge freedom it is
non-positive matrices (as here) is usually considered to bethe information matrices that are rank deficient and the co-
ill-conditioned and hence ill-advised [12, 11]. This is true variances that do not exist. Since gauge variations have no



effect at all on the fit, they have zero information and infi- The first two terms give the unconstrained minimum, while
nite covariance. Some problenesg.estimating projection  the third gives the extra cost for enforcing the constraints.
matrices by autocalibration) combine both constraints and aThe overall effect of the update is to minimize ttegluced
gauge freedom, in which case an orthogonal numerical ap-error metric

proach like QR, SVD or pseudo-inverse seems essential. -
ereducec(u) = g(ll) + 3¢ Acc (4)

7 Reduced Fitting Methods with respect taa, with the convention thad . is held con-
stant in derivatives with respect 1o, so that the solution

Now we return to the theory and derive approximate, re- (du = 0) occurs wherc™Acey +gu = 0. If g = 0 we
duced versions of the full method, in which the data vector €an also simplifyA. to £2* in the above equatiofissince
x is not explicitly updated, but is represented as an implicit €¢” 2¢ cu = 0. In fact, the optimak update forfixedu
first order correction about a fixed expansion poifit In 1S 0x = —A"egx X" e, which gives the same updated er-
the sense that they approximately minimize a “reduced er-Tor e(x + dx) = e + zcX; c. So minimizinge™ Acc or
ror metric” very similar to those used by standard first or- ¢ X¢' ¢ amounts to finding the most compatible withx
der geometric fitting techniques like gradient-weighted least in the sense that the estimated residual error for the first-
squares, these methods can be seen as generalizations (aféder-correctec atu is minimized.
indeed derivations) of the standard approach, to allow con-  Also, if we allow A or X to enter intou derivatives in
straintsk (1) on the parameters. However, we stress that ~ (4) above, the net effect is to slightly increase the accuracy
all reduced methods are first order approximations. It is the Of the approximation. For example, using the standard iden-
full method evaluating a%, @) that gives the exactoptimal  fity §(A™) = —A~*-§A - A~ onX" and thedx update
solution, not a reduced one evaluating=t, i). (3) we obtain

It is convenient to choose the expansion poifitto be 1 Tt Tt 21 T
an exactunconstrainedninimum ofe, so thatey (x°) = 0. 2Vule"BTe) = €T (eu — cux - Al e BcTe)
For example, if the observatiogs are direct measurements ~c B (Cu + Cux - %)
of the data pointx; and there is no strong prior at, tak- ~c' X' Vue(x + 0x) (5)

ingx? = y; should globally minimize any reasonable error ) .
metrice(x). Also, we will ignore theA constraint curva- So the effect of the non-constant denominaiglis to move

ture penaltyzT cxx throughout this section, as we will not  the evaluation point of,, onto the constraint surface to first
c ’

bother to estimate... order. This ‘straightens’ the constraint direction and par-
The most direct reduced approach is given by propagat-tilly corrects for the bias we introduced by holdirdixed.
ing thex andc blocks of (1) intou using a partial block In summary, we have the followingeduced fitting
tridiagonal forward substitutiorc(f. row 3 of L), to give ~ Method:
the following reduced linear system Reduced Fitting Method
Au KT su gl + I B1E Given:
<ku 0 ) <Zk + 5zk> == ( K ) ) — an unknown parameter vectar
— error functions:(x) andg(u)
where¢ = ¢ — cxA;'ex. This can be solved fofu and — a data poink® minimizing e(x)
71 + 0zx. Inthe full method, the results are then back prop- | — vectors of constraint functiongx, u) andk(u)
agated intec andx to findz and Find i1 minimizing g + %cTACc atx = x9, subject tg
ox = —A7 (ex + T A(E + cubu)) the constraintk(u) = 0. If required, update” by
£~ x% - A'cTAcc. If g =0, A, can be replaced

=—Ac;Ac(c+ cydu) ifex=0 (3)

by >_*.

The evaluation point is the currefit, u) and the full solu- . . .
tion gives an improvedx + dx, u + du) which satisfies the As familiar exe_lmpl_e_s of reduced error metrics, conS|_der
constraints to first ordeR( if the Lagrange terms are in-  (h€ case of 2D implicit curve or 3D implicit surface fit-
cluded) and minimizes the error to second order. By design, {iNg: for which a single scalar constraintgives a ‘gradient
the solution(u + du, zk + dzy) is independenof the eval-  Weighted’ error measure [27]:

uation point(x, u), to first order in(dx, du). The updated,

L . | Cz’(Yz’au) |
minimized value of the error function is e(u) =1 E
() =3 - cxi(Yi,u)T Xy cxi(yi, u)

e(x+0x) =e— tel Allex + L(E + cudu) T Ac(C + cudu
( ) 2rx e e T2 ( w0w) " A udu) 2Again 3, is held constant in derivatives. Similarly, §f # 0 we can
=e+ %CTACC if ex =0andéu =20 minimize g(u) + %(c —cuZugl )T (e — cuZugl).



whereXy; is the covariance of;. For the estimation of reformulated in terms of an unconstrained minimal local
the fundamental matrix from pairs of corresponding image parametrization.

points(y;, y;), the reduced error measure becomes: ‘Levenberg-Marquardt’ (Gauss-Newton with a diago-
. o nal regularizer) is. probably the m.ost popular te.chn!que.

e(u) = %Z _ yi Fyi| (6) ODRPACK [4, 3] is a publicly available trust-region im-
v FTE,Fy, +y/FX,FTy; plementation designed for large orthogonal regression prob-

lems. Our current reduced implementations also include

Note that this is the only one of the error metrics considered [-M regularizers and might be classed as “L-M with con-
by Zhang [35] that is statistically correct to first order. straints”, although it should be stressed that this leaves a

For the trifocal tensor, the reduced measufe: ¢ is wide choice of linear algebra methods, and it is largely these
too complicated to write out explicitly. The matrX. is  that determine the speed and stability of the final method.
3 x 3 if the constraints are fU”y prOjeCtédThe easiest way Renormalization: Kanatani [19, 20] has deve|oped
to evaluateX;" is to explicitly calculate and multiply. an orthogonal least squares optimization technique called
andA;" and invert numerically. In fact, to implement the  renormalization. This is closely related to thital least
reduced method it seems easier to avoid explicitly differ- squaresmethod [17]. It seems to be mainly intended for
entiatinge™ X" ¢, instead directly using (2), or estimating problems in which the constraint¢x, u) are homogeneous
cux and using (5). linear inu (or can be made so by embeddingn a larger

In fact, although the reduced method is simpler and faSterspace and either ignoring or |inearizing tiheconstraints
than the full one for simple problems with scalar constraints, that arise). In this case — modulo the dependence of the
it has little if any advantage for more complex ones with ‘weight matrix’ . on u — the cost function is a homo-
multlple constraints. If the constraint covariangg = geneous quadratic in and can be minimized (Subject to
cx A cx must be calculated and inverted numerically, the ||lu|| = 1) by an eigenvector routine. This minimum is
easiest way to implement the reduced method is as the forsjightly biased as it ignores the variation Bf, with u. To
ward propagation phase of the full one. Then — given that remove the bias, the evaluation point must effectively be
the required matrices have already been factorized — themoved onto the constraint surface, as in (5) above. If we
extra cost of the back propagation to calculatesthgpdates o this the minimum of the reduced error will be exactly
and implement the full method is minimal. zero. In renormalization, the correction is done implic-

Of course, the reduced method is also less precise thantly (and slightly mysteriously), by calculating the bias of
the full one in that it is based on a first order approximation the quadratic matrix and subtracting it. The result is akin
to x. The suboptimality is perhaps small for most practical to eigenvalue estimation by inverse iteration [12] and con-
problems, but (5) and the relation to the true problem makesyerges quite rapidly. (However Kanatani suggests that this
it clear that thecorrectevaluation point is always the (esti-  pe implemented with a full eigenvector routine at each step,
mated) underlying point;, not the observatiop; orx?. In which seems rather wasteful). It is not clear to me that

fact, although the full method necessarily costs more per it- renormalization has any significant advantage over direct
eration, it sometimes turns out to be faster than the reduceq']on"near optimization’ but it remains an interesting tech-

one because its more accurate evaluations give convergencgique.
in fewer iterations.
Bayesian approach: All of the above discussion is
. within the framework of statistical point estimators (like
8 Relation to Other Methods maximum likelihood or MAP) on the combined data and
parameter spacgx, u). Another more Bayesian approdch
Our reduced error metrics coincide with those used in focuses on the posteriararginallikelihood ofu, i.e. thex;
weighted orthogonal regression [4, 3], ‘gradient weighted values are viewed as unwanted ‘nuisance parameters’ and
least squares’ [27], and Kanatani’s ‘optimal parametric es- averaged (integrated) out of the problem. This can seldom
timation’ [20]. This is no accident as the derivations of be done exactly, but if we assume that the constraints (and
all of these essentially amount to first order linearization, hence the foliation ofS by feasible subspace$, — c.f.
and there is only one statistically correct answer to this or- f|g 1) are |oca||y approximate|y linear and that the condi-
der. On the other hand, the associated numerical optimiza+jgnal posterior error distributions(x|y, u) in S,, are well
tion techniques differ W|d8|y Our method allows for ar- localized and have volume rough|y independenhoﬂ:he
bitrary constraintk(u) on the parameters, whereas most

of the other approaches assume that the problem can be “Sometimes called “empirical Bayes”. A “pure Bayesian” wbalso
hedge over the posterior far, in the final uses to which is put. This

30ne could also work with the pseudo-inverse of a redundarmif sen- is seldom feasible, but when it is it can significantly inaeaverall sys-
straints — even with all 9 components of the trilinear matghtonstraints tem robustness. It can be approximatedy, by working with confidence
— but that would be still more complex. intervals overu.
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values of theS,, integrals can be approximated by the pos-
terior probabilities i.e. heights) of their modes. Hence, the
ML estimate still holds, and can be recovered by mini-

pared to trust. Although we want to reduce their influence
on the fitu, we still want the data estimat&s to track the
evolving constraint surface, as this is useful information un-

mizing the reduced error functioincnglc. In particular, der the null hypothesis that they are actually inliers. Hence,
these assumptions hold for normal distributions, which have the x-y and x-c couplingse(x;|y;) andcx; must be left
constant shape (but not height or position) careydecom- at full strength to ensure that the stay both on the sur-
position into parallel subspaces face and under the influence of the observatipndn fact,

it makes no sense to include a point in the fit unless both
terms remain active, since otherwise it will either converge
toy; or wander uselessly across the surface.

All of the ab di ion has b . bust | The only remaining candidate for robustification is the
of the above discussion has been in a non-robust least-,, couplinge,;. We will use a simple probabilistic model,

squares-like framework. .NOW we cons@er h0\_/v to robustiy 1, ¢ many alternatives are possible. Given outlier-polluted
the mithod against phossmle outllbelrs_. S!nre thls is alocal ap-,p servation distributions(y;) ~ p(y:|x:)+p(y;|outiier),
p_;oac we assurr]net alt rez;sotr;a efmmad esgmatasamb i estimate weighting factors (inlier probabilities) x;, u)
(if necessarykx z;ve already been found,g.by a robust p(inlier%;, y;) p(ys|x:)/p(ys|outlien), and replace
cogsensushsearcb. db | h eachc,; with p;cy;. This amounts to using thexpected
_one path to ro ustness wou be toreplace the error met'coupling strength, since the correct coupling is 1 for inliers
rics e;(x;ly;) with robust M-estimators, perhaps derived ,04'q for outliers. It is as if the constraints varied more
from an outller-pollu_ted obs_er_vat|on Q|str|but|q11yi) ~ slowly with the parameters for unreliable points.
p(yi[x;) + p(yi\outl|gr). T.hIS.IS po§S|bIe, but not recom- For diagnostic purposes and convergence testing we also
mended. qu one thing, it gives h|ghly NON-CONVEX EITOT" alculate the weighted fitting erroy_, p;e;. However
surfgces WhICh. make nu_merlcal 0pt|m|zat|.on difficult. In we emphasize that the algorithm actually minimizes the
particular, for distant outlierg;, the connection to the cor- urweighted error — derivatives of; (x;) are never needed
responding estimated data pointis ‘switched off’, so that and there is No NoN-convexit E '
x; is free to wander anywhere on the constraint surface. For the reduced method t%.e weight factpesan be esti-
:Zlesdlfg dbsetgrgig]’pgorsr;lrjnn;egggl ;Opedlﬂ?ar:'iggii(?ﬁ B?gce- mated from the implicivx and the reduced error contribu-

y 9 PO tions ciAcic; ~ 0xT Axidx; (C.f. (3)). Again, thep's are

dure. o : )
. o . weighting factors for use on the right hand side of (2), they
More importantly, a robustified(x;|y;) may not be what do not enter into derivatives with respechto

we really wanted in any case. Even gross outliers usually
correspond tsomethingn the image, and it is at least not

completely implausible to hypothesize that whatever that
something is, the coupling of data to observation is roughly
described by the given error mode(x;|y;). What is in .
question about outliers is not so much their error model, asAS examples of the full and reduced methods, we consider

the fact that they belong to the fitted constraint or surface atth€ Precise estimation of the fundamental matrix, the essen-
all. In other words, it is the connection &f to u that needs tial matrix and the trifocal tensor, in each case taking the
to be ‘robustified’, not that ok; to y;. For example, for full nonlinear constraints into account. We work in homo-

epipolar geometry estimation the outliers arsmatches— geneous goordinates and assume basic familiarity with pro-
real image events with presumably correct uncertainty mod-1€Ctive vision g.g.see [5]).

els that jL_JSt happe_n not to be in correspond_ence. Even for Fundamental matrix: This case is fairly simple, so we
near outliers resulting from poorly localized image tokens, .o, g6 the reduced method with the statistically correct er-
it is unclear that a yveakened data—ob_servatlon.cgupllng ISyor metric (6). The parameter vectarcontains all 9 com-
really more appropriate than a_lweakenlng_of their mfluc_ence ponents ofF. The constraint d¢F) 0 gives us one

on the fit. In any case, we will take the view that outliers component ok, but we also include a second constraint

are potentially ‘good’ points that just happen not to lie on IF|2 = 3 4 F% 5 = 2 to ensure thaF stays well nor-
the constraint surface, and develop a model with roust [~ 4% 74P

coupling.

The default working hypothesis is that apparent outliers  Essential matrix: Here the constraints are a little more
are potential inliers, but ones that we are not currently pre- complicated, but we can continue to use the reduced method
and the full 9-component parametrization with a normaliza-
tion constraint. (Another possibility would be a rotation-
translation parametrizatiol ~ [t]«R). The Demazure

9 Robust Formulation

~

10 Matching Tensor Estimation

5To see this, work in coordinates aligned with the subspacEse
modes and heights are given by sectioning with the Mahalanob
orthogonal subspace.
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constraint [5] three3 x 4 projection matrices modulo & x 4 choice of

1 3D projective frame). So the components@fare subject

M(E)E =0 where M(E) = 3 tracd EET) — EE™ to 26 — 18 = 8 independent algebraic constraints. Since
the above cubic constraints generically have rank 8, they

has 9 components, but we know that o8ly- 5 = 3 of generically span the complete space of constraint&on
these are algebraically independent. Using all 9 constraints(There may be exceptional points at which this is not true).
would be quite slow as we would have to process (includ- The trifocal point matching Constraint$x’]x (G
ing normalization) al0 x 9 rank 4 Jacobeak, and a  x)[x"], = 0 can be derived by multiplying (7) on the left
10 x 10 symmetric rank 4 covariance matr®y. Instead,  and right by[x'], and[x"],. Only 3 of these3 x 3 =
we heuristically choose a subset of 3 “strong” constraints 9 equations are linearly independent for any given point

and ignore the rest. It is not too importan'; _hOW this is triplet. Their projections along eithet (on the left) orx”
done, so long as the result has a well-conditioned rank 3(on the right) trivially vanish, leaving only the x 2 = 4

Jacobean. For instance, we can project out the 3 constraintgrthogonal relations. And evens, x’ andx” do not corre-
d"M(E)E along some directiod. An exact essential ma-  spond, (7) guarantees that the simultaneous projection along
trix E ~ [t] xR satisfiesM(E) ~ ttT, so the “strongest” ¢’ ande” also vanishes, so one more degree of freedom is

directionisd ~ t in the sense that for Orthogonal directions lost. Given these factS, Suitab|y “Strong” pairs of projec-
d™t = 0 and an exacE, the constraints trivially vanish. In  tion directions{d’,x’ A d'} and{d",x" A d"'} are easily

practice, we estimaté ~ t heuristically from the columns  found by usingx'], (G - x) ~ (x' A e/ )x"" to estimate
of the approximately rank 1 matriI(E), and projectboth g’ ~ x' A ¢’, and symmetrically fod”’. The resulting three
the Demazure constraints and their Jacobean along this. Theelations generically span tife 2 — 3 = 3D space of alge-
Jacobean is lengthy, so we usedM.E to calculate it. braic matching constraints on tBe2 = 6 pixel coordinates

Trifocal tensor: This case is quite complicated and itis ©f the image points, modulo the 3 d.o f. of their parent 3D
easiest to use the full method. We assume some knowledg®0int (.e.the projected x 6 cx; Jacobean generically has
of tensors and properties of the trifocal tensor, see [25, 14,rank 3).

31, 30]. We focus on the point matching case (lines are also All this gives the following implementation. Each point
possible), and only consider one of the 3 distihict 3 x 3 triplet is represented by a data vector of 6 pixel coor-
trifocal tensors between the 3 images, €y, 22¢*. (The dinates, and the trifocal tens& is represented by a 27
indices are labelled by the image they come from, and thecomponent vecton. For each triplete; contains the three

summation convention applies,f. [31]). ContractingG projected trilinear constraints. At presdntontains a nor-
with any image 1 poink = x%1 gives a3 x 3 matrix, say malization constraint and all 10 cubic constraints@nas

(G-x) = Gy, B2Csg A1 |f x' andx”’ are the image 2 and  We have no insight as to how to reliably choose 8 strong pro-
3 points corresponding to, ande’ ande” are the epipoles  jection directions (short of an orthogonal projection of the
of image 1 in image 2 and 3,&osure identity30] shows  Jacobeatk,,, which would probably take longer than using

that (with a suitable choice of relative scales) all 10 constraints). Thé&l x 27 Jacobean is complicated
ST T and was evaluated usingA®LE.
(G x) ~x'e" —e'x (7) The rank deficiency of thk, Jacobean seems to cause

This has rank at most two, so @€t - x) = 0. This holds for no significant numerical difficulties, even though the current
anyx, so it amounts to an algebraic constraint@nThere Choleski-based |mpl<_ementat|on IS potentlglly ra_ther unsta-
ble under rank deficiency. Indeed, deficiencycip (e.g.

are 10 such constraints in all, encapsulated in the 10 inde—.nC| dina redundant matehing constraints for each point
pendent components of the symmetric tensorial expressionI uading u ng straints pol

Ay A B>B CoC triplet) causes significant instability as it occurs much ear-
€A3BsCs EAsBsCs Ga, 2% G, 7% Gg, *% = pley g y

(Thee's are alternating tensors that effectively tak& a 3 lier n tlhe %EOLGSK' clziln. A SJO\(;V?’ r:m:jel otrrt]hogor:ja! nu-
determinant. The result is automatically symmetric in the merical method would be needed to handle this, and IS cur-

free indicesA; B,Cy). These constraints are the trifocal rently under investigation. (However we stress that for the

analogues of d€F) = 0. They are not all linearly indepen- current implementation this is not a problem).

dent: explicit calculation shows that the rank of tH¥ir< 10

Jacobean is generically 8. Another way to write them is just .

to take detG - x;) = 0 for any 8 sufficiently general vec- 11 EXperiments

tors x;. For basis vectorg; (i.e. Ay = By = () the

constraints are well knowr,g.[25]. The methods described above are implemented and seem
On the other hand, the 26 (up to scale) componen of to work well, but at present we only have very preliminary

characterize the 3 image projective camera geometry, whichexperimental results. More will be given in the final version

has3(3 x4 —1)— (4 x4—1) = 18 degrees of freedon.é. of this paper.
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All of the methods converge quickly (say within 2-5iter- ples on a Sun 4, our lined matrix method takes about
ations) if started from a reasonable approximate solution, 14ms. Improving the results with either the full or reduced
e.g.obtained from random sampling or (barring outliers) F matrix method takes an extra 18ms (but 28ms for an older,
a linear method. For the fundamental matrix and trifocal less efficient reduced implementation). The essential ma-
methods the domain of convergence seems to be quite largetrix method takes about 20ms, a linear trifocal one about
Preliminary trials suggest that even from a completely ran- 120ms and the nonlinear trifocal update about 230ms. (In
dom initialization, the trifocal method converges reliably each case, the nonlinear methods converged in 3 iterations).
(but takes about 20 iterations) while the fundamental ma-
trix method occasionally (with probability a few percent)
falls into a local minimum. The essential matrix method 12  Discussion & Conclusions
seems to be fairly sensitive to errors in the assumed calibra-
tion. We are not yet sure whether this is a problem with the We have introduced a new and general approach to fitting
implementation or a genuine feature of the problem. geometric data under constraints. Its main characteristics

Note that ‘residual fitting error’i(e. the residual con- ~ are that it maintains explicit estimates of the positions of

straint violation of fitted observations against the estimated the “true underlying data”, and that it is embedded in an ef-
matching tensor) is1ot a suitable performance measure ficientnumerical framework designed to handle redundancy
for the methods presented here. Imposing additional con-and constraints, not only between the data and the parame-
straints on the tensors can oricreasethis apparent error,  ters, but also on the parameters themselves. The method can
even though it makes the final estimates more accurate. T°€ applied to many practical vision problenesg. curve,
test the performance, we must either validate against grouncfurface and 3D model fitting, fundamental matrix and trifo-
truth or independent observations, or examine the residualCal tensor estimation, reconstruction under constraints. In
3D or reprojection errors of reconstructions based on the es-Particular, we have discussed its application to the precise
timated tensors. Our present results use the latter approacHstimation of the fundamental matrix, the essential matrix
We will illustrate the performance on precise data of 133 and the trifocal tensor, in each case taking account of all the

points obtained from a triplanar calibration grid with0.02 nonlm_ear constraints mv_olved. _The method aI_Iows an in-
pixel error. We report the projective 3D and reprojection er- teresting robust formulation, Wh'(.:h works well in p_rat_:tlce
rors obtained frontlosure basedrojective reconstruction and seems somewhat more principled than most ex:stmg ap:
methods [33], as these directly use the matching tensors foproaches. We hfave also shown h_ovy our appr.oach_ reduces
reconstruction and seem to have error roughly proportional to a.gem_arahzatmn of several existing ones in a linear ap-
to their accuracy. (In contrast, factorization based recon_proxma’uon. _— .

struction methods [26, 32] are much less sensitive, so are, ~uturé work will improve the numerical implementa-
better for reconstruction but worse for the current test). n 1N especially with a view to handling redundancies more

each case, some of the improvement in the results is due t(gracefully, and look much more closely at the experimen-

the use of a more accurate error model, and some to enforc—f[al performance, including handling of outliers and compar-

ing the nonlinear constraints. isons with alternative approaches.
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