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Abstract

This paper describes a theory and a practical algorithnhéatitocalibration of a moving projective camera,
fromm > 5 views of aplanarscene. The unknown camera calibration, and (up to scale)tkeown scene
geometry and camera motion are recovered from the hypsttiedithe camera’s internal parameters remain
constant during the motion. This work extends the varioustiexy methods for non-planar autocalibration
to a practically common situation in which it is not possitddootstrap the calibration from an intermediate
projective reconstruction. It also extends Hartley’s rodtfor the internal calibration of a rotating camera,
to allow camera translation and to provide 3D as well as wiitn information. The basic constraint
is that the projections of orthogonal direction vectorsirffsat infinity) in the plane must be orthogonal
in the calibrated camera frame of each image. Abstracthgesthe two circular points of the 3D plane
(representing its Euclidean structure) lie on the 3D alteatonic, their projections into each image must
lie on the absolute conic’s image (representing the canadilaration). The resulting numerical algorithm
optimizes this constraint over all circular points and potive calibration parameters, using the inter-image
homographies as a projective scene representation.

Keywords: Autocalibration, Euclidean structure, Absolute Conic &&@ric, Planar Scenes.

1 Introduction

This paper describes a method of autocalibrating a moving projective cantbrgemeral, un-
known motion and unknown intrinsic parameters, from> 5 views of aplanar scene. Auto-
calibration is the recovery of metric information — for example the inteamal external cali-
bration parameters of a moving projective camera — from non-metric infaymand (metric)
self-consistency constraints — for example the knowledge that the camesaisainparameters
are constant during the motion, and the inter-image consistency constraintssleattthiis. Since
the seminal work of Maybank & Faugeras [14, 3], a number of different approaches taldurepc
tion have been developed [5, 6, 1, 27, 26, 2, 13, 9, 16, 15, 22, 10]. For the ‘classical'mpraible
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INRIA Rhone-Alpes. | would like to thank P. Sturm for discusspthe anonymous reviewers for comments, G.
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a single perspective camera with constant but unknown internal parametargmith a general
but unknown motion in a 3D scene, the original Kruppa equation based approach [14] séems to
being displaced by approaches based on the ‘rectification’ of an intermediagetu®jeconstruc-
tion [5, 9, 15, 22, 10]. More specialized methods exist for particular types of matobsienplified
calibration models [6, 24, 1, 16]. Stereo heads can also be autocalibrated [2B0lfjons are
still — in theory — possible if some of the intrinsic parameters are altbteevary [9, 15]. Hart-
ley [6] has given a particularly simple internal calibration method for #eemf a single camera
whose translation is known to be negligible compared to the distances of somé&atén{real
or synthetic) points in the scene, and Faugeras [2] has elaborated a ‘stratifiparadigm for
autocalibration based on this. The numerical conditioning of classical auttan is histori-
cally delicate, although recent algorithms have improved the situatiorfisegmty [9, 15, 22]. The
main problem is that classical autocalibration has some restrictiesitdegeneracies — classes
of motion for which no algorithm can recover a full unique solution. Sturm [18, 19] hahgv
catalogue of these. In particular, at least 3 views, some translatioroar@rstation about at least
two non-aligned axes are required.

Planar Autocalibration: All of the existing approaches to classical autocalibration rely on
information equivalent to a 3D projective reconstruction of the scene. In tbpgdérapproach
this is the fundamental matrices and epipoles, while for most other methodsiteispécit 3D
reconstruction. For some applications (especially in man-made environntasts potentially
a problem, because planar or near-planar scenes sometimes occur for whicBBtpbigective
reconstructions (or fundamental matricet;) can not be calculated. This well-known failing
of projective reconstruction is something of an embarrassmentcatiterated reconstruction of
planar scenes is not difficult, so it is exactly in this case when autoctidibriails that it would
be most useful. The current paper aims to rectify this by providing autocatibratethods that
work in the planar case, by ‘rectifying’ the inter-image homographies induced byahe.dh the
longer term, we would like to find ways around the ill-conditioning of projective@mnstruction
for near-planar scenes, and also to develop ‘structure-free’ interhlafateon methods similar
to Hartley’s zero-translation one [6], but which work for non-zero trarstati The hope is that
planar methods may offer one way to attack these problems.

Planar autocalibration has other potential advantages. Planes are very cammmemmade
environments, and often easily identifiable and rather accurately plahay afe simple to pro-
cess and allow very reliable and precise feature-based or intenseg-bastching, by fitting the
homographies between image pairs. They are also naturally well adaptedc#ditination of lens
distortion as some of the subtleties of 3D geometry are avéided

The maindisadvantage of planar autocalibration (besides the need for a nice, flat, textured
plane) seems to be the number of images required. Generically, [”7“1 images are needed
for an internal camera model with free parameterg.g. m > 5 for the classical 5 parameter
projective model (focal length, aspect ratio, skew, principal point)jpor 3 if only focal length
is estimated. However for good accuracy and reliability, at least 8—afeashare recommended in
practice. Also, almost any attempt at algebraic elimination acrosssg images rapidly leads to a
combinatorial explosion. Hence, the approach is resolutely numerical, andns segpracticable

Iwe will ignore lens distortion throughout this paper. If necessacam be corrected by a nominal model, or —
at least in theory — estimated up to an oveBak 3 projectivity by a bundled adjustment over all the inter-image
homographies. (The pixel-pixel mapping induced by geometric hombgtdpis DH;D~* whereD is the distortion
model).



to initialize the optimization from a minimal algebraic solution. Although foe thost part the
numerical domain of convergence seems to be sufficient to allow moderalialyle convergence
from a fixed default initialization, and we have also developed a numenallization search
which may be useful in some cases, occasional convergence to false manaias a problem.

Organization: Section 2 gives a direction-vector based formulation of the theory of autocal-
ibration, and discusses how both non-planar and planar autocalibration can be apprattuhed
this framework. Section 3 describes the statistically-motivatedfoostion we optimize. Sec-
tion 4 discusses the numerical algorithm, and the method used to initialiZettion 5 gives
experimental results on synthetic and real images, and section 6 concludepehe pa

Notation will be introduced as required. Briefly we use bold uprighbor homogeneous 3D
(4 component) vectors and matrices; bold itadifor 3 component ones (homogeneous image,
inhomogeneous 3D, 3-component parts of homogeneous 4-component olsjdotsynage pro-
jections andH for inter-image homographiek;, C = K for upper triangular camera calibration
and inverse calibration matrice€ andQ2* for the absolute (hyperplane) quadric and (direction)
conic; andw = KKT = PQPT andw™ = CTC for their images.|-]« denotes the matrix
generating the cross produ¢k |,y = X A Y.

2 Euclidean Structure and Autocalibration

To recover the metric information implicit in projective images, wedha projective encoding of
Euclidean structure. The key to Euclidean structure is the dot product betweetati vectors
(“points at infinity”), or dually the dot product between (normals to) hyperplanes. Thefdeads
to the stratified “hyperplane at infinity + absolute (direction) conic” formalafiaffine + metric
structure) [17], the latter to the “absolute (hyperplane) quadric” one [22]. Thegesardual ways
of saying the same thing. The hyperplane formalism is preferable for ‘pure’ aldtadn where
there is naa priori decomposition into affine and metric strata, while the point one is simpler if
such a stratification is given.

Generalities: Considert-dimensional Euclidean space. We will need the case< (the pla-
nar scene and its 2D images) ane- 3 (ordinary 3D space). Introducing homogeneous Euclidean
coordinates, points, displacement vectors and hyperplanes are encoded rdgpesctinaemoge-
neousk + 1 component column vectoss= (x,1)", t = (t,0)" and row vectorg = (n, d). Here
X, t andn are the usuat-D coordinate vectors of the point, the displacement, and the hyperplane
normal, andi is the hyperplane offset. Points and displacements on the plane satisfy nespecti
p-x=n-X+d=0andp-t=n-t=0. Displacement directions can be appended to the point
space, as hyperplane at infinity p, Of points at infinity or vanishing points Projectively,p
behaves much like any other hyperplane. In Euclidean coordinages; (0, 1) so thatpe, -t =0
for any displacemertt = (t, 0). Projective transformations mix finite and infinite points. Under
a projective transformation encoded by an arbitrary nonsingilarl) x (k + 1) matrix T, points
and directions (column vectors) transfooontravariantly , i.e. by T acting on the leftx — T x,
v — T v. To preserve the point-on-plane relatpnx = n-x + d = 0, hyperplanes (row vectors)
transformcovariantly, i.e. by T~ acting on the rightp — p T™.



Absolute Quadric & Conic: The usual Euclidean dot product between hyperplane normals is
N, - Ny = p; 2 p; where the symmetric, rank positive semidefinite matrix

_(lgxx O
o= (" o)

is called theabsolute (hyperplane) quadrié. © encodes the Euclidean structure in projective co-
ordinates. Under projective transformations it transforms contravari@mlyike a point) in each

of its two indices so that the dot product between plane normals is invafiart: TQ T and

p; — pi T, sop; Qp; = n; - Ny is constants2 is invariant under Euclidean transformations,
but in a general projective frame it loses its diagonal form and becomes aragyrlsiymmetric
positive semidefinite rank matrix. In any frame, the Euclidean angle between two hyperplanes
iscosd = (pQp'")/V/(P2pT)(p'2p'T), and the plane at infinity i§2’s unique null vector:
P 2 = 0. When restricted to coordinates pg., 2 becomes nonsingular and can be dualized
(inverted) to give thé& x k£ symmetric positive definitabsolute (direction) conicQ*. This mea-
sures dot products between displacement vectors, just measures them between hyperplane
normals. 2* is definedonly on direction vectors, not on finite points, and unleit has no
unique canonical form in terms of therestricted coordinates. (Anything of the for(rQ'T ;) can

be used, for arbitrary, v).

Direction bases:In Euclidean coordinate§) can be decomposed as a sum of outer products of
any orthonormal (in terms @&*) basis of displacement vectoiQ: = Zle X; X, wherex; Q" X; =
d;;. For example in 20 = (%> 0) = XX™ + 99" wherex = (1,0,0),y = (0,1, 0), are the usual
unit direction vectors. Gathering the basis vectors into the columng/oftal) x k£ orthonormal
rank k£ matrix U we haveQ2 = UU", poo U = 0 andU " Q*U = I,,. The columns olU span
Po- All of these relations remain valid in an arbitrary projective fediih and with an arbitrary
choice of representative f@2*, except thall — T U ceases to be orthonormal.

U is defined only up to an arbitrakyx k orthogonal mixing of its columns (redefinition of the
direction basislU — U R;«,. Even in a projective frame whei@é itself is not orthonormal, this
mixing freedom remains orthogonal. In a Euclidean frdthe: (} ) for somek x k rotation matrix
V, so the effect of a Euclidean space transformatidiis> (§{) U = UR whereR' = VTRV is
the conjugate rotation: Euclidean transformations of direction basesi{ the left) are equivalent
to orthogonal re-mixings of them.¢. on the right). This remains true in an arbitrary projective
frame, even thougly and the transformation no longeok Euclidean. This mixing freedom can
be used to choose a direction basis in wHi€hs orthonormal up to a diagonal rescaling: simply
take the SVDU'D VT of U and discard the mixing rotatiod ™. Equivalently, the eigenvectors
and square roots of eigenvalues{®fcan be used. Such orthogonal parametrizatior’s ohake
good numerical sense, and we will use them below.

Circular points: Given any two orthonormal direction vectatsy, the complex conjugate
vectorsx, = %(x + 1y) satisfyx, " x] = 0. Abstractly, these complex directions “lie on the
absolute conic”, and it is easy to check that any complex projective point vduoiel so can be
decomposed into two orthogonal direction vectors, its real and imaginary partse 2D case
there is only one such conjugate pair up to complex phase, anddinesiar points characterize
the Euclidean structure of the plane. However for numerical purposes, it idyusasier to avoid

2Abstractly,©2 can be viewed as a cone (degenerate quadric hypersurface) with no realpoartsilex projective
hyperplane space. But it is usually simpler just to think of it concreaslg symmetric matrix with certain properties.
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complex numbers by using the real and imaginary paesdy rather tharx... The phase freedom
In x4 corresponds to th2 x 2 orthogonal mixing freedom of andy.

Theoretically, the above parametrizations of Euclidean structure area¢enti. Which is prac-
tically best depends on the problerf? is easy to use, except that constrained optimization is
required to handle the rarikconstraintdet 2 = 0. Direction basedJ eliminate this constraint at
the cost of numerical code to handle theeix £ orthogonal gauge freedom. The absolute c&tiic
has neither constraint nor gauge freedom, but has significantly more complicatglpnogection
properties and can only be defined once the plane at infinifyis known and a projective coor-
dinate system on it has been chosemy(by induction from one of the images). It is also possible
to parametrize Euclidean structure by non-orthogonal Choleski-like decompoditieasL L™
(i.e.the L part of the LQ decomposition &f), but this introduces singularities at maximally non-
Euclidean frames unless pivoting is also used.

Image Projections: Since the columns of a 3D direction basis matfiixare bona fide3D
direction vectors, its image projection is simphU, whereP is the usuaB x 4 point projection
matrix. Hence, the projection & = U U’ is the3 x 3 symmetric positive definite contravari-
ant image matrixo = PQPT. Abstractly, this is the image line quadric dual to the image of
the absolute conic. Concretely, given any two image lirgds, w encodes the 3D dot product
between their 3D visual plangs = |;P: p; Qp; =1, PQPTI] =1, wl]. With the traditional
Euclidean decompositiok R (| | — t) of P into an upper triangulainternal calibration matrix
K, a3 x 3 camera orientation (rotation) R and anoptical centre t, w becomes simplKK™.
Since2 is invariant under Euclidean motions,is invariant under camera displacements so long
asK remains constanK can be recovered frow by Choleski decomposition, and similarly the
Euclidean scene structure (in the form of a ‘rectifying’ projective tramséiron) can be recovered
from Q. The upper triangulainverse calibration matrix C = K~ converts homogeneous pixel
coordinates to optical ray directions in the Euclidean camera frasme= CTC is the image of
the absolute conic.

Autocalibration: Given several images taken with projection matriees- K; R;(1| —t;), and
(in the same Euclidean frame) a orthogonal direction bdsis (), we find that

CiP,U =R, (1)

whereC; = K;* andR} = R;V is a rotation matrix depending on the camera pose. This is
perhaps the most basic form of the autocalibration constraint. It says that tiheies images

(i.e. 3D directions in the camera frame) of an orthogonal direction basis must remaagonal.

It remains true in arbitrary projective 3D and image frames, as the prgeteformations olU

vs.P; andP; vs.C; cancel each other out. However, it is not usually possible to choose the scale
factors of projectively reconstructed projectiagriori, in a manner consistent with those of their
unknown Euclidean parents. So in practice this constraint can only be appliecaoputtdknown
scale factor for each imag€; P, U ~ R!. As always, the direction bast$ is defined only up to

an arbitrary3 x 3 orthogonal mixingU — UR.

2.1 Autocalibration for Non-Planar Scenes

The simplest approaches to autocalibration for non-planar scenes are based onsik&iecy
equation (1), an intermediate projective reconstruddgand some sort of knowledge about e
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(e.g.classically that they are all the sant&: = C for some unknowit). Nonlinear optimization or
algebraic elimination are used to estimate the Euclidean stru@tordJ, and the free parameters
of theC;. Multiplying (1) either on the left or on the right by its transpose to eliminateitilenown
rotation, and optionally moving th€’s to the right hand side, gives several equivalent symmetric
3 x 3 constraints linking? or U to w;, K; or C;

UT P;r wi_l PlU ~ |3><3 (2)

In each case there are 5 independent constraints per image on the 8 non-Euclidean tth®.f.

3D projective structureand the 5 (or fewer) d.o.f. of the internal calibration. For example, three
images in general position suffice for classical cons@atitocalibration. In each case, the un-
known scale factors can be eliminated by treating the symmgtxic3 left and right hand side
matrices as} - 4/2 = 6 component vectors, and eithéy projecting (say) the left hand sides or-
thogonally to the right hand ones (hence deleting the proportional components and focusing on the
constraint-violating non-proportional ones), 0) cross-multiplying in the usual way:

ui-vi:ui-wi:vi-wi:()

[l = [|vill* = flws*

where (llz', Vi, Wz) =CPkPU (5)

(C; P, QPT CH)* = (C;P; QP CT)PP

where A<B=1...3 (6)
(C;P, QP CH)* =0

P, 2PN (W) = (W) (P, QPN)” where A<BC<D=1...3 (7)

Several recent autocalibration methods for 3D sceagg[@2, 9]) are based implicitly on these
constraints, parametrized Byor w and by something equivalérb Q or U. All of these methods
seem to work well provided the intrinsic degeneracies of the autocalibratadsiepn [18] are
avoided.

In contrast, methods based on the Kruppa equations [14, 3, 26] can not be recommended for
general use, because they add a serious additional singularity to the alrdaidyive®nes in-
trinsic to the problem. If any 3D point projects to the same pixel and is viened the same
distance in each image, a ‘zoom’ parameter can not be recovered fromuppa&equations. In
particular, for a camera moving around an origin and fixating it at the imageecéime focal length
can not be recoveréd Sturm [19] gives a geometric argument for this, but it is also easy to see
algebraically. Lek be the fixed image poinE the fundamental matrix between images 1 and 2,

3These can be counted as follows: 15 for a 3D projective transformatidulma@ for a scaled Euclidean one; or
12 for a4 x 3 U matrix modulo 1 scale and 3 d.o.f. foBax 3 orthogonal mixing; o# - 5/2 = 10 d.o.f. for a4 x 4
symmetric quadric matri2 modulo 1 scale and 1 d.o.f. for the rank 3 constrdint©2 = 0; or 3 d.o.f. forp., and 5
forthe3 - 4/2 = 6 components of2* modulo 1 scale.

4If the first camera projection is taken to b&|0) [5, 9], U can be chosen to have the for(n_[';) K where
Poo ~ (P7, 1), whencef2 ~ (7;}‘” ;T“;pp) and( N f) is a Euclideanizing projectivity.
SFor most other autocalibration methods, this case is ambiguous dhb/fiiked point is at infinity (rotation about

a fixed axis + arbitrary translation).



the epipole of image 2 in image 1, aadthe constant dual absolute image quadric. Choosing ap-
propriate scale factors ferandF, the Kruppa constraint can be writtenfass F™ = [e] w [€e]].
Sincex is fixed,x"F x = 0 and by the projective depth recovery relations [EQ} = A [e].X
where A is the relative projective depth (projective scale factorkafh the two images. Hence
Flw+ uxxT)FT = [e]x(w + pAXXT)[e]l. With these normalizations afandF, A\ = 1 iff

the Euclideandepth ofx is the same in each image. If this is the case for all of the images we
see that ifw is a solution of the Kruppa equations, saust o x X" for any u. This means that

the calibration can only be recovered up to a zoom centred dfumerical experience suggests
that Kruppa-based autocalibration remains ill-conditioned even quite farthigsraingularity. This

is hardly surprising given that in any case the distinction between zoomd@ses cepends on
fairly subtle 2"¢-order perspective effects, so that the recovery of focal lengths is saupte.
(Conversely, the effects of an inaccurate zoom-close calibration ogeimmezasurements or local
object-centred 3D ones are relatively minor).

2.2 Autocalibration from Planar Scenes

Now consider autocalibration fromplanar scenes. Everything above remains valid, except that
no intermediate 3D projective reconstruction is available from which to baptshe process.
However we will see that by using the inter-image homographies, autocadibiatstill possible.
The Euclidean structure of the scene plane is given by any orig @8(x 3 rank 2 absolute
line quadricQ; (ii) a 3 component line at infinitl,, and its associate?l x 2 absolute (direction)
conic matrix; {ii) a3 x 2 direction basis matriXJ = (x y); (iv) two complex conjugate circular
pointsx, = %(x + 1y) which are also the two roots of the absolute conid grand the factors
of the absolute line quadriQ = xx™ +yy"™ = x,xI + Xx_XJ. In each case the structure is
the natural restriction of the corresponding 3D one, re-expressed in the plananet®syistem.
In each case it projects isomorphically into each image, either by the 8isual 3D projection
matrix (using 3D coordinates), or by the corresponding3 world-plane to image homography
(using scene plane coordinates). Hence, each image inherits a pair of qu@ulizH ; X, and the
corresponding direction badiks (x y), line at infinityl . H;* and3 x 3 rank 2 absolute line quadric
H; QH,". As the columns of the plan&f matrix represenbona fide3D direction vectors (albeit
expressed in the planar coordinate system), their images still satiskytbealibration constraints

(1):
Cz' Hl U ~ R3><2 (8)

whereR;,» contains the first two columns of3ax 3 rotation matrix. Multiplying on the left by
the transpose to eliminate the unknown rotation coefficients gove$2)):

UT HZT(.UZ_1 HlU ~ |2><2 (9)

Splitting this into components gives the form of the constraints used by our planarldursdan
algorithm:

Jul]>=vill*>, 2u;-vi=0  where  (u;,Vv;) = C;H;(x,y) (10)

These constraints say that any two orthonormal direction vectors in the plarid project under
the calibrated world-plane to image homograghy; to two orthonormal vectors in the camera
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frame. Equivalently, the (calibrated) images of the circular points- %(xiiy) lie on the image
of the (calibrated) absolute conic:

(Hixe) T w™ (Hixy) = [JuiL]|* = 0 where  u;. = C;H,; x4 (11)

All of the above constraints are valid in arbitrary projective image aoddaplane frames, except
that(x,y) are no longer orthonormal. As always, y) are defined only up to 2 x 2 orthogonal
mixing, and we can use this gauge freedom to requirexthgt= 0.

Our planar autocalibration method is based on direct numerical minimizatitre osidual
error in the constraints (10) from several images, over the unknown directsis(kay) and any
combination of the five intrinsic calibration parametérs, s, uo andvg. The input data is the set
of world plane to image homographiek for the images, expressed with respect to an arbitrary
projective frame for the world plane. In particular, if the plane is coordzeatby its projection
into some key image (say image 1), the inter-image homographjesan be used as input.

Four independent parameters are required to specify the Euclidean structupgopéctive
plane: the 6 components ¢f,y) modulo scale and the single d.o.f. oRax 2 rotation; or the
3-4/2 = 6 components of 8 x 3 absolute line quadriQ modulo scale and the rank 2 constraint
det Q = 0; or the 2 d.o.f. of the plane’s line at infinity, plus the 2 d.o.f. of two circular points on it.
Since equations (9), (10) or (11) give two independent constraints for each ilﬁﬂqéé,images
are required to estimate the Euclidean structure of the plane ardnsic calibration parameters.
Two images suffice to recover the structure if the calibration is knowegthre required if the
focal length is also estimated, four for the perspectfive,, v, model, and five if all 5 intrinsic
parameters are unknown.

2.3 Camera Parametrization

We have not yet made the camera parametrization explicit, beyond saying thgivén by the
upper triangular matrices or C = K. For autocalibration methods which fix some parameters
while varying others, it makes a difference which parametrization id.uisprefer the following
form motivated by a zoom lens followed by an affine image-plane coordinatization:

[ fs w 1 a —S SUy— QU
K=10 fa v C=K*'=—10 1 —p
0 0 1 Falog o fa

Here, if standard pixel coordinates are usge; «, is the focal length ini-pixels,s = — tan fskew

is the dimensionless geometric skews /(v cos Osken) iS the dimensionless: u aspect ratio,
and (ug, vo) are the pixel coordinates of the principal point. However pixel coordinatesaire
used in the optimization routine below. Instead, a nominal calibration is assthndardize the
parameters to nominal valugs= o = 1, s = uy = vy = 0, and all subsequent fitting is done
using the above model with respect to these values.

3 Algebraic vs. Statistical Error
Many vision problems reduce to minimizing the residual violation of some vectaoohinear

constraints(x, u) ~ 0 over parameterg, given fixed noisy measurementsvith known covari-
anceV,. Often, heuristic error metrics such as tiigebraic error ||e(x, p)||* are taken as the

8



target for minimization. However, such approaches are statisticgthoptimal and if used uncrit-
ically can lead toi( very significant bias in the results ang &evere constriction of the domain of
convergence of the optimization method. Appropriaééancing or preconditioning (numerical
scaling of the variables and constrairégg.as advocated in [7, 8] or any numerical optimization
text) is the first step towards eliminating such problems, but it is not theengtoty. In any case it
begs the question of what “balanced”. It isnotalways appropriate to scale all variableg201).

In fact, in the context of parameter estimation, “balanced” simply mednsédo the underlying
statistical error measure’®

X. ~ e"V'e where V, ~ 22V, %T is the covariance of

Ideally one would like to optimize the statistical cose(log likelihood). Unfortunately, this
is often rather complicated owing to the matrix products and (pseudo-)@vansl simplifying

assumptions are often in order. | feel that this pragmatic approach isnligeicceptable way
to introduce algebraic error measures — as explicit, controlled approximatiaghe tinderlying

statistical metric. Given that the extra computation required for alsi@tapproximation is usually
minimal, while the results can be substantially more accurate, it makessense to iteratively
minimize an algebraic error without such a validation step.

One very useful simplification is to ignore the dependencé gfon w in cost function deriva-
tives. This giveself-consistenor iterative re-weighting schemesd.g.[12]), whereV. is treated
as a constant within each optimization step, but updated at the end of it. Osbaarthat the
missing terms effectively displace the cost derivative evaluationt frmm the measuresito a first
order estimate of the true underlying valig[21]. For the most part this makes little difference
unless the constraints are strongly curved on the scalg,of

For our autocalibration method, the statistical error splits into independems fer each im-
ag€. For want of a more specific error model, we assume that the components of tke(deta,
theH; in nominally calibrated coordinates) are i.i.di:[AH} AHG] ~ € - 646, wheree is a
noise levél. From here it is straightforward to find and invert the constraint comaeia For the
planar autocalibration constraint (10), and assuming that we have enforced thecgastyaint
X -y = 0, the constraint covariance is

o ((x2 “yyah e b2y+)ya2%a3> where (a;,b;) = CT (Ui, v,) = wi* Hi(xy)

In this case, numerical experience indicates that the off-diagonal terrdasenore than a few
percent of the diagonal ones, which themselves are approximately equal for eagh buat differ

Se is a random variable through its dependencexonAssuming that the uncertainty is small enough to allow
linearization and thak is centred on some underlying satisfyinge(xo, 1t,) = 0 for some parameter valyg,,
e(x, uy) has mead and the above covariance. It follows thdt V;* e is approximately zx?ank(e) variable neay,,
which can be minimized to find a maximum likelihood estimatg.of

"We (perhaps unwisely) ignore the fact that theare correlated through their mutual dependence on the base
image. The base image is treated just like any other in the sum.

8This model is undoubtedly over-simplistic. Balancing should malksr tvariances similar, but in reality the
components are most unlikely to be independent. We should at very Idastcta diagonal terhl sHS /||H4])?,
as variations proportional tbl make no projective difference. However this makes no difference here, as when
contracted withVe’s it just gives backe(x)’s which vanish. Thishadto happen: correctly weighted error terms
must be insensitive to projective scale factors, and hence have totalgemity O in their projective-homogeneous
variables.



by as much as a factor of 2-3 between imdgétence, we drop the off-diagonal term to give an
autocalibration method based on self-consistent optimization of the diagon&liccsbn

NGl + Y ICTvill> X (ICTvil[2 + y2 (|G g2

i( SE L L A ) where (u;, v;) = CiH; (X, )
= (12)

In our synthetic experiments, this statistically motivated cost functidiotmly reduced the ground-
truth standard deviation of the final estimates by about 10% as compared to thautedstyc
normalized algebraic error measures. This is a modest but useful improyerh&ined without
any measurable increase in run time. The improvement would have been angehit the error
model had been less uniform in the standardized coordinates. Perhaps most inyptreastatis-
tical cost is almost completely immune to mis-scaling of the varialbg;h is certainlynottrue

of the algebraic ones which deteriorated very rapidly for mis-scalingfagfreater than about 3.

4 Planar Autocalibration Algorithm

Numerical Method: Our planar autocalibration algorithm is based on direct numerical minimiza-
tion of them-image cost function (12), with respect to the direction bggiy} and any subset

of the 5 internal calibration parameters focal lengtlaspect ratia, skews, and principal point
(ug,v0). There are 4 d.o.f. ifx, y} — 6 components defined up to an overall mutual rescaling and
a2 x 2 orthogonal mixing — so the optimization is over 5-9 parameters in all. Nuntigrittee 6
componentx, y) vector is locally projected onto the subspace orthogonal to its current scaling and
mixing d.o.f. by Householder reductiond. effectively a mini QR decomposition). As mentioned

in section 2, the mixing freedom allows us to enforce the gauge conditign= 0. Although

not essential, this costs very little (one Jacobi rotation) and we do it htigaation as an aid to
numerical stability.

A fairly conventional nonlinear least squares optimization method is used sé&yston iter-
ation based on Choleski decomposition of the normal equations. As always, forming thal nor
equations gives a fast, relatively simple method but effectively squlescondition number of the
constraint Jacobian. This is not a problem so long as intermediate resultsrackat sufficiently
high precision: double precision has proved more than adequate for this application.

As with any numerical method, care is needed to ensure stability should theiocalntendi-
tioning become poor. Our parametrization of the problem guarantees that all gargabloiO(1)
and fairly well decoupled, so preconditioning is not necessary. The Choleski routisiagonal
pivoting and Gill & Murray’s [4] minimum-diagonal-value regularization to pr&iocal stability.
The regularizer is also manipulated in much the same way as a Levenbeggdvidt parameter
to ensure that each step actually reduces the cost function. We alschienmitetximum step size
for each variable, relatively for the positive, multiplicative paedensf anda and absolutely for
the others. Both the regularizer and the step size limits are actifatgdoften in practice, the
regularizer at any time, and the step limit usually only during the first Jerations. The method

9This was to be expected, since we chose everything to be well-scaled ehateheH normalizations may differ
somewhat from their ‘correct’ Euclidean ones, and our noise model isramifh an approximately calibrated frame.
If any of these conditions were violated the differences woulthbehgreater.

10



terminates when the step size converges to zero, with additional hesitistdetect thrashing.
Convergence within 5-10 iterations is typical.

Prior over Calibrations: We also allow for a simple user-defined prior distribution on the
calibration parameters. Even if there is no very strong prior knowledge often advisable to
include a weak prior in statistical estimation problems as a form of ragatan. If there are
unobservable parameter combinations. that make little or no difference to the fit), optimal,
unbiased estimates of these are almost always extremely sensitives¢éo Agiding a weak prior
makes little difference to strong estimates, but significantly redtimsariability of weak ones
by biasing them towards reasonable default values. A desire to “keep thesresbiased” is
understandable, but limiting the impact of large fluctuations on the rest of thersystg be more
important in practice.

Default priors are also useful to ensure that parameters retain physiedhingful values. For
example, we use heuristic priors of the fofmyz, — x¢/z)? for f anda, to ensure that they stay
within their physically meaningful rang®, co). This is particularly important for autocalibration
problems, where degenerate motions occur frequently. In such cases the icalibaat not be
recovered uniquely. Instead there is a one or more parameter family of gossibtions, usually
including physically unrealizable ones. A numerical method (if it convergd$ atithconverge to
an arbitrary one of these solutions, and for sanity it pays to ensure that this isiegtifnfeasible
one not too far from the plausible range of values. A weak default prior is anieffeneans of
achieving this, and seems no more unprincipled than any other method. This is notitatsach
degeneracies should be left unflagged, but simply that whatever cleaning up needste vl
be easier if it starts from reasonable default values.

Initialization: The domain of convergence of the numerical optimization is reasonably large
and for many applications it will probably be sufficient to initialize it fromefdl default values. The
most critical parameters are the focal lengtiand the number and angular spread of the views.
For example, iff can only be guessed within a factor of 2 and all 5 parameteiss, ug, vo
are left free, about 9—10 images spread by more than abdwgeEdn to be required for reliable
convergence to the true solution. Indeed, with 5 free parameters and theitaongimum of
only 5-6 images, even axactinitialization is not always sufficient to eliminate false solutions
(i.e. with slightly smaller residuals than the true one).

These figures assume that the direction basjss completely unknown. Information about
this is potentially very valuable and should be used if available. Knowleddeeaf/brld-plane’s
horizon (line at infinity) removes 2 d.o.f. fromy and hence reduces the number of images re-
quired by one, and knowledge of its Euclidean structure (but not the positions of points on it)
eliminates another image. Even if not directly visible, horizons can be eeed\from known 3D
parallelism or texture gradients, or bounded by the fact that visible points on the plestdien
inside them. We will not consider these types of constraints further here.

If a default initialization is insufficient to guarantee convergence,rs¢strategies are possible.
One quite effective technique is simply to use a preliminary optimizatiar @w or X,y, f to
initialize a full one over all parameters. More generally, some sort gflation search over
f, x andy is required. Perhaps the easiest way to approach this is to fix nominal vatuaié f
the calibration parameters excefitand to recover estimates fary as a function off from a
single pair of images ag varies. These values can then be substituted into the autocalibration
constraints for the other images, and the overall most consistent set of ghhsen to initialize
the optimization routine. The estimation xff), y(f) reduces to the classical photogrammetric
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problem of the relative orientation of two calibrated cameras from a pku®are, as the Euclidean
structure is easily recovered once the camera poses are known. In thegoyaibiem could be
solved in closed form (the most difficult step being & 3 eigendecomposition) and optimized
over f analytically. But in practice this would be rather messy and | have pesfearimplement
a coarse numerical search over The search uses a new SVD-based planar relative orientation
method (see appendix 1) related to Wunderlich’s eigendecomposition approach [28hnéa
pose and planar structure are recovered directly from the SVD of the mégyel homography.
As always with planar relative orientation, there is a two-fold ambiguntthie solution, so both
solutions are tested. In the implemented routine, the solutions for each imagstaga first one,
and for eachf in a geometric progression, are substituted into the constraints from all the othe
images, and the most consistent overall values are chosen.

If the full 5 parameter camera model is to be fitted, Hartley’s ‘rotatiammera’ method [6]
can also be used for initialization. It works wellovided(i) the camera translations are smaller
than or comparable to the distance to the plaimngn6 point on the plane is nearly fixated from a
constant distance. (For such a pointv + uxx™ is an approximate solution of Hartley’s equation
HwH™ = w for any, i.e.w can not be estimated uniquely, even for small translations).

5 Experiments

Synthetic data: The method has been implemented in C and tested on both real and synthetic
images. For the synthetic experiments, the camera roughly fixates a point on therptane f
constant distance, from randomly generated orientations varying by (by def&0lt)in each of

the three axes. The camera calibration varies randomly about a nominakiogti bf 1024 pixels

and unit aspect ratio, b¥30% in focal lengthf, £10% in aspect ratia;, +0.01 in dimensionless
skews, and+50 pixels in principal point(uy, vy). (These values are standard deviations of log-
normal distributions forf, « and normal ones fos, ug, vy). The scene plane contains by default

40 visible points, projected into thgl2 x 512 images with a Gaussian noise-bf pixel. Before

the homographies are estimated and the method is run, the pixel coordinates rae aetscaled

to a nominal focal length of: (u,v) — (u — 256,v — 256)/1024. The output is classed as a
‘success’ or ‘failure’ according to fixed thresholds on the size of its d@ndtiom the true value.

Only successes count towards the accuracy estimates. The usual mode @igaimvergence to

a false solution with extremely short focal length (say50 pixels). However when the angular
spread of the views is small or there are only a few images, random fluctuatioetireestake

a “correct” but highly variable solution outside the (generously set) thresholws/eGsely, there

IS occasionally convergence to a false solution within the threshold. Thus,tivbdailure rate is

high, neither it nor the corresponding error measure (nor, for that matter, thesteatdtaccurate.

The optimization typically converges within 5-10 iterations, although more mayebded for
degenerate problems. The run time is negligible: on a Pentium 133, about 0.5 milliseconds pe
image if the default initialization is used, or 2.0 with a fairly fine inizakion search ovef.

Figure 1 gives some illustrative accuracy and reliability results, @otnating on the estimation
of focal lengthf. First consider the plots where all 5 calibration parameters are @stim@he
error scales roughly linearly with noise and inversely with the angulaadgpgthe views. It drops
rapidly as the first few images are added, but levels off after about 10 imddpesfailure rate
increases rapidly for more than about 2—-3 pixels noise, and is also unacceptabfgrhngar-
minimal numbers of images (within 1-2 of the minimum) and small angular spreasstflan
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Figure 1 Error in estimated focal lengtfi and failure ratevs.image noise, number of images and angular
spread of cameras. Each value is the average of 1000 tria¢sadpect ratia, skews, and principal point
(ug,vp) are either fixed at their nominal values, or allowed to vasely, as indicated. The method is
initialized from the nominal calibration, except that iretfailurevs.images plot we also show the results
for initialization by numerical search ovér and by a preliminary fit ovef alone (‘2-phase’).

about 10). however, it decreases rapidly as each of these variables is iadreaseems to be
difficult to get much below about 1% failure rate with the current setup. Some sé tladures
are probably the result of degeneracies in the randomly generated problems, bat thest are
caused by convergence to a false solution with implausible parametées, @ery smallf (less
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Figure 2 Several images from our calibration sequence.

than about 50) od far from 1. The initialization method has little impact on the reliabilltyfact,

in these experiments the default initialization proved more reliable ¢ither numerical search
over f, or an initial optimization ovey alone. The reason is simply that we do not assume prior
knowledge ofanyof the calibration parameters. An initialization search gverust fixa, s, ug, vo

at their inaccurate nominal values, and this is sometimes enough to malgs ithaitrue solution
entirely. This also explains the poor performance of the methods whichuheld,, v, fixed and
estimatef alone. As the graphs of errgs.noise and number of images show, errors,ig, u, vy
lead to a significant bias irf, but most of this can be eliminated by estimatings well asf.
The initialization search ovef also becomes much more reliabted.0.05% failure rate for 10
images, 30 spread and 1 pixel noise) if ands are accurate to within a few percent. Here and
elsewhere, it is only worthwhile to fix parameters if they are reliablykmto an accuracy better
than their measured variabilities.,g.here for 1 pixel noise and 10 images, to ab@ab3 for a, s

or 20 pixels forug, vg.

For conventional calibratiory, is often said the most difficult parameter to estimate, and also
the least likely to be knowa priori. In contrastg ands are said to be estimated quite accurately,
while u, andv, — although variable — are felt to have little effect on the overall tssuA
more critical, quantitative view is to compare tredative accuracy|A f/ f| to the dimensionless
quantitieg Aal, |As|, |Auy/ f| and|Avy/ f|. Errors in these contribute about equally to the overall
geometric accuracye(g. reconstruction errors of 3D visual ray directions). Conversely, other
things being equal, geometric constraints such as the autocalibration ones yygoalrain each
of these quantities to about the same extent. Hence a good rule of thumb is that folilanatibma
(and many other types of calibratioj)u,/f| and|Av,/ f| are of the same order of magnitude
as|Af/f|, while |Aa| and|As| are usually somewhat smaller if there is cyclotorsion or other
aspect ratio constraints, but larger if there are nang. {f the rotation axis direction is almost
constant). These rules are well borne out in all the experiments reported heraways find
|Aug| =~ |Avg| ~ |Af], while |Aa| and |As| are respectively about one fifth, one half, and
one tenth of Af/f| for the synthetic experiments, the real experiments below, and the Faugeras-
Toscani calibration used in the real experiments.

Real data: We have run the method on several non-overlapping segments of a sequence of

about 40 real images of a calibration grid (see fig. 2). Only the 49 (at most) poiriteedrase
plane of the grid are used. (It would be straightforward to extend the algorithmmtiiehseveral
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planes, but there seems little point as a non-planar autocalibration method caigdda this
case). The motion was intended to be general within the limits of the 5 d.o.f. robadttase
produce it, but is fairly uniform within each subsequence. Visibility constd®ra limited the total
angular displacement to abot@°, and significantly less within each subsequence. The sample
means and standard deviations over a few non-overlapping subsequengesébtorie, andi{) all

5 parameters, are as follows (the errors are observed sample saattisgstimates of absolute
accuracy):

‘ H f only H f a S ‘ Up Vg

| calibration| - | 1515+4 [0.9968 + 0.0002 | - | 27143 | 26444 |
6images || 1584 & 63 || 1595 & 63 | 0.9934 + 0.0055 | 0.000 & 0.001 | 268 + 10 | 271 & 22
8images || 1619+ 25 || 1614 & 42 | 0.9890 + 0.0058 | —0.005 + 0.005 | 289 +3 | 320 + 26
10 images|| 1612 +19 || 1565 & 41 | 1.0159 + 0.0518 | —0.004 + 0.006 | 273 +£5 | 286 & 27

The ‘calibrated’ values are the averaged results of several singlgeiffe@ugeras-Toscani calibra-
tions using all visible points on the grid. Looking at the table, the results of the alni@tain
method seem usable but not quite as good as | would have expected on the basis of the syntheti
experiments. This may just be the effect of the small angular range withinsdutequence,

but the estimates of seem suspiciously high and it may be that some small systematic error has
occurred during the processing. Further work is required to check this. Notentlt@isicase,

fixing a, s, ug, vy appears to have the desired effect of decreasing the variability of theagst f

without perturbing its value very much.

6 Summary

In summary, we have shown how autocalibration problems can be approached usopectaver
representation of orthogonal 3D direction frames, and used this to derive &aractmerical
algorithm for the autocalibration of a moving projective camera viewing a plsoane. The
method is based on the ‘rectification’ of inter-image homographies. It requim@gsienum of 3
images if only the focal length is estimated, or 5 for all five internal patarae Adding further
images significantly increases both the reliability and the accuracy,aiptal of about 9—-10. An
angular spread between the cameras of at least 2@s-2€commended.

The priorities for future work are the initialization problem and the deteaifdalse solutions
(or possibly the production of multiple ones). Although the current numerical methodhke st
even for degenerate motions (and hence gavpsssible solution), it does not attempt to detect
and flag the degeneracy. This could be dang, by extracting the null space of the estimated
covariance matrix. It would also be useful to have autocalibration methodsoihia estimate lens
distortion. This should be relatively simple in the planar case, as dist@mdioie handled during
homography estimation.

Appendix 1: Relative Orientation from Planar Scenes

This appendix describes a simple method for the relative orientation of twarateld cameras
from an unknown but planar scered.4 or more coplanar 3D points), used to initialize our planar
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autocalibration method by a numerical search over focal lefigtlith the remaining calibration
parameters fixed at their nominal values. The procedure is similar to Wighderhethod [25],
but is based on Singular Value Decomposition (SVD) of the inter-image homogkaptiher than
eigen-decomposition dfi"TH. This makes it more direct and a little stabler. As with any plane
based method, even if ‘twisted pair’ solutions are eliminated, therelasysitwo possible solu-
tions for the orientation and 3D structure. Both are visible, internallys®eisistent and have small
epipolar residual, although extra information such as the horizon line may helpambiguate
them.

We use homogeneous, calibrated, lens-distortion-corrected image coordinates,lsp'H'K;
whereH' is uncalibrated homography aid are the two camera calibration matrices. The sign of
H should be chosen so that"Hx; > 0 for corresponding image poinks, X,. LetH = USV™
be the SVD ofH, whereU andV are3 x 3 rotation matrices an8& = diag(si, s, s3) iS positive
decreasing diagonal > s, > s3 > 0. Denote the associated columnstéfandV by uq, u,, us
andvy, Vo, Vs.

In the coordinate frame of the first camera, let the 3D plana bg = 1/(, wheren is the
outward (away from camera) normal; = 1/z > 0 is the inverse distance to the plane. In this
frame the first camera h&sx 4 projection matrixP; = (I3.3|0). Let the matrix of the second
camera beP, = R(ls«3| — t) wheret is the inter-camera translationd the second camera’s
optical centre) and the inter-camera rotation. Then the homography from image 1 to image 2
isH = RH; whereH; = I3.3 — (tnT. (For a 3D pointx on the planeHx = R(x — {tnTx) =
R(x —t) ~ Pyx, since(n™x = 1 there. Treating as a point in image 1 changes only the overall
scale factor). Only the produg¢tn™ is recoverable, so we normalize td| = ||n|| = 1 (i.e.the
plane distancé/( is measured in units of the baselijiig) and use visibility tests to work out the
allowable signs.

The SVD’s ofH = USV andH; = U;SV are identical up to a factor &k: U = RU;.

H, leaves the cross-product vectok n invariant. If the singular values are distintt) n must
correspond to a singular vector. It turns out to berthddleonev,, so the ‘correct’ normalization
forHisH :=H/sy, S:= S/s,. Replacgsy, so, s3) by (51/52, 1, 53/53).

Given thatt A n corresponds tw, in the image 1 frame, thft, n} subspace must be spanned
by {vi,v3}, sayn = Bv; — avs, n A (tANn) ~ av; + fv; for somea? + 32 = 1. Any
direction orthogonal tm — in particularn A (t A n) — has norm unchanged by or H,, whence
(as1)?+(Bs3)2 = a?+p%or (o, B) ~ (£/1 — s2,+4/s? — 1). Had we takemAn to correspond
to vy orv; above, there would have been no real solution herg; sthe only possibility.

Exactly the same argument on the left shows Riat= — (3 u; +a us). Astis an eigenvector of
H, with eigenvalud —¢ n-t, we haveH t = (1-( n-t)Rt, whence ~ H™(Rt) ~ /sy vi+a/s3V3
and (after simplification] = s; — s3. The left singular vectors dfl; (columnsu’, uj, u; of U;)
can be recovered by noting thaf = v, and requiring that be an eigenvector dfi;, whence
up = yvi + vy, U = vy — v vy with (simplifying) (v, 6) ~ (1 + s; s3, £a 5) and hence

v 0 ¢
R=UU/=U|[0 1 0} VT
-0 0 v

In summary, the following @TAVE/MATLAB routine generates the two possible orientation so-
lutions given homographif (unitize() scales two variables so that their sum of squares is
1):
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function [R1,t1,n1, R2,t2,n2, zeta] = homog_to_Rt(H)
[U,S,V] = svd(H);
sl = S(1,1)/S(2,2);
s3 = S(3,3)/S(2,2);
zeta = s1-s3;

al = sgrt(1-s372);

bl = sqgrt(s1°2-1);

[a,b] = unitize(al,bl);

[c,d] = unitize( 1+s1*s3, al*bl );
[e,f] = unitize( -b/sl, -a/s3 );

vl = V(,1); v3 = V(;,3);

nl = b*vl-a*v3;

n2 = b*vl+a*v3;

R1 = U*[c,0,d; 0,1,0; -d,0,c]*V’;
R2 = U*[c,0,-d; 0,1,0; d,0,c]*V’;

tl = e*vl+f*v3;

t2 = e*vl-f*v3;

if (n1(3)<0) t1

if (n2(3)<0) t2
end;

-t1; nl
-t2; n2

-nl; end;
-n2; end;

Although the above derivation usé2 n and friends, provided that < ( = s; — s3 < o0
(i.e. the plane is not too far away compared to the basdlimad the cameras stay on one side
of it), the given routine is stable eventifis: (i) parallelton tAn — 0, s; = s = 1 > s3,
(o, 3) ~ (1,0),t ~ n ~ v;, andv; andv, can not be clearly separated;) @nti-parallel ton
(similar, with s; > s, = s3 = 1); or (i) orthogonal ton (s; > sy = s3 = 1, (o, 3) ~ (0,1),
n ~ vy, Rt ~ uy, butv,, v; andus,, us can not be separated). For a distant plare 0, S — I5.3
anda, 3, n, andt become unreliable buR should still be accurate. Of course, if the points used to
estimateH are not well spread in the imagé$,and everything else can become inaccurate.

For our autocalibration purposes, we only need the two orthogonal direstienst A n) and
aVy £ 3vs ~ nA(tAn), sothe routine is even simpler.

Appendix 2: Homography Factorization

Our planar autocalibration approach is based on scene plane to image homodtapimesactice

we can not estimate these directly, only the inter-image homographjes HiHj‘1 induced by
them. In theory this is not a problem as the formalism is invariant to pregdgformations of

the input frame, so we can choose scene plane coordinates derived from a keysayameage

1) and use théi;; in place of theH; (i.e.the unknown direction vectors y are parametrized by
their coordinates in the key image). This works reasonably well in prattitehere is a risk that
inaccurate measurements or poor conditioning in the key image will have an undue iefuehe
overall numerical accuracy or stability of the method, since they potgntalfitribute coherently

to all theH’s. It would be useful to find a homography representation that does not single out a
specific key image, but instead averages the uncertainty over all of ffi@mcan be achieved by
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a factorization method analogous to factorization-based projective stwtdmotion [20, 239.
This appendix describes the homography factorization algorithm. However noté ithadt
used in the final planar autocalibration routine as it turns out to give sligtdige results in
practice. | am not sure why this happens. It may be that the scaling required farttagraphies
induces less than ideal error averaging, or that the resulting frame is inveayrless well adapted
to the calibration problem. In any case, it suggests that the use of a key doag@ot introduce
too much bias in the calibration. Despite this, | have included a descriptidmedattorization
method here as | still think it is potentially useful for other applications.
Suppose we have estimated inter-image homographiesetween each pair of. images of
a plane. In terms of some coordinate system on the plane which induces plane to imagggiom
phiesH; we have\;;H;; ~ HiHj‘1 + noise, where the,; are unknown scale factors. Write this as
a big(3m) x (3m) rank 3 matrix equation

)\llHll )\12H12 e )\lmHlm Hl

AotHar  AspHao -+ AomHon H ,
21. 21 22. 22 . 2 . 2 ~ .2 (Hl_l H2_1 H;ll)—FnOISE

)\mlel )\mZHmZ Tt )\mmHmm Hm

As in the projective structure case, if we can recover a self-cemtiset of scale factors;;,
the left hand side can be factorized to rank 3 usieg) SVD or a fixed-rank power iteration
method:Hs,, «3,» = Usmxs Vixsm. Any such rank 3 factorization has the required noise-averaging
properties and represents some ‘numerically reasonable’ choice of projecti@inates on the
plane. For our purposes we need not insist thaBtked submatrices olU are exactly the inverses
of those ofV, although — given thaH;; = | — the inverse property is always approximately
satisfied up to scale.

A suitable set of scale factorg; can be found very simply by choosing a key image 1 and
noting that up to scaléd;; ~ H; H,;. Resolving this approximate matrix proportionality by
projecting it alongH,;, we find that the quantities

Trace((HiiHyj) - HiTj)

A
! TracgH;; - HJY)

are an approximately self-consistent set of scale factors. As in thecpvejstructure case, the
matrix of scale factors,;; is only defined up to independent overall rescalings of each row and
each column. Numerically, it is highly advisable to balance the matrix sathiés elements are

of orderO(1) before applying it to theéd,;’s and factorizing. Our balancing algorithm proceeds
by alternate row and column normalizations as in the projective structsed2@], and converges
within 2-3 iterations.

It may seem that using a key image to find the scale factors is likelpdd the noise aver-
aging properties of the factorization, but this is not so. Perturbations of thes sifale; andH
introduce no inconsistency, while other perturbations of o€y introduce errors only ab(e?)
in the projection oH;;H,; alongH;; — and hence in the scale factors — as these matrices are
proportional up to noise. At normal noise levels< L, these errors are swamped by (é)
ones arising from the explici;; andH,; terms in the factorization, so each image has roughly the

10Analogous methods also exist for 3D homographies (projective ateiatignment, rank=4) and, more interest-
ingly, for finding coherent sets of fundamental matrices or line projestjcank=6).
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same total influence on the resyrgvidedthe \;; have been balanced appropriately). The same
phenomenon is observed in the projective structure method: errors in the fundamatrteés
and epipoles used to estimate the scales have very little effect.
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