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Abstract: To represent effectively the video content, for browsing, indexing and video skim-
ming, the most characteristic frames (called key-frames) should be extracted from given shots.
This paper, briefly reviews and evaluates the existing approaches of key-frames extraction; and
then introduces a framework of selecting effective key-frames using an unsupervised clustering
method. The mixture of Gaussians is used to model the temporal variation of the feature vectors
of all frames in the shot. As a result, the feature-based representation of the shot is partitioned
into several clusters. From each obtained cluster, firstly the closest frame to the median of its
frames is selected as a reference key-frame. Then depending on the variation in time and appear-
ance of the cluster content against the reference key-frame multiple frames can be extracted to
represent effectively the cluster. The number of clusters is determined automatically by the Bayes
Information Criterion. Experimental results on tracked objects in a real-world video stream are
presented which illustrate the performance of the proposed technique.

1 Introduction and motivation

As the amount of video data grows rapidly, the ability to manipulate it efficiently becomes
of greater importance, for the purpose of selection of appropriate elements of information
[6]. The selection or extraction of limited and meaningful informations is a way to resolve a
set of challenging problems for recently emerging multimedia applications: video browsing
and navigation, content-based indexing, video summarization and trailers, storage and
transmission bandwidth of digitized video information [14] [9].

The access to video is still a hard task due to video’s length and unstructured format.
Video abstraction and summarization techniques are needed to solve this difficulty. Shot
boundary detection and key-frame extraction are two bases for abstraction and summa-
rization techniques [15] [1] [11].

A shot is defined as an unbroken sequence of frames recorded from a single camera,
which forms the building block of a video. The purpose of shot boundary detection is
to segment the video stream into multiple shots. There exist many already effective shot
boundary techniques [2].

Beyond the shot level an abstraction level could be constructed by mapping the entire
shot to a small number of representative frames, called key-frames [14]. Indeed, an index
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may be constructed from key-frames, and retrieval may be directed at key-frames, which
can subsequently be displayed for browsing purposes.

This paper focuses on the key-frame extraction techniques. There exist many different
approaches to extract key-frames [14] [15] [1]. However, they can not effectively capture
the major visual content, and/or are not friendly-user where a set of parameters must be
adjusted by the user, and/or also are computationally expensive.

In this paper, a new strategy to extract the most characteristic key-frames is proposed.
The main idea is to cluster similar or redundant views within the shot together. The
clusters are approximated by a mixture of Gaussians using the standard Expectation-
Maximization (EM) algorithm [4]. Here, the estimation is performed in the color histogram
feature space. The Bayes Information Criterion [12] is used to chose the appropriate
number of clusters (i.e. the number of key-frames) for each shot differently, depending
on its complexity. From each obtained cluster, firstly the closest frame to the median of
its frames is selected as a reference key-frame. Then depending on the variation in time
and appearance of the cluster content against the reference key-frame multiple frames can
be extracted to represent effectively the cluster. A temporal filter is applied on the set
of all selected key-frames in order to eliminate the overlapping case between constructed
clusters of frames. Using the proposed framework only sufficient separated frames in time
and appearance are kept. The selection of key-frames is fully automatic, no parameters
to be adjusted by the user.

The organization of this paper is as follows. Sections 2 and 3 review and evaluate
respectively some relevant approaches to the present work. Section 4.1 details the cluster-
ing strategy and section 4.2 describes the algorithm to extract key-frames. In this work
the key-frames are extracted for only browsing purposes since key-frames summarize the
content of a shot [9]. In section 5 experimental results on different tracked objects in a
real-world video sequence are presented. The video sequence has been already segmented
into shots [3] and moving objects are localized and tracked in shots [5]. These experi-
ments demonstrate the performance of the proposed technique. A short discussion and
concluding remarks are given in sections 5.2 and 6 respectively.

2 Related work

Many research effort have been given in the area of key frame extraction [14] [15] [1] [13].
They could be regrouped in three following categories.

1. Shot boundary based approach. O’connor et al. use either of the first, the middle
or the last frame of the shot as the shot’s key frames [11].

2. Motion analysis based approach. Wolf proposes a motion based approach to key-
frame extraction [13]. He first computes the optical flow for each frame and then
computes a simple motion metric based on the optical flow. Finally he analyzes the
metric as a function of time to select key-frames at the local minima of motion.

3. Visual content based approach.



e Zhang et al. propose to use color and motion features independently to extract
key frames [14]. The similarity between the current frame and the last key-
frame is identified in each feature space by a thresholding technique.

e Motivated by the same observation as Wolf’s and Zhang Avrithis et al. combine
the color and motion features in a fuzzy feature vector [1]. The trajectory of
feature vectors of all frames of a given shot is analyzed firstly. Then the key-
frames are selected on the curve points: the local minima and maxima of the
magnitude of the second derivative on the initial trajectory, in the discrete case.

e Zhuang et al. propose an adaptive key frame extraction using a linear cluster-
ing technique to regroup similar frames together [15]. The similarity between
images of the same shot is computed in the 128-dimensional Hue-Saturation
color histogram space. Based on a predefined threshold of similarity for each
video sequence, the number of clusters is determined. After that, an arbitrary
point of each cluster is selected as a key-frame. Only clusters of proportions
greater than a predefined threshold are represented.

3 Evaluation of existing techniques

The approach of O’connor is the easy way to extract key frames. However, it does not
capture the visual content of the video shot. The methods of Avrithis and Wolf give
interesting results. However they are computationally expensive due to their analysis of
motion, and their underlying assumption of local minima does not work very well in the
case of constant variation of the feature vectors. The methods of Zhuang and Zhang are
relatively fast. However, they are very sensible to the choice of the threshold of similarity.
As a result, the number of selected key-frames is very variable. The adjustment of the
threshold parameter represents a challenging problem for the user of these methods.

Next section details the theoretic part of the proposed framework to automatically
select the effective key-frames for a given shot. Our approach uses an unsupervised clus-
tering algorithm to group similar frames within a shot together. The Gaussian mixture
density is used to model the temporal variation of color histograms in the RGB color
space. In order to select automatically the number of appropriate components (clusters)
the Bayes Information criterion is performed.

4 Probabilistic framework for shot abstraction

Assume that temporal video segmentation into shots was already performed. Then, each
frame within a shot a is characterized by a vector of measurements called feature. Each
feature is represented by a single point or individual in the d-dimensional feature space,
where its coordinates are the values of the feature vector.

Now, for a given shot of n frames (or a tracked object of n occurrences), n points
in the d-dimensional space describe the temporal variation (trajectory) of its contents.
For example, figure 1 illustrates the temporal variation of the tracked “Ford Car” within
a video shot of 66 frames. Some images of this shot are depicted in figure 3. Each



point represents a RGB histogram computed on an occurrence of the tracked car in the
shot. The 64-dimensional space of this data was already reduced performing the Principal
Components Analysis (PCA). In the current framework the method of [5] was used to
track non-rigid objects.

In the following both clustering strategy to classify similar frames together, and key-
frames extraction algorithm to realize the abstraction level are described.

Var 1

A,‘; White car

Figure 1: Illustration of the content-based variation of the tracked “Ford Car” within the
shot of figure 3, in the 3-principal components of the RGB histogram space. Some labels
of points are shown (e.g the corresponding number of frames).

4.1 Clustering by Gaussian mixture densities

Again, assume that a video shot consisting of n images has been selected. Let us denote by
y; the feature vector of dimension d that characterizes the ith frame, and by Y = {y;; i =
1...n} the set of feature vectors collected for all frames of the shot. The distribution of Y is
modeled as a joint probability density function, f(y | Y, 6) where 6 is the set of parameters
for the model f. We assume that f can be approximated as a J-component mixture of
Gaussians [10]:

7
Flo) = pielyla) (1)
j=1
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where the p;’s are the mixing proportions and ¢ is a density function parameterized
by the center and the covariance matrix, @ = (i, ). In the following, we denote 6; =
(pj,pj, 2;), for j =1,...,J the parameters to be estimated.

Each cluster approximated by a Gaussian component of the mixture groups a set of
similar points (i.e. similar frames) in the feature space. Thus a transition from one
Gaussian component to another indicates a significant temporal variation within the shot.

Parameters Estimation.  Gaussian mixture density estimation is performed in
a semi-parametric way so that the number of components scales with the complexity of
the data and not with the size of the data set. The density estimation procedure is a
missing data estimation problem to which the EM algorithm [4] can be applied. The
type of Gaussian mixture model to be used (see next paragraph) has to be fixed and
also the number of components in the mixture. If the number of components is one the
estimation procedure is a standard computation (step M), otherwise the expectation (E)
and maximization (M) steps are executed alternately until the log-likelihood of # stabilizes
or the maximum number of iterations is reached.

Let y = {yi; 1<i<mnandy; € Bd} be the observed sample from the mixture distri-
bution f(y|f#). We assume that the component from which each y; arises is unknown, so
that the missing data are the labels ¢; (i = 1,...,n). We have ¢; = j if and only if j is the
mixture component from which y; arises. Let ¢ = (¢1,...,¢,) denote the missing data,
c € B", where B = {1,...,J}. The complete sample is x = (z1,...,z,) with z; = (y;, ¢;).
The complete log-likelihood is

n J
L(0,x) =) log 8 > pijep(xilp;, T5) p - (2)
i=1 j=1

The EM algorithm at iteration “m” is summarized as follow :
Step-E : For 7+ = 1,...,n and 5 = 1,...,J compute the conditional probability,
given y, that y; arises from the mixture component with density (.| ©i' E;”) and mixing

proportion p;.n

pio(zi, p, ET)

> pPo(@ilur, B
=1

tii(0™) =

m

Step-M : Maximize the log-likelihood conditionally on ¢7. Indeed, in the case of a

general Gaussian model we get for §™F!
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At each iteration, the following properties hold: For ¢ =1,...,n

J

J
Ztij(ﬂm) =1 and Zp;" =1. (5)
j=1

J=1

More details on the EM algorithm could be found in [4]. Initialization of the clusters
is done randomly. In order to limit dependence on the initial position, the algorithm is
run several times (10 times in our experiments) and the best solution is kept.

Gaussian models. Gaussian mixtures are sufficiently general to model arbitrarily
complex, non-linear distribution accurately given enough data [4]. When the data is
limited, i.e. the number of frames of a shot is small, the method should be constrained
to provide better conditioning for the estimation. For these reasons and in order to make
the method fast some constraints are added on the covariance parameter. In a previous
work we have described these Gaussian models and their application [8]. These models
are basically introduced in [4].

Choosing models and mixture components’ number. To avoid a hand-picked
number of Gaussians in the mixture, i.e. the number of clusters and then the number of
key-frames to be selected, the Bayes Information Criterion (BIC) [12] is used to determine
the best probability density representation (appropriate Gaussian model and number of
components). It is an approach based on a measure that determines the best balance
between the number of parameters used and the performance achieved in classification. It
minimizes the following criterion:

BIC(M) = —2Ly + Qurin(n) (6)

where Ljs is the maximized log-likelihood of the Gaussian model M and @/ is its
number of free parameters.

4.2 Key-frames extraction

A few images called “key-frames” can summarize the visual content of a video shot. By
definition, a key-frame is an existing frame within the shot which represents a set of
redundant similar frames (or views of objects). In addition, two key frames should be
visually different.



This section details the extraction of key-frames algorithm for a given shot. As a
result of the first part of the approach, a set of clusters are identified. Each cluster is
characterized by its center (mass of the distribution), its covariance matrix (dispersion
around the center) and the number of individuals belong to it.

Figure 2: Key frames browsing interface

The algorithm to extract key-frames from a given shot is of two stages:

e Perform the following procedure on each cluster C* with & = 1..K and K denote
the number of constructed clusters of frames.

1- Compute the median frame, FE . for the set of frames {Fz-k;z' = 1..nk} belong
to the cluster C*, ny represents the proportion of cluster C*.

2- Select as a reference key-frame, FF, the closest frame to Fk.

3- For each frame, FF, belongs to C*, check (a) if the temporal distance between
it and the reference frames is greater than a predefined temporal threshold. If
this condition is verified then check (b) if the similarity distance between it and
the reference frames is greater than a predefined similarity threshold. If these
two conditions are verified add this frame FF to the set of reference key-frames.
The Mahalanobis distance, dy(EF, FF) = (EF — Ff)E,:l(Fik — FF)t is used
here to compute the similarity between feature vectors of two frames.

e Merge the set of reference key-frames obtained for all clusters of a shot. From this
set of frames keep only the key-frames which verify the two conditions (a) and (b)
listed on the above procedure.
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Figure 3: Subset of views of the “Ford Car” sequence of 66 frames.

5 Implementations and experimental results

In our project for building and browsing interactive video [9] [7], a video sequence is seg-
mented into shots first, using the method of [3], and then moving objects are localized and
tracked in each shot separately. The method of [5] was used to track objects. As men-
tioned previously we extract the key-frames here for a browsing purposes. The browsing of
key-frames allows a fast visualization of the content of the shot (see figure 2 for example).

In the current experiments each occurrence of a tracked object is characterized by a
histogram computed in the RGB color space. The histogram approach is well known as
an attractive method for image retrieval because of its simplicity, speed and robustness.
The RGB space is quantized into 64 colors. Then, the Principal Component Analysis was
applied on the entire set of vector features in order to reduce their dimensionality. Only 10

#412 4435 4462

Figure 4: Key-frame results for the “Ford Car” sequence



eigenvectors are kept corresponding to the 10 largest eigenvalues. Thus, in this new space
the clustering strategy was applied. This makes the method more accurate and speed.

5.1 Results

Experiments are conducted on the MPEG “Avengers” TV movie of “Institut National de
I’Audiovisuel en France” (INA). The extraction of key-frames is performed separately on
each tracked object within a shot. During the estimation process, the maximum number of
permitted Gaussian components, K, depends on the number of frames in the shot. Using
the BIC criterion, the appropriate number of cluster (€ [1..K]) is chosen automatically i.e
the the number of selected key-frames. The size of the temporal window was fixed to 20
frames which is reasonable to separate two key-frames in time.

To evaluate the effectiveness and accuracy of the proposed key-frame extraction tech-
nique, we illustrate in this paper the result on two different tracked objects of the database.
The “Ford Car” and “la Licorne” sequences, consisting of 66 and 100 frames are illustrated
in figures 3 and 5 respectively. One every 5 frames is depicted. The results of the proposed
approach are presented in figures 4 and 6.

5.2 Discussion

For each experimented shot, it can be seen that the selected key-frames provide sufficient
visualization of the total frames of the shot. They are clearly representative of the different
views of tracked objects which are continuously changing with time.

The closest work to our approach is the work of [15]. Zhuang et al. use a linear
clustering algorithm with a predefined threshold to determine the number of clusters.
Then, they represent each formed cluster of frames by an arbitrary one. The technique
presented here uses the EM algorithm which is more adequate to find the partition of
a complex distribution where the number of clusters (complexity of the distribution) is
determined automatically using the BIC criterion. Also, the key-frames are extracted here
for tracked objects.

It is obviously that the method of Zhuang et al. is more speed because the em-
ployed clustering strategy is linear and non-parameterized. The proposed approach here
is adopted by our project [9] since the estimated Gaussian components are used before the
selection of key-frames, by the recognition process of similar tracked objects in the whole
video sequence [7].

6 Conclusion

In this paper, an efficient video content representation has been presented for realizing
an abstraction level beyond the shot one: the key-frame level. The presented framework
represents a full automatic method to extract key-frames where no parameters are needed
to be adjusted by the user. The use of the PCA and the addition of constraints on the
covariance matrix make the method relatively fast.



Figure 5: Subset of views of the “la Licorne” sequence of 100 frames.

The experiments on different real-world tracked objects shown the performance of the
proposed technique. Such a technique can be performed on non-segmented frames of
shots. Tt is able to capture the salient visual content of the key clusters and thus that
of the underlying shot. The color histogram was computed as a feature where another
features could be tested. However, accuracy of the estimation of the Gaussian mixture
densities is related to the dimension of the feature space which must be chosen carefully
in respect to the size of a shot.

The key-frames are extracted here for a browsing purposes only, but an index may be
constructed from key-frames, and retrieval may be directed at key-frames. Finally, the
estimated Gaussian models of tracked objects can be used to recognize similar objects in
the whole video. A work on this research point is in progress.
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Figure 6: Key-frame results for the “la Licorne” sequence
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