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Probabilisti Hierarhial Framework for ClusteringTraked Objets in Video Streams 1 2R. Hammoud and R. MohrINRIA Rhône-Alpes and GRAVIR-CNRS655 avenue de l'Europe, 38330 Montbonnot Saint Martin, FRANCEPhone: (33) 4 76 61 52 35 Email: riad.hammoud�inrialpes.frIrish Mahine Vision and Image Proessing Conferene, pages 133-140September, 2000Abstrat Currently it is impossible to automatially ahieve high level video indexing as sug-gested for instane by MPEG-7. Part of the problem is the identi�ation of moving objets in theframework of a video. It represents suh a hallenging problem due to the variable appearaneof objets over time. This paper studies how to automatially lassify traked objets in a videobased on estimated Gaussian mixture density funtions of eah traked objet. In the olor featurespae, the variability of eah traked objet is modeled separately by a Gaussian mixture wherethe appropriate number of Gaussians is determined by the Integrated Classi�ation Likelihood ri-terion. Then, the Asendant Hierarhial Classi�ation tehnique is used to identify the lusters oftraked objets. Thus, the problem is di�erent to onventional lassi�ation in that the underlyingmeasurements are not feature vetors but density estimates. The proposed framework is evaluatedon the Avengers TV movie, segmented into 2749 individual objets of seven di�erent lusters.Keywords: Appearane modeling, Gaussian mixture distribution, Kullbak distane, Videoindexing and MPEG-7, Unsupervised lassi�ation.1 IntrodutionThe forthoming MPEG-7 standard provides the framework for eÆient representation,proessing, and retrieval of visual information. This inludes many reent multimediaappliations suh as hyper/interative video and video ontent-based searhing and nav-igation [18℄ [10℄. Yet many problems must still be addressed and solved before this teh-nology an emerge. An important problem is the ontent lassi�ation into a number ofategories [6℄. The ategorization of ontent will help the user speeding up the searh.1.1 The problem addressed and the proposed approahThis paper fouses on the problem of automati lassi�ation of deteted objets in avideo stream. Suh work requires a set of tasks to be proessed robustly: Objet seletion,1This work is supported by Alatel CRC Grant Alatel-Inria No. 198G098.2Demos of this work are available at http://www.inrialpes.fr/movi/people/Hammoud/1



Objet modeling, and Objet mathing and grouping. These three steps are handled in thefollowing way:� Objet seletion If objets belong to a limited set, like in the fae loalizationproblem, a partiular model an be implemented as is done in [22℄. However, for thegeneral ase of any kind of objets appearing in a video, there is no other alternative thanoutlining them and from there a traking might be performed. The sene motion is theonly general hint that an be used for objets extration [13℄ [8℄. To do this step, theurrent framework implements the method of [8℄ whih detets moving areas in suessiveimages and from there the traking is performed.
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Figure 1: Illustration of the ontent variation of a non-rigid traked objet and its mod-eling in the three prinipal omponents of the RGB histogram spae by a mixture of threeGaussians. Three key-frames among 117 ourrenes of the objet are depited and theovariane ellipses are also displayed.� Traked objet modeling The large set of individual objets deteted in a real videosequene (i.e. 129600 individual objets in a �lm of 90 minutes, 24 frames per seond and1 segmented objet per frame) orresponds in fat to a small set of real di�erent trakedobjets like persons, for instane; eah traked objet is a olletion of ontinuous individualobjets (ourrenes) within the same shot. In most ases these traked objets (ar,walking person, ...) are moving and they are aquired in poorly onstrained dynami senes(a real movie �lm). Therefore the data set is ontaminated by various soure of \noise":low-resolution, large-sale hanges, 3D-rotations, variable illumination and oasionallyolusions. Reognition based upon isolated individual objets of this kind, and usinglassial reognition methods, is highly inonsistent and inaurate. In order to overomethese diÆulties, the large intra-shot variability of eah traked objet is modeled. Here theolor feature spae is used and it is modeled by a multi-modal distribution using a mixtureof Gaussians. Suh a modeling onsists in apturing the ontent variation by identifyingfor eah traked objet a set of lusters; eah luster is modeled by a single Gaussian andit groups a set of similar views of the traked objet within a shot. Figure 1 illustratesan example of a moving traked objet modeled by a mixture of three Gaussians in theRGB feature spae. These three Gaussians orrespond to the three prinipal situationsof the objet in the shot (bak, side and fae). Moreover, suh a ompat representation2



also allows a derease in the omplexity of the indexing proess required for mathing insuh a large olletion of traked objets.� Mathing and grouping similar objets Many lustering tehniques exist inthe literature [14℄ but they an not be applied diretly on density distributions. Theproblem of grouping traked objets is di�erent here to onventional lustering in thatthe underlying measurements are not feature vetors but density estimates. Two distanemeasures an be omputed on density distributions: the Kullbak-Leibler divergene [15℄and the Bhattaharyya distane ([7℄, page 99). Based on this proximity data the AsendantHierarhial Classi�ation (AHC) is used to identity lusters of traked objets. The �nalnumber of lusters is determined in an interative way by the user; this interation isrequired as no full automati proedure would provide perfet identi�ation on suh noisydata.1.2 Relevant worksThe losest work related to this paper is probably the one onduted on the problem ofanemia by Cadez et al. [3℄. They propose a powerful approah to lassify patients intotwo lasses: normal and iron de�ient. This disriminative lassi�ation approah is alledhierarhial beause the Gaussian mixture lassi�er is used twie. In the �rst time, thelarge set of measurements (40; 000 blood ells) extrated on eah patient are modeled by amixture of Gaussians. In the seond time, the parameters of the mixture of two Gaussians(two lasses of patients) are estimated in the spae of densities (parameters spae). Thiswork is the losest to the ontribution presented in this paper; it di�ers mainly by the inputdata (traked objets; olor distributions) and some related riterion related to mixturedensity estimation (number of Gaussian omponents is not �xed). Also, the lassi�ationtehnique we use is the AHC.Modeling with Gaussian mixture is now beoming very popular. Rosales [19℄, MKennaet al. [16℄ and Hammoud at al. [9℄ use the Gaussian mixture model to reognize humanations, fae olors and non-rigid moving objets in videos, respetively. Then, they usethe Gaussian mixture lassi�er to identify the appropriate lass of new entities (ation,fae or objet). The modeling of the variability of objets in the feature spae improvesthe reognition auray rate even in the presene of omplex senes [11℄.1.3 Paper organizationThis paper presents a �rst study on lustering with this kind of model and the experimentalresults ontain strong trends. Experiments are done on a video sequene of 1938 frames,extrated form the standard video, Avengers TV �lm, given by the National Instituteof Audiovisuel in Frane (INA). It was segmented into 2749 individual objets whihorrespond to 29 traked objets of seven di�erent lusters.In setion 2 we provide an overview of the �rst step of the proposed framework: objetaquisition and low-level haraterization. Intra-shot variability modeling and lusteringof densities are the two main parts and they are desribed in setions 3 and 4 respetively.Experiments and test results of the approah are presented in setion 5. Subsetion 5.23



disusses the performane and how this approah an be used in a pragmati implemen-tation of semi-automated video desription. Finally, setion 6 gives some onlusions andperspetives.2 Deteting, traking and haraterizing objetsIn order to index video and allow a non-linear navigation in its struture, entities like mov-ing objets have to be deteted. First videos are segmented into shots. In our frameworkwe use the method of [2℄; It relies on a robust, multi-resolution and inremental estimationof a 2D aÆne motion model between suessive frames, aounting for the global dominantimage motion.Video segmentation. The objet aquisition is made �rstly by extrating movingareas with onsistent motion analysis. Then these entities are traked within the shot.For this step, a large researh e�ort has already been made [13℄ [8℄. The motion approahis widely used. In the presented framework we use the method of [8℄ to detet and trakmoving objets. Stati objets are more easily traked with standard tools. The result isa olletion of individual images of a traked objet within a shot.Objet haraterization. Many di�erent types of features ould be omputed onthe segmented objets. As the objets are deformable and very variable in time (forinstane see �gure 2), the geometri information (i.e ontours, ...) may be irrelevant. Inthis paper, the olor distribution is onsidered as it was shown to be a powerful soure ofinformation for objet reognition [23℄ sine olors of objet orrelate strongly with objetidentity. A simple and e�etive reognition sheme is to represent and math objets onthe basis of olor-metri histograms as proposed by Swain and Ballard [23℄. Thus, theolor histogram is independent of many imaging onditions whih are represented stronglyin the experimental database of this paper e.g. the orientation of a sene, 3D rotationsand the absene (or olusion) of some of the olors. However, olor histograms do notdistinguish between two di�erent images with similar global olor distributions. So thisapproah ould be extended in many di�erent diretion (orrelograms, joint histograms)[5℄. As this is not the fous of the paper, we rework this kind of desriptors.3 Intra-shot variability modelingDuring the traking within a shot, the appearane of an objet is variable due to all theimaging onditions listed in the introdution. This visual variability produes a multi-modal distribution of features in the low-level feature spae; eah objet is represented bya single point in the feature spae whose oordinates are the values of the feature vetor(see �gure 1 for instane). Let Y to be the set of feature vetors olleted during thetraking of an objet and yi be the feature vetor of dimension d that haraterizes theourrene i.The distribution of Y is modeled as a joint probability density funtion, f(y j Y; �)where � is the set of parameters for the model f . Let x = (x1; :::; xn) be the ompletedata set with xi = (yi; i) and i is the lass label of xi (i.e. we have i = j if and4



only if j is the mixture omponent from whih yi arises). For the rest of this paper,we assume that f an be approximated as a mixture of J�Gaussians density funtion:f(xj�) =PJj=1 pj'(xj�j ;�j) where the pj's (0 < pj < 1 and PJj=1 pj = 1) are the mixingproportions and where '(xj�j ;�j) is the Gaussian density parameterized by the mean �jand the ovariane matrix �j. The vetor of parameters to be estimated, for eah trakedobjets separately, is �j = (pj ; �j ;�j), for j = 1; : : : ; J .The standard EM algorithm [17℄ is used to estimate the parameters of mixture ofGaussians while the Integrated Classi�ation Likelihood [1℄ riterion is used to hoose theappropriate number of Gaussians. Eah luster is approximated by a Gaussian densityand represents a set of similar views of the traked objet.The EM algorithm. The Expetation-Maximization (EM) algorithm is a well-known iterative tehnique for maximum likelihood approximation of the whole data. Itis based on the idea that there is a set of missing variables that relates the data tothe unknown lusters. If those missing variables were known, the maximum likelihooddistribution would be easy to alulate.Eah iteration of EM onsists of an Estimation (E) and a Maximization (M) step. TheE-step evaluates a probability distribution, tij(�m) (e.g. at iteration 'm') for the datagiven the model parameters from the previous iteration.tij(�m) = pmj '(xi; �mj ;�mj )JX̀=1pm̀'(xij�m̀;�m̀) : (1)The M step then �nds the new parameter set that maximizes the probability distribu-tion.
pm+1j = 1n nXi=1 tij(�m) , �m+1j = nXi=1tij(�m) yinXi=1tij(�m) and �m+1j = nXi=1tij(�m)(yi � �m+1j )(yi � �m+1j )TnXi=1tij(�m) :(2)The E and M steps are iterated until onvergene or the maximum number of iterationsis reahed. The algorithm is run many times in order to be independent from the initialsolution where the initialization step is done using the K-means algorithm.Choosing mixture omponents' number. Many riteria are proposed in theliterature [21℄ [1℄ for seleting the best number of Gaussians with a known Gaussian model(in this paper it is the general model with no onstraints on �). They are based on thefollowing idea: penalize the model in some way by o�setting the inrease in log-likelihoodwith a orresponding inrease in the number of parameters, and seeking to minimize theombination.A reent attempt to takle the above problem was done by Biernaki [1℄; a novelriterion alled Integrated Classi�ation Likelihood (ICL) was proposed (equation 3). The5



advantage of this riterion is that it is more robust to high dimensional spaes and it worksmore better than the other riteria with non Gaussian data. This riterion is implementedby the proposed approah.ICL(M) = �2LM +QM ln(n)� 2 nXi=1 JXj=1̂ijtij; (3)where LM is the maximized log-likelihood of the model M , QM is its number of freeparameters and ̂ij represents the estimated partition dedued from tij.For a reasonable range of the number of Gaussians ([1::3℄ in our experiments), thevalues of ICL riterion are omputed using EM at eah iteration and �nally the minimumis piked whih indiates the best number of Gaussians.4 Hierarhial strategy for lassifying density funtionsThe multiple features of a traked objet are redued in an eÆient way to a standardfeature vetor: the � parameter. Based on these parameters the lassi�ation of trakedobjets will be performed.The mixture density model di�ers from standard parametri modeling and not alllustering algorithms an be performed. Just onsidering the set of parameters of thesedensities as a feature point makes no sense; for instane, if an objet is not moving in oneshot its variane will be lose to zero, and this representation ould orrespond to justone image in a shot where the traked objet is seen in variable appearanes. Thereforedistane in this parameters spae is meaningful.An alternative approah to ompletely avoid modeling parameters (of mixture Gaus-sian lassi�er for instane) in parameter spae is to de�ne a distane measure between thedensities themselves. Then, based on the resulting distane matrix, a Hierarhial Classi-�ation approah is applied. Two distanes between Gaussian densities are implementedand interesting onlusions are extrated from the test results.Distane similarity. As it was stated in setion 3, a Gaussian mixture is usedas a traked objet might have very di�erent appearanes. Therefore omputing thedistane between the global appearane distribution makes no sense, and the distane tobe onsidered should be the distane between the two losest appearanes. So a distanemeasure is omputed for eah pair of Gaussians of di�erent mixtures, and the minimumis piked. In the following we desribe the two implemented distane measures.Kullbak distane. This is a well-known measure of the divergene between twodistributions p and q ([15℄ pages 3-6). It is based on information theoreti motivation andde�ned as the ross-entropy R p(�)log p(�)q(�) . Monte-Carlo proedures are used to eÆientlyevaluate it. As the Asendant Hierarhial lassi�ation tehnique (see below) needs asymmetri proximity matrix the following form of the Kullbak distane is implemented.This one is non-negative and is zero if and only if p = q. However, it is not termed ametri beause the inequality property is not satis�ed.6



dK(p; q) = 12 �Z p(�)log p(�)q(�)d� + Z q(�)log q(�)p(�)d�� : (4)Another implemented measure between two Gaussian distributions is the Bhattaharyyadistane ([7℄, page 99) de�ned asdB(p; q) = 18 (�p � �q)T ��p +�q2 ��1 (�p � �q)| {z }B1 + 12 log j �p+�q2 jpj �p jj �q j!| {z }B2 (5)where j . j is the determinant. The �rst term in this expression, B1, is similar to thewell-known Mahalanobis distane and measures the distane between the two popula-tions aused by the mean shift. The seond term B2 gives lass separability due to theovariane-di�erene.
7730.152 7785.152 7119.149 7189.149 7918.155

7938.155 23927.78 8051.134 404.51 456.51
8291.140 602.81 671.92 674.99 23839.72Figure 2: Subset of the \Avengers" objet databaseHierarhial lassi�ation algorithm. In order to identity lusters of traked ob-jets, the Asendant Hierarhial lassi�ation (AHC) is used by the proposed framework.In ontrast to the partitional methods (mixture of Gaussians, k-means, ...), the AHC doesnot require any a priori knowledge (the number of lusters) and it represents data as anested sequene of partitions [14℄. However, the ruial point for the AHC is the orderin whih the lusters are formed when di�erent distane between lusters (hierarhiallustering methods) are used. The hoie of a suitable distane between lusters is an7



important matter in appliations, but theory provides few guidelines for optimizing thehoie. Commonly, the single-link and omplete-link methods (the minimal and maximaldistanes between two lusters) are used; test results with these two methods are desribedin the next setion.The utting point in the hierarhy is seleted by the user as there is no ompletelysatisfatory method for determining the number of data lusters for the AHC tehnique[14℄. This point is disussed in more details in setion 5.2.5 ExperimentsVideo base. The experimentations were done on a real video sequene extrated from thestandard Avengers TV movie given by the \National Institute of Audiovisuel" in Frane(INA). This video sequene of 1938 frames was segmented into 2749 individual objetswhih orrespond to 29 traked objets of seven di�erent lasses (lasses of J. Steed, FordCar, Liorne, ... ). Figure 2 displays some views of 12 traked objets whih orrespondto 5 di�erent lasses. In this �gure, di�erent views of a traked objet within a shot havethe same label, for example images 7918 and 7938 show two views of the traked white arwith the label 51. This data set of non-rigid objets is very variable (partial olusions,3D-rotations, hanges of views, ...). The presene of partial olusions up to 50%, theunknown model of illuminations and the large hanges of views together in the same time(for example, see J. Steed in images 7730, 7918 and 8051) make the lustering of objetsinto homogeneous groups very diÆult.Feature base. As presented in setion 2 olor distribution is the feature spae goingto be onsidered for these experiments. The olor distribution is approximated by anhistogram in the d-dimensional spae (named the real spae in the following table); it isomputed in the RGB,HSV and H (hue) olor spaes where this later one is invariant toillumination hanges. Then, the Prinipal Component Analysis (PCA) is used as a linearmethod to redue the dimension of the feature spae. For this small size of data (fewindividuals within shots) this dimensionality redution allows to model more auratelythe distribution.The preproessed data set of eah traked objet is modeled as a mixture of J -Gaussians. The maximum number of Gaussians permitted is �xed to 3. The ICL riteriondetermines for eah modeled traked objet the best value of J (J 2 [1::3℄).5.1 Evaluation and test resultsApplying the AHC on the density set of the whole traked objets of the experimentedvideo, a hierarhy of 29 levels is onstruted (the down level with 29 lusters and the toplevel with 1 luster). In order to evaluate the approah, the hierarhy is ut at level 22to obtain seven lusters. The total perentage of orretly lassi�ed objets is omputed.A traked objet is orretly lassi�ed in a luster if the majority of luster elements aresimilar to this objet. Table 1 summarizes the test results at this level of the hierarhy.The approah is evaluated either when the ontent variation of traked objets is modeled8



as a mixture of J -Gaussians (see above to know how the J is determined) or by only oneGaussian. Total %Features d-spae Distane single-link omplete-link single-link omplete-linkreal PCA J-Gaussians one-GaussianhRGB 64 10 dB 44.83 62.02 44.83 55.17hRGB 64 10 dK 51.72 79.31 44.83 62.07hHSV 64 10 dB 44.83 65.52 51.72 62.07hHSV 64 10 dK 51.72 68.97 51.72 62.07hhue 32 5 dB 55.17 55.17 51.72 58.02hhue 32 5 dK 58.62 62.07 55.17 62.07Table 1: Test results with the single and omplete link hierarhy methods, in the ases ofJ-Gaussians and One-Gaussian modeling of the intra-shot variability; Total perentage oforretly lustered objets.5.2 Comparative analysis and disussionA guess from the table 1 that the approah gives the better lustering ratio (79:30%) whenthe ontent variation in the RGB histogram spae is modeled as a mixture of J -Gaussians,the Kullbak distane is omputed between Gaussian omponents and when the omplete-link hierarhial lustering method is applied. In general, the results are the best whenthe modeling is done in the RGB spae. This is related to our assumption on the form ofthe data to be Gaussian. This ould be valid for RGB but it is not for example the asefor H feature where it is ylindrial.In the lustering proess, it is quite hard to make a deision between whih riterionto selet for measuring luster distane. It is well known that the riteria of the distaneof the losest representative produes lusters as strings or ontours whih might be farfrom ompat. Running the algorithm with the distane of the two losest representative(single-link) and the two farthest ones (omplete-link) led to the onlusion that the lateris always better (form 10% up to 20%).The mixture approah is obviously very advantageous. The experiments that a max-imum of one or three Gaussian omponents were allowed in the distribution. The threeomponents ase always provides the best result, exept for H feature where the resultsare similar. Of ourse if objets would always be stati (like objet 8291:140), withoutolusion or illumination hanges, this should be reonsidered.Modeling the variability as a Gaussian mixture, the Kullbak distane provides betterresults than the Bhattaharyya (from 3% up to 17%). More expensive experimentationsare required in order to searh a more de�nitive experimental onlusion. At this experi-mented level, these results an only be onsidered as indiative trends.Pratially one annot expet to get perfet lustering of the data under these diÆult9
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Figure 3: Graphial representation for the total % of orretly lassi�ed objets versus thenumber of lusters (left) and the proximity values versus the number of lusters(right);ases of RGB and HSV features using J-Gaussians models with the Kullbak distane andthe omplete-link method)but realisti onditions. As the human operator should remain in the loop, one way toproeed ould be the following:(1) Run the AHC algorithm with a number of lasses that is approximately twie the realnumber of objets expeted; our experiments show that the number of orret lustersobtained is lose to perfet, but of ourse with over-lustering. Figure 3 (left) illustratesthe total perentage of orretly lassi�ed objets versus the number of lusters (from 7to 15) in the RGB and HSV olor histogram spaes.(2) Manually group lusters with same objets together.If m traked objets appear n times giving raise to n�m traked individuals, this wouldredue the heking to the 2m lusters instead of handling the n�m traked individuals.In order to simplify the seletion of the number of lusters it is always a good ideato provide a graphial illustration of the number of lusters versus the distane betweenformed groups at the di�erent levels of the hierarhy. The user an selet the number oflusters at the urve points. Figure 3 (right) illustrates the hierarhial indies (proximityvalues) versus the number of lusters. For example, levels 9 and 7 an be seleted as utpoints in the hierarhy.6 Conlusion and perspetivesReently, the Moving Piture Expert Group, MPEG-7, is working on a standard desrip-tion of the video in order to provide a large aessibility to this media. One hallengingproblem addressed by this standardization is the ontent lassi�ation into lusters.In this work we have mainly presented a method for identifying lusters of traked ob-jets in a real movie �lm. Here the problem di�ers from onventional lassi�ation in that10



the underlying measurements are not feature vetors but density estimates. The Gaussianmixtures are used to model the multi-modal distributions of traked objets in the olorfeature spae. Suh a modeling onsists in apturing the ontent variation of an objetduring traking in an eÆient way; This variation in the feature spae is due to the highhanges of appearane of moving objets in time. Then the mathing proess is performedon the density estimates sine a distane between two mixture densities is onsidered asthe minimal value of all distanes between pairs of Gaussians. Based on the omputedmatrix of proximity, a sequene of nested lusters of objets are identi�ed using the Hi-erarhial Classi�ation tehnique. The experimental results on the Avengers TV moviedemonstrate the eÆieny of the proposed method. The use of Gaussian mixtures is moreadequate for modeling the distribution than a single Gaussian. In this paper, only olorhistograms are tested as a low-level feature image, but future experiments will onsiderother desriptors suh as orrelograms [12℄. invariants [20℄. The experiments showed thatthe data are not always Gaussian (for example the H feature). In this ase more appropri-ate statistial approximation funtions like Gamma model should be onsidered. Also, thedimension of the feature spae is a ritial point for the density estimation proess whenthe number of individual ourrenes of traked objets is limited. One issue to preventover-�tting is to use suboptimal Gaussian models with onstrained ovariane matrix forexample [4℄.AknowledgmentsWe would like to aknowledge Alaltel CRC for its support of this work, and the \InstitutNational de l'Audiovisuel en Frane", dept of Innovation, for providing the video used inthis paper.Referenes[1℄ C. Biernaki, G. Celeux, and G. Govaert. Assessing a mixture model for lusteringwith the integrated lassi�ation likelihood. Rapport de reherhe RR-3521, inria,Otober 1998.[2℄ P. Bouthemy and F. Ganansia. Video partitionning and amera motion haraterisa-tion for ontent-based video indexing. Pro. 3rd IEEE Int. Conf. Image Proessing.,september 1996.[3℄ I.V. Cadez, C.E. MLaren, P. Smyth, and G. J. MLahlan. Hierarhial models forsreening of iron de�ieny anemia. In The Sixteenth International Conferene onMahine Learning, Bled, Slovaine, 27-30 June 1999.[4℄ G. Celeux and G. Govaert. Gaussian Parsimonious Models. Pattern Reognition,28(5):781{783, 1995.[5℄ P. Chang and J. Krumm. Objet reogntion with olor oourene histograms. InProeedings of the Conferene on Computer Vision and Pattern Reognition, FortCollins, Colorado, USA, pages 498{504, 1999.11
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