Bundle Adjustment - Schematic History
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Total Computation vs. Bundle Size - Strong Highly-Connected Geometry
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Sparse Gauss-Newton 4.0 steps

Diag Cbnj Gradient 4.0sfep§ O

Resect-Intersect  16.1 steps
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e Alternating resection and intersection is very simple and works quite well
for strong, highly connected, low-perspective geometries . ..
... but very badly for weak, loosely linked ones.

Total Computation vs. Bundle Size — Long-Chain, Weak Geometry
T

Sparse Gauss-Newton 5.7 steps
10t Min Degree:Sparse: . 5.7:steps
Diag Conj Gradient:: 54 éteps
Dense Gauss-Newtor: 5.9 steps
Reseét—lnterseci 941.2 steps
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1
10! 10
number of images

e Ripples from local corrections must propagate throughout image connec-
tion graph — methods that ignore/distort network (off-diagonal) information
do this very slowly.

e For long chains like turntable sequences, all methods scale roughly as
O (n?), even “linear” ones.

e If x = 0 at the true solution, a Newton-like step estimate gives an iteration

X(i + 1) = X(Z) - H;plprox gtrue(i) R (I — H;plprox Htfue) X(Z)
) Hie X(Z)

e The iteration spends most of its time in the subspace spanned by the largest

few positive and negative eigenvalues of I — Ha_plpmx Hi .
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— It zig-zags for negative eigenvalues and crawls for positive ones.
— Adding a good line search helps a lot !

e Owing to gauge-freedom rank deficiency, dropping off-diagonal elements in

Hpprox always gives 1 — H;p}),ox H,.. eigenvalues near +1
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—eg. Hye = ("7 115)» Happrox = (107 115 ) give eigenvalues + 1.
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The cost of matrix factorization depends strongly on the variable ordering.

Most bundle implementations hardwire a single traditional ordering.

Hardwiring is only practicable for a few simple, orderly configurations.

e Automatic heuristic variable orderings like minimum degree are often better
than hand-built ones

— especially for site-reconstruction style bundles with complicated intercon-
nections, constraints, prior information . . .



