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Abstract

We present a method for variable selec-
tion/weighting in an unsupervised learning
context using Bayesian shrinkage. The basis
for the model is a finite mixture of multivari-
ate Gaussian distributions. We demonstrate
how the model parameters and cluster assign-
ments can be computed simultaneously us-
ing an efficient EM algorithm. Applying our
Bayesian shrinkage model to a complex prob-
lem in object recognition (Duygulu, Barnard,
de Freitas and Forsyth 2002), our experi-
ments yield good results.

1 INTRODUCTION

The importance of unsupervised learning is grow-
ing in many research areas, including bioinformatics,
data mining, object recognition, database clustering,
browsing tools for digital libraries, collaborative fil-
tering and information retrieval (Blei, Ng and Jordan
2002, Barnard and Forsyth 2001, Barnard, Duygulu
and Forsyth 2001, Duygulu et al. 2002, Golub, Slonim
and Tamayo 1999, Hofmann and Puzicha 1999). In
most of these settings, one typically begins data anal-
ysis by weighting or selecting a subset of informative
features. In computer vision, for example, investiga-
tors often assign weights to features such as colour,
stereo, motion, texture and shape. Gene expression
analysis with DNA micro-arrays, where one clusters
vectors (patients) with thousands of entries (genes), is
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another instance where feature weighting plays a sig-
nificant role. Since the number of patients tends to be
small, knowing which genes provide more discrimina-
tory information would be of great benefit. In these
applications, variable selection is at the discretion of
the investigator and may be based on prior informa-
tion. In general, however, making informed decisions
on the utility of variables may not be feasible so we
would like to rely on schemes to select variables auto-
matically.

Variable selection techniques for supervised learning
have been widely studied. For examples, see (George
and Foster 1997, Ng and Jordan 2001, Smith and Kohn
1996). Surprisingly, the same cannot be said about un-
supervised learning. Aside from naive search methods,
the work of (Liu, Zhang, Palumbo and Lawrence 2002)
seems to be the only principled approach to this prob-
lem. Liu et al project the data to a lower dimension
with PCA, and apply Markov chain Monte Carlo to
mixture models of the data. By analytically integrat-
ing out the other parameters, they sample only the
mixture allocation variables and the number of PCA
components. The projection of the data to a lower di-
mension is needed to construct efficient Markov chains.
However, variable selection has to be done in the spec-
tral domain and, hence, one loses the intuitive notion
of what actual variables are being selected.

In this paper, we present a Bayesian shrinkage model
for mixture models and explain how it yields a trans-
parent method for variable selection/weighting. The
relevant variables and model parameters are computed
with an efficient EM algorithm.



2 A MOTIVATING EXAMPLE

We begin with a simple example which illustrates the
utility in variable selection for unsupervised learning.

Let the data z be distributed over a mixture of mul-
tivariate gaussians, 7 & Yoy Ae N, (pte, Ee) where
ng is the dimension of the data, n. is the number of
mixture components, . and ¥, are the mean and co-
variance for mixture component ¢, and the cluster as-
signment probabilities A\, sum to 1. For this example,
we assume a total of three mixture components, diag-
onal covariance matrices and dimension n, = 6. In
addition, we set the means to

1.2 5.0 9.5
2.3 4.9 5.6
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and assign the variance 0 = [1 11 2 2 2]’ and the mix-
ture probablities A = [0.36 0.26 0.38]'.

Given a training set of data points {xj,xs, ..., X200}
sampled from the true mixture distribution, we esti-
mate the model parameters A and p using EM. We
assume the o;’s are known, but the argument extends
naturally to a scenario with unknown variances. From
above, it is apparent that the first three features of
data z are useful in varying degrees for classifica-
tion. Conversely, the last three features have only a
marginal effect on determining to which component in
the true distribution a data point belongs.

As illustrated by the contour plots in Figure 1, in-
cluding the last three irrelevant features in training
exacerbates classification on the mixture components
because we may detect idiosyncracies in samples z.
Pruning the irrelevant features holds more promise for
a generalized estimate because we will be less prone
to training on artifacts in the sample data. When we
verified this experimentally, classification of the 200
training examples was correct on 99.5 percent of the
instances for variable selection, but only 37.5 percent
of the time when trained on all the variables.

This example suggests that if anything, variable se-
lection has a great potential benefit in classification
and clustering problems, and even more so when deal-
ing with high-dimensional data. From some simple
experiments we performed, it may also be the case
that variable selection is of greater help than in super-
vised learning. Surprisingly, almost all the literature
on variable selection and shrinkage is in the regression
context.
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Figure 1: A demonstration of the advantage of variable
selection in two dimensions. The mizture component
means in the true distribution from which we sample
the data have different values over the x1 component.
In constrast, the means are the approximately the same
in the x2 component, which suggests that pruning the
second variable would be benefitial to clustering. The
distribution with variable selection better approximates
the true distribution. Using a sample test set, we got
errors of 0.03 and 0.23 for the training with and with-
out variable selection. Note the probability distribu-
tions shown in this figure are unnormalized.

3 MODEL SPECIFICATION

The model is a standard finite mixture of multivariate
Gaussian distributions:

x; |0 £ Z)\c N (5 pre, Ze) (1)
c=1

where {z; € R"=; ¢ = 1...N} denotes the observa-
tions, 6 £ (X, 1, ¥) encompasses all the model param-
eters, A denotes the mixing weights, u and ¥ denote
the mean and covariance of the mixture component
densities, and n. denotes the number of components.



The mixture model is defined on the standard proba-
bility simplex {A: A. >0 for all c and > .°; A. = 1}.

We concentrate on this simple model for presentation
purposes. However, extensions to hierarchical mix-
tures (Barnard and Forsyth 2001, Hofmann 1999) and
variational mixtures (Blei et al. 2002) are straightfor-
ward. Later, in Section 5.1, we present a slight mod-
ification of this model for our object recognition and
multimedia translation applications.

We introduce the latent allocation variables z; €
{1,...,n.} to indicate that a particular sequence z;
belongs to a specific cluster ¢. These indicator vari-
ables {z;;i=1,...,N} correspond to an i.i.d. sample
from the distribution p(z; = ¢) = A.

3.1 PRIOR SPECIFICATION

We follow a hierarchical Bayesian strategy where the
unknown parameters € and the allocation variables z
are regarded as being drawn from appropriate prior
distributions. We acknowledge our uncertainty about
the exact form of the prior by specifying it in terms
of some unknown parameters (hyperparameters). We
place hyperpriors on some of the hyperparameters so
that irrelevant features are shrunk to a common value.
That is, the estimation of the hyperparameters will
allow us to eliminate the effect of irrelevant features in
the mixture model.

Our hierarchical Bayesian model is depicted as a
graphical model in Figure 2. The allocation variables
z; are assumed to be drawn from a multinomial distri-
bution, z; ~ Mp_(1;A), which admits the density

p(zi|N) = H /\Hc(zz

where I.(z;) = 1 if z; belongs to group ¢ and I.(z;) =0
otherwise. We place a conjugate Dirichlet prior on the
mixing coefficients A ~ D, (v), having the following
density

p(Alv) = 1“(— H AT 2)

where I'(-) denotes the Gamma function and vy =
D e Ve-

We assign a Gaussian prior to the component means
pe ~ N (,u ,T), where T is diagonal with elements
T2,..., n . We take pu* to be sample mean of the ob-
served data The idea is to estimate the 7’s such that
the irrelevant features have 7’s near zero and the cor-
responding components of p. across groups are shrunk

towards sensible common values.

We place a conjugate inverse-Wishart prior on the co-
variances X, ~ IW,,_ (o, aX*), admitting the density

p(Sla, ) o [Z] 4D/ xp{—(1/2)tr (@S T )}

This prior is centered at the covariance of the data
3*. We place an inverse Gamma distribution on each
2 ~ ZIg(a,b), for k = 1,...,n,. This distribution

admits the density
—a—1 b
x (17) exp (——2> .

The 72 are assumed to be independent:

HP 7 la, b)

Since all the priors are conjugate, obtaining the pos-
terior distributions of the parameters by conditioning
on the allocation variables is straightforward.

©

Figure 2: DAG for the Bayesian mizture model with
shrinkage priors. The fized hyper-parameters are rep-
resented with boxes, the variables determined by the
data as double circles, and the unknown random vari-
ables with empty circles.

p(7ila,b)

p(T|a,b) =

4 COMPUTATION

The parameters of the mixture model cannot be com-
puted analytically unless one knows the mixture indi-
cator variables. We have to resort to numerical meth-
ods. One can implement a Gibbs sampler to compute
the parameters and allocation variables. This is done
by sampling the parameters and allocation variables
from their respective posteriors. However, this algo-
rithm can be computationally intensive for the appli-
cations we have in mind. Instead we opt for an expec-
tation maximization (EM) algorithm to compute the
mazimum a posteriori (MAP) point estimates of the
mixture model.



4.1 EM ALGORITHM

After initialization, the EM algorithm for MAP esti-
mation iterates between the following two steps:

1. E step: Compute the expectation of the com-
plete log-posterior with respect to the dis-
tribution of the allocation variables Q(f) =
E, (2 2,00000)) [log p(2, 2, 6)], where 6(19) represents
the value of the parameters at the previous time
step.

2. M step: Maximize over the parameters: (%) =
arg max Q(0)
0

For the E step, we compute the posterior of the allo-
cation variables:

p(zl = C, Tg, G(OId))

. Ay L — ) (old) —
€ie £ pls = clai, 6609) = P2 S,

which, in our case, is given by:

/\CN(wiQ fe, Xe)
Zc’ )‘C’N(xi; M’y Ec’)

gic = (3)

For the M step, we note that the function Q(f) ex-
pands to

52 3 i { =l = o ) B =)
+Z{—%longl—%(uc—u )T }
+Z{——a+nw+1)log|§]|— Ztr(az*xS, }

+Z —a—1)log (17) — 7_,?

Taking derivatives, we obtain the following update
equations for the model parameters:
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where £, £ Efil & These updates, together with
equation (3), constitute our EM algorithm.

Using the matrix inversion lemma, we can rewrite the
update step for p. as

fie & T(Zc+E.T)™ Z&Cx )+ Ze(Be+E.T) !

In this expression, we don’t have to invert the diagonal
matrix 7. This permits elements of T to go to zero,
allowing for feature selection.

From the EM update equations, one can readily ob-
serve the shrinkage in operation. As 7 — 0, the esti-
mate of the means shrinks to the sample mean and the
covariance shrinks to the sample covariance. Typically
we normalise the data so that u* = 0 and £* = I,
Hence, the term aX* in the update of the covariances
stabilises the algorithm. That is, it prevents the ill-
conditioning phenomenon arising from having an un-
bounded likelihood.

5 OBJECT RECOGNITION
APPLICATION

Over the last decade, we have experienced an ex-
plosion of multimedia in digital libraries and the
world-wide-web. In particular, we have witnessed
the emergence of large collections of annotated im-
ages. Examples of these include the Corel data-
set (see Figure 3), most museum image collections
(http://www.thinker.org/fam/thinker.html), the
web archive (http://www.archive.org), news pho-
tographs, private photo albums and videos. Multime-
dia robotics, where robots acquire images, sounds and
text as they navigate through a particular environment
also results in this type of data. Typically, these an-
notations refer to the content of the annotated image,
but may vary in their accuracy and conciseness. For
instance, the Corel annotations describe specific image
content, but not all of it. Museum collections are of-
ten annotated with some specific material such as the
artist and date of acquisition, and often the annota-
tions deal with some rather abstract material.

The annotated image data allows us to formulate ob-
ject recognition as a statistical machine translation
problem (Duygulu et al. 2002). We segment images
into regions (blobs) and then learn to predict words
using regions. Each region is described by some set
of features. In machine translation, a lexicon links
words in one language to words in the other lan-
guage. (Brown, Della Pietra, Della Pietra and Mer-
cer 1993, Melamed 2001). In the domain of object
recognition, the feature we associate with image re-
gions do not naturally occupy a discrete space. The
simplest solution to this problem is to use K-means to
vector quantise the image region representation. This
approach, adopted in (Duygulu et al. 2002), was well



lion mane grass sky

jet plane sky

Figure 3: Examples from the Corel data set (Duygulu
et al. 2002). We have associated keywords and seg-
ments for each image, but we don’t know which word
corresponds to which segment. The number of words
and segments can be different; even when they are the
same, we may have more than one segment for a single
word, or more than one word for a single blob.

received by the computer vision community (it won
best paper prize in cognitive computer vision at ECCV
2002). We would like to surmount the problem of hav-
ing to introduce noise by vector quantising the blobs,
so instead we adopt a discrete-Gaussian translation
model that allows us to translate Gaussian features di-
rectly to discrete features. The shrinkage component
of our model allows us to carry out feature selection
within this translation procedure.

5.1 TRANSLATION MODELS

Our approach to recognition is analogous to machine
translation, as originally proposed by (Duygulu et al.
2002). We translate image regions (French) to words
(English). In particular, our model acts as a lexi-
con, a devices that predicts one representation (words;
English) given another representation (image regions;
French). Learning a lexicon from data is a standard
problem in machine translation literature (Brown et al.
1993, Melamed 2001). Typically, a lexicon is learned
from a form of data set known as an aligned bitext —
a text in two languages where rough correspondence,
perhaps at the paragraph or sentence level, is known.
The problem of lexicon acquisition involves determin-
ing precise correspondences between words of different
languages. Analogously, we can consider a data set
consisting of annotated images as an aligned bitext
since we have an image consisting of regions, and a set
of text. We know the text goes with the image, but
we don’t know which word goes with which region.

Computing the translation probabilities is not
straightforward because we have a “chicken and egg”
situation: to build the translation probabilities we
need to know the correct correspondences between im-
ages and words, but to figure out the correspondences
we need to know the translation probabilities. As ex-
plained in (Duygulu et al. 2002), we can overcome this

Figure 4:  The association probabilities provide the
correspondences (assignments) between each word and
the various image segments (blobs).

problem by marginalising over the possible associa-
tions using a mixture model, an idea that was orig-
inally proposed for text in (Brown et al. 1993). This
model assumes one-to-one probabilistic assignments as
shown in Figure 4. For each blob b,,; € R™* in the n-th
image, there is a probability of it being associated with
each of the words w,,; in the image. More precisely, the
translation model is given by:

N M, Ln

b|w HHZP anj—l b—bn]|W—wm)

n=1j=1 ¢=1

where p(an; = i) denotes the alignment probabilities
such that an; = ¢ if by; translates to wy;. The number
of blobs and words in the n-th image are M,, and L,,
respectively. Since the words in the annonations are
unordered, there is no reason for preferring specific
alignments. Therefore, we set p(an; = i) = 1/Ly,.

In (Duygulu et al. 2002), t(b = bpjlw = wp;) is a
discrete translation table. In this approach, the trans-
lation probabilities ¢(+|-) are Gaussian. More precisely,
there is one Gaussian for each word in the vocabu-
lary. Each word generates image segments from a cor-
responding Gaussian cluster. By clustering the words
(say with K-means or SVD methods), it is also possi-
ble to have a Gaussian cluster for each concept. The
discrete-Gaussian translation model is now

H 1 P
Jj=11i=1
N ’n n

H L_M" H ZN ngs Mes 2e)é. w} (Wni)

=1 Jj=11i=1

p(blw) =

nj |wnz



where c is in the range (¢ = 1,...,Lr), w¥ denotes a
particular word token, and d,: (wn;) = 1 if w} appears
in the n-th annotation, otherwise it is 0. The index c is
the index for the Ly word tokens and accordingly the
Lt clusters. In the end, the objective is to generate
words from blobs. This is a straightforward applica-
tion of Bayes rule, p(w|b) o p(b|w)p(w) o p(blw) since
we currently assume a uniform prior for p(w).

This model is a variation of the mixture model of equa-
tion 1. Using the notation
t(bnj|wni)

Enji & plan; = ilwni, by, 0°Y) = 1L
iy t(bnglwnr)

the updates for the parameters are

M, Ln -1
fe = (T_1 + 37t Z Z Z&ujitswg (wm))

n j=1i=1

My Ln
(Tl,u* +3;! Z ZZ&W bnj Ow:x (wm)>

n j=1i=1

o AT Y, T S0 €ni(bag — i) (bag — i) Sz (wi)

‘ Zn Z]]M:nl zzL:nl §nji6u)g (wnl) +a+n: + 1

The updates for 7 remain the same as before.

5.2 SIMPLE DATA ASSOCIATION

Our first experiment serves the role of a “proof of
concept”. We used the discrete-Gaussian translation
model to generate synthetic data. In particular, the
vocabulary consists of 3 word tokens and we assume
that the blob components are normally distributed.
The blobs have 9 features, but only the first 3 are rel-
evant. That is, the first 3 features are sampled from
3 different Gaussians corresponding to the three word
tokens, while the last 6 features are sampled from a
Gaussian common to all the entries in the dataset.
We added enough variance to provide some degree of
overlap between blob corresponding to different words.
We also created a similar dataset to test the models.

The results of using maximum likelihood (ML) and
MAP point estimators are given in Figure 5. The
box plots show the RMS error between the estimated
means and the true means over the 19 trials. The
hyper-prior’s parameters were set to a = —1 and
b = 1/100000 (any other small number would do).
This choice allows for shrinkage with some regulari-
sation. We consistently found that the lowest possible
value of o gave the best results (in this case, a = 11
is the lowest value).

From the plot, it is clear that ML performs the best
when it is provided only the first three features since it
is less prone to learning meaningless correspondences
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Figure 5: Root mean squared errors between the esti-
mated means and the true means. The box plots are
generated from trials on 19 random data sets.

in the data. According to this simple experiment, the
MAP trials with different values of a tend to perform
better than ML when given both the relevant and irrel-
evant blob features. The Bayesian priors do mitigate
the effect of the irrelevant features. Further evidence
is provided by the estimated 7:

7=[1.1 1.1 1.0 0.3 0.2 0.2 0.3 0.3 0.3]

Notice the last 6 irrelevant features are being shrunk
to zero.

5.3 COREL DATA EXPERIMENT

We trained the models on annotated images from the
Corel database. Fach image, with 4-5 keywords, is seg-
mented using Normalized Cuts (Shi and Malik 1997).
Each of the regions provided by the segmenter are rep-
resented by 10 real-valued features: horizontal and ver-
tical position in the image, area, perimeter divided by
area, average (lab) colour and standard deviation of
the (lab) colour.

We make a point of selecting features we intuitively
believe are useful, such as colour, as well as features
that may be less relevant (such as position). However,
it is impossible to determine beforehand the relative
utility of the individual features.



The training and test sets each contain 50 images.
Over the entire dataset there are 49 different words.
We consider four models. The first is a maximum like-
lihood model that takes advantage of all the features.
The second is similar, except that it is trained only
on our choice of relevant features, mean and standard
deviation of colour. We diagonalize the covariances
in both ML methods to maintain stability of the EM
algorithm, although this move comes at the cost of
loss of valuable information. The last two models are
variants of the MAP, where we diagonalize the covari-
ances in one model and keep the updated covariances
untouched in the other. Both Bayesian methods use
parameter values of @ = 13, a = —1 and b = 1/100000
as before.

To measure the performance of the models, we man-
ually annotated the images in the test set. In some
cases, there might be more than one annotation
deemed correct because the blob consisted of several
subjects. We used two simple but effective error mea-
sures:

e PR-n: This measure reports an error of 1 if none
of the n most likely predicted words results in a
correct blob annotation.

e PR-sampled: This measure reports the prob-
ability of an incorrect annotation given that we
sample from the estimated word probabilities for
a particular blob.

Both error measures are averaged over the number of
blobs in each image, and then over the number of doc-
uments in the data set. We also compare the models’
predictions to the predictions obtained using the em-
pirical word frequency of the training set. Matching
the performance of the empirical density is required to
demonstrate non-trivial learning. Doing substantially
better than this on the Corel data is difficult. The an-
notators typically provide several common words (e.g.
sky, water, people), and fewer less common words (e.g.
tiger). This means that annotating all images with,
say, sky, water, and people is a moderately successful
strategy. Performance using the empirical word fre-
quency would be reduced if the empirical density was
more flat. Thus, the increment of performance over
the empirical density is a sensible indicator.

Figures 6 through 7 show the error measure plots for
PR-1, PR-3 and PR-sampled on both the training and
test sets for 12 independent trials using the same data
set. The variance in the box plots is due to random ini-
tialization. The MAP tends to show less variance due
to the stability the priors place on the model. This ex-
tra stability allows us to adopt full-covariance models
and hence obtain better results.
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Figure 6: Recognition errors using the PR-sampled
measure. The horizontal line corresponds to the empir-
ical distribution predictions. The MAP approach with
full-covariances can perform even better than the ML
approach using only the relevant features. This is the
result of the stability brought in by the priors in the
update equations for the means and covariances.
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Figure 7: Recognition errors using the PR-3 measure.
The horizontal line corresponds to the empirical dis-
tribution predictions.

Encouragingly, the Bayes methods tend to place low
importance on the features we suspect having no rel-
evance to the concepts they describe. The estimated
diagonal elements of T" were:

7=1[04 0.1 0.0 0.9 1.8 49 24 2.2 3.2 3.4]

In this situation, the first four components of the
means refer to the area, x, y and boundary/area fea-
tures and the last six correspond to the mean and stan-
dard deviation (lab) colour.

Some sample recognition results on arbitrary test set
images are show in Figures 8 and 9.



Original

Figure 8: Good recognition results on test set images.

Original

Figure 9: Randomly chosen results on test set images.

6 CONCLUSIONS

We presented a simple yet very powerful and practical
method for weighting or selecting features in unsuper-
vised learning scenarios. The results on a complex ob-
ject recognition problem show that our Bayesian mod-
els not only weight the features appropriately, but also
increase the stability of the algorithms.
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