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Abstract

This paper concerns the notion of quadratic variation and covariation for Banach valued processes
and related It6 formula. If X and Y take respectively values in Banach spaces B1 and Bz (denoted
by (B1®,B2)*) and Y is a suitable subspace of the dual of the projective tensor product of B; and
B> we define the so-called x-covariation of X and Y. If X = Y the y-covariation is called y-quadratic
variation. The notion of y-quadratic variation is a natural generalization of the one introduced by
Métivier-Pellaumail and Dinculeanu which is too restrictive for many applications. In particular, if x
is the whole space (B1&,B1)* then the x-quadratic variation coincides with the quadratic variation of
a Bi-valued semimartingale. We evaluate the x-covariation of various processes for several examples
of x with a particular attention to the case B; = By = C([—7,0]) for some 7 > 0 and X and Y being
window processes. 1f X is a real process, we call window process associated with X the C([—7,0])-
valued process X := X (-) defined by X(y) = Xi4y, where y € [—7,0].
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1 Introduction

The present paper settles the basis for calculus via regularization for processes with values in an infinite
dimensional separable Banach space B. The extension of It6’s stochastic integration theory for Hilbert
valued processes dates only from the eighties, the results of which can be found in the monographies
@% @Lhwith different techniques. However the discussion of this last approach is not the aim
of this paper. Extension to nuclear valued spaces is simpler and was done in We of the most
natural but difficult situations arises when the processes are Banach valued.

As for the real case, a possible tool of infinite dimensional stochastic calculus is the concept of quadratic
variation, or more generally of covariation. The notion of covariation is historically defined for two real
valued (F;)-semimartingales X and Y and it is denoted by [X,Y]. This notion was extended to the case
of general processes by mean of discretization techniques, for instance by E@], or via regularization, for
instance in Wln this paper we will follow the language of regularization as in }@O;éfor simplicity we

suppose that either X or Y is continuous. In the whole paper T will be a fixed positive number.

Deﬁnition 1.1. Let X and Y be two real processes such that X is continuous and Y has almost surely
locally integrable paths. For € > 0, we denote

k Xs E*Xs Ys 67YS
[X,Y];:/( a ) (Yor )ds, t>0, (1.1)
0

€

¢ Xs e_Xs
r(e,Y,dX)t:/ Y, 22t s, 0. (1.2)
0

€

1) We say that X and Y admit a covariation (denoted by [X,Y]) if lim._,o[X, Y]{ exists in the ucp
(uniform convergence in probability on each compact) sense with respect to ¢ > 0. If [X, X]
exists, we say that X has a quadratic variation and it will also be denoted by [X]. If [X] = 0 we say

that X is a zero quadratic variation process.

2) The forward integral fg Y,d~ X is a continuous process Z, such that whenever it exists, lime_,0 I~ (¢, Y, dX); =

Z3 in probability for every ¢ > 0.

Let (F;) be a usual filtration. If X is an (F;)-semimartingale and Y is (F;)-progressively measurable
and cadlag (resp. an (F;)-semimartingale) [; Ysd~ X, (resp. [X,Y]) coincides with the classical It6’s inte-
gral fo YdX (resp. the classical covariation). The class of real finite quadratic variation processes is much
richer than the one of semimartingales. Typical examples of finite quadratic variation processes are (Fy)-
Dirichlet processes. D is called (F;)-Dirichlet process if it admits a decomposition D = M + A where
M is an (F;)-local martingale and A is a zero quadratic variation process. In that case it holds [D] = [M].
This class of processes generalizes the semimartingales since a locally bounded variation process has zero

quadratic variation. A slight generalization of that notion is the one of weak Dirichlet process, which was



introduced in ﬁ X is called (F;)-weak Dirichlet if it admits a decomposition X = M + A where M is
an (F:) local martingale and A is a process such that [A, N] = 0 for any continuous (F;)-local martingale
N. A process A with that property is called a (F;)-martingale orthogonal process. An (F;)-weak
Dirichlet process is not necessarily a finite quadratic variation process. On the other hand if A has finite
quadratic variation then it holds [X] = [M] + [A]. Another interesting example is the bifractional Brow-
nian motion B¥X with parameters H € (0,1) and K € (0, 1] which has finite quadratic variation if and
only if HK > 1/2, see @d.gNotice that if K =1, then B! is a fractional Brownian motion with Hurst
parameter H € (0,1). If HK = 1/2 it holds [BH-X] = 21=K¢; if K # 1 this process is not even Dirichlet
with respect to its own filtration. Other significant examples are the so-called weak k-order Brownian
motions, for fixed k£ > 1, constructed by Wch are in general not Gaussian. X is a weak k-order
Brownian motion if for every 0 <t; < --- <t < 400, (X4, -+, Xy, ) is distributed as (Wy,,--- ,Wy,). If
k > 4 then [X]; = ¢t. Among Gaussian processes, the processes admitting a covariance measure structure
have also finite (deterministic) quadratic variation, see @]

One object of this paper consists in investigating a possible useful generalization of the notions of covari-
ation and quadratic variation of Banach valued processes. Applications are given for instance in ﬁ]%
in a paper in preparation %Particular emphasis will be devoted to window processes with values in
the Banach space of real continuous functions defined on [—7,0]. Given 0 < 7 < T and a real continuous

process X = (X¢)¢ejo,7] one can link to it a natural infinite dimensional valued process defined as follows.

[dfn wPRO [Definition 1.2. We call window process associated with X, denoted by X(-), the C([—,0])-valued
process

X()= (Xt('))te[o,T] = {X¢(u) := Xpyu;u € [-7,0],¢t €[0,T]} .

In the present paper, W will always denote a real standard Brownian motion. The window process W (-)

associated with X = W will be called window Brownian motion.

Those processes naturally appear in functional dependent stochastic differential equations as delay
equations. We emphasize that C([—7,0]) is typical a non-reflexive Banach space. So we will introduce a
notion of covariation for processes with values in general Banach spaces but which will be performing also
for window processes.

Let By, By be two general Banach spaces. In this paper X (resp. Y) will be a By (resp. Bs) valued
stochastic process. It is not obvious to define an exploitable notion of covariation (resp. quadratic variation)
of X and Y (resp. of X). When X is an H-valued martingale and By = By = H is a separable Hilbert
space, }ﬁéintroduces an operational notion of quadratic variation for martingales with values in . This is
implemented in the theory of stochastic partial differential equations. @ﬁ%‘t%iuces in Definitions A.1 in
Chapter 2.15 and B.9 in Chapter 6.23 the appealing notions of semilocally summable and locally summable

processes with respect to a given bilinear mapping on B x B. See also Definition C.8 in Chapter 2.9 for



the definition of summable process. Similar notions appears in @] Those processes are very close to
Banach valued semimartingales. If B is a Hilbert space, a semimartingale is semilocally summable when
K . . . i CuviSi . .
the bilinear form is the inner product. For previous processes E defines two natural notions of quadratic
dipcuvisi
variation: the real quadratic variation and the tensor quadratic variation. Even though El], E make use of
discretizations, we define here, for commodity, two very similar objects but in our regularization language.
Moreover, the notion below extends to the covariation of two processes X and Y for which we remove the

assumption of semilocally summable or locally summable.
ifn REALTENSOQV [Definition 1.3. Let X (resp. Y) be a B; (resp. Bs) valued stochastic process.

1. X and Y are said to admit a real covariation if the limit for € | 0 of the sequence

[X,Y]R’E _ / [Xste — X[, [ Yote — Vs[5, ds (1'3)
0 6

exists ucp. That limit will be called indeed real covariation of X and Y and it will be simply denoted

by [X,Y]®. The real covariation [X,X]® will be called real quadratic variation of X and simply
denoted by [X]®.

2. X and Y admit a tensor covariation if there exists a (B1®, Bs)-valued process denoted by [X, Y]®

such that the sequence of Bochner (B;®, Bs)-valued integrals

C(Xpe — X Y -Y
e R (1.4 o]
0 €

converges (according to the strong topology) to [X, Y]® ucp for € | 0.

[X,Y]® will be indeed called tensor covariation of X and Y. The tensor covariation [X,X]® will be

called tensor quadratic variation and simply denoted by [X]®.

CPUCP
Remark 1.4. 1. According to Lemma ﬁ,—ﬁ—fX, Y]* converges for any t > 0 to Z;, where Z is a
continuous process, then the real covariation exists and [X, Y]® = Z.

2. If X and Y admit both real and tensor covariation, the tensor covariation process has bounded
variation and its total variation is bounded by the real covariation which is clearly an increasing

process.

3. If X and Y admit a tensor covariation we have in particular

t
1 /0 <¢a (Xs-i-e - Xs) ® (Ys-i-e - Ys)) ds %) <¢a [XaY]®> (15)

€
for every ¢ € (B1®,B2)*.

4. If X and Y are such that [X,Y]® = 0, then X and Y admits a tensor covariation which also vanishes.



A sketch of the proof of the two propositions below are given in the appendix.

Proposition 1.5. Let X be an (F;)-adapted semilocally summable process with respect to the bilinear
forms B x B — B®.B, (a,b) = a®b and (a,b) — b® a. Then X admits a tensor quadratic variation.

Proposition 1.6. Let X be an Hilbert valued continuous (F;)-semimartingale in the sense of @], section

10.8. Then X admits a real quadratic variation.

Corollary 1.7. If X is a Banach valued process admitting a real quadratic variation being semilocally
summable with respect to the tensor products, then X admits a tensor quadratic variation process which

has bounded variation.

R
Remark 1.8. The tensor quadratic variation can be linked to the one of ﬁ% see chapter 6 in %for details.
Let H be a separable Hilbert space. If V is an H-valued Q-Brownian motion with 7r(Q) < 400 (see
section 4), then V admits a real quadratic variation [V]} = ¢t77(Q) and a tensor quadratic variation

[V]¥ = tq where ¢ is the tensor associated to the nuclear operator tQ.

Unfortunately, even the window process W(:) associated with a real Brownian motion W, does not

admit a real quadratic variation. In fact the limit of

EWete () — WS(')HQC([_ 0])
L ds, t>0 1.6)| eqE4BE
| : o 120, (.0 sqBEE]

WBMNOQV
for € going to zero does not converge, as we will see in Proposition EI] This suggests that when X is a

window process, the tensor quadratic variation is not the suitable object in order to perform stochastic
calculus. On the other hand in Proposition ﬁ%mark that W(-) is not a C([—,0])-valued semi-
martingale.

Let X (resp. Y) a By (resp. Bg)-valued process. In Definition @%ﬁ introduce a notion of covariation
of X and Y (resp. quadratic variation when X = Y) which generalizes the tensor covariation (resp. tensor
quadratic variation). This will be called y-covariation (resp. x-quadratic variation) in reference to a
topological subspace x of the dual of B;&,Bs (resp. when B; = By). According to our strategy, we will
suppose that

1

t
< [0 0~ %) 8 (Vs - Vs (1.7oq DrTENSI
€ Jo

converges for every ¢ € x. When Y is separable and it coincides with the whole space (B, Bs)*, this
convergence is strongly related to the weak star topology in (B1®, Ba)**.

Our y-covariation generalizes the concept of tensor covariation at two levels.

FNTENS FNTENS1
e First we replace the (strong) convergence of (Il @) with a weak type topology convergence of 1'[ a)



e Secondly the choice of a suitable subspace x of (B;®,B2)* gives a degree of freedom. For instance,
45E
compatibly with (ﬁ')ﬁ window Brownian motion X = W (-) admits a x- quadratic variation only

for strict subspaces x.

When x equals the whole space (B1®,B2)* (resp. (B®,B)*) this will be called global covariation (resp.
global quadratic variation). This situation corresponds for us to the elementary situation.

When B; and Bj are the finite dimensional space R™ and R, Corollary ﬁ%s that (X,Y) admits
all its mutual brackets if and only if X and Y have a global covariation. It is well known that, in that
case, (B1®,B2)* can be identified with the space of matrix M,,x,,(R). If x is finite dimensional, then
Proposition @%s a snnple characterization for X to have a xy-quadratic variation.

Propositions [[.5], , _’_L 1;71213(1 Remark ﬁﬁﬂ essentially imply that whenever X admits one of the
classical quadratic variations (in the sense of Wlts a global quadratic variation and they

are essentially equal. In this paper we calculate the y-covariation of Banach valued processes in various

situations with a particular attention for window processes associated to real finite quadratic variation
processes (for instance semimartingales, Dirichlet processes, bifractional Brownian motion).

The notion of covariation intervenes in Banach valued stochastic calculus for semimartingales, especially

. A~ 5 cuvj' j . . . A~
via It0’s type formula, see for W. An important result of this paper is an Itd’s formula for Banach
L . .. ITONOM . .

valued processes admitting a x-quadratic variation, see Theorem ﬁ.—Tthenerahzes the corresponding
formula for real valued processes which is stated below, see @] Let X be a real finite quadratic variation
process and f € C12([0,T] x R) than the forward integral fot 0. f (s, Xs)d™ X5 exists and

t t 1 t
76,50 = 10.X0) + [ ofs Xds+ [ 0.5 X0a X+ g [ s Xax)..

E@] gives a similar formula in the discretization approach to pathwise stochastic integration.

For that purpose, given Y (resp. X) a B*-valued strongly measurable with locally bounded paths (resp.

B-valued continuous) process, we define a real valued forward-type integral fo (Y, d X ) B, see Definition
integ fwd ITONOM

EE il We Temark that Theorem E‘ﬂ consfitutes a generalization of the It6 formula i in | ] section 3.7, (see

jncuvisi
also E ) for two reasons: first of all the integrator process X is not necessarily in the class considered by
those authors and moreover the space y corresponding to their case would be the full space x = (B&®,B)*.
re
The paper is organised as follows. After this introduction, Section E CoTTaInS general notations and
ec: chigv
some preliminary results. Section | will be devoted to the definition of x-covariation and y-quadratic
:  evaluation

variation and some related results. In Section E, we will give examples of evaluation of y-covariation
Lo . . c:ito-int

variation for different classes of processes. Section E is devoted to the definition of a forward integral for

Banach valued processes and related It6’s formula. The final section gives some illustrating examples of

It0’s formula.



2 Preliminaries

In this section we recall some definitions and notations concerning the whole paper. Let A and C' be
two general sets such that A C C; 14 : C — {0,1} will denote the indicator function of the set A, so
Ta(r) =1ifr € Aand 1a(x) =0if z ¢ A. We also write 14(z) = L{,eca}. Throughout this paper we
will denote by (2, F,P) a fixed probability space, equipped with a given filtration F = (F;)¢>0 fulfilling the
usual conditions. Let K be a compact space; C(K) denotes the linear space of real continuous functions
defined on K, equipped with the uniform norm denoted by |- ||oo. M (K) will denote the dual space C'(K)*,
i.e. the set of finite signed Borel measures on K. In particular, if a < b be two real numbers, C([a, b]) will
denote the Banach linear space of real continuous functions. If E is a topological space, Bor(E) will denote
its Borel o-algebra. The letters B, By, By (respectively H) will denote a separable Banach (respectively
Hilbert) space over the scalar field R. Given two norms || - || and || - |2 on E, we say that || - |1 < - |2
if for every x € E there is a positive constant ¢ such that ||z||; < c||z||2. We say that || - |1 and || - ||2 are
equivalent if there exist positive real numbers ¢ and C such that ¢||z|2 < ||z||1 < C|jz||2 for all z € E. In
particular they define the same topology.

The topological dual space of B will be denoted by B*. If ¢ is a linear functional on B, we shall denote
the value of ¢ at an element b € B either by ¢(b) or (¢,b) or even gz (¢,b)p. Throughout the paper the
symbols (-, -) will denote always some type of duality that will change depending on the context. Let B
be a normed space; a sequence of B*-valued elements (¢"),en converges weak star to ¢ € B*, i.e. in
symbols ¢" n_“iﬁ> ¢, if 5 (0", b)B m p+(0,b)p for every b € B. Given a Banach space B and
its topological bidual space B** the application J : B — B** will denote the natural injection between
a Banach space and its bidual. J is an injective linear mapping, though it is not surjective unless B is
reflexive. J is an isometry with respect to the topology defined by the norm in B, the so-called strong
topology, and J(B) which is weak star dense in B**. The weak star topology on B* is the weak topology
induced by the image J(B) C B** of J. By definition, the weak star topology is weaker than the weak
topology on B*. Let E, F,G be Banach spaces. L(F;F) stands for the Banach space of linear bounded
maps from E to F. We shall denote the space of R-valued bounded bilinear forms on the product E x F' by
B(E x F) with the norm given by ||¢|lz = sup{|d(e, )| : |lelle < 1;||fllr < 1}. Our principal references
about functional analysis and about Banach spaces topologies are [[IT, :

The capital letters X, Y, Z (resp. X, Y, Z) will generally denote Banach valued (resp. real valued) processes
indexed by the time variable ¢ € [0,T] with T' > 0 (or t € Ry). A stochastic process X will also be denoted
by (X¢)iejo,r) or (X¢)s>0. A B-valued (resp. R-valued) stochastic process X : Q x [0,T] — B (resp.
X :Qx[0,T] = R) is said to be measurable if X : Q x [0,7] — B (resp. X : Q x [0,T] — R) is
measurable with respect to the o-algebras F ® Bor([0,T]) and Bor(B) (resp. Bor(R)). We recall that
X:Qx[0,T] — B (resp. R) is said to be strongly measurable (or measurable in the Bochner

sense) if it is the limit of measurable countable valued functions. If X is measurable and cadlag with B



separable then X is strongly measurable. If B is finite dimensional then a measurable process X is also
strongly measurable. All the processes indexed by [0, T] (respectively R*) will be naturally prolongated by
continuity setting X; = X for t < 0 and X; = Xr for ¢t > T (respectively X; = X, for t < 0). A sequence
(X™)pen of continuous B-valued processes indexed by [0,7], will be said to converge ucp (uniformly
convergence in probability) to a process X if supg<,;<r [|X" — X||p converges to zero in probability
when n — co. The space €([0,T]) will denote the linear space of continuous real processes; it is a Fréchet
space (or F-space shortly) if equipped with the metric d(X,Y) = E |sup;cjo 77 [ Xt — Y| A 1} which governs
the ucp topology, see Definition I1.1.10 in . For more details about F-spaces and their properties see
section IL.1 in [[IT].

We recall Lemma 3.1 from @] which constitutes a stochastic version of Dini’s lemma.

[1em CPUCP [Lemma 2.1. Let (Z€).~0 be a family of continuous real processes. We suppose the following.
1) Ve > 0, t — Z; is increasing.
2) There is a continuous process (Z;)e[o,r) such that Zf — Z; in probability for any ¢ € [0, T] when €
goes to zero.

Then Z¢ converges to Z ucp.

We go on with other notations.

The direct sum of two Banach spaces F; and E5 will be denoted by F := E; & Es and it is still a
Banach space. If E; and F, are Hilbert spaces then E is a Hilbert space with scalar product given by
lex+ea, f1+ fo)m = Zle(ei, fi)i, where (-,-); is the scalar product in F;. We observe that F; and FEs
are closed normed subspaces of E and it holds m = F| ® Es.

We recall now some basic concepts and results about tensor products of two Banach spaces F and F'. For
details and a more complete description of these arguments, the reader may refer to @], the material when
FE and F are Hilbert spaces being particularly exhaustive in @fglf E and F are Banach spaces, F&,F
(resp. E®,F) is a Banach space which denotes the projective (resp. Hilbert) tensor product of E
and F. We recall that E®,F (resp. E®;F) is obtained by a completion of the algebraic tensor product
E®F equipped with the projective norm « (resp. Hilbert norm h). For a general element u =Y ;" , &;® f;
in EQF, e; € E and f; € F, it holds 7(u) = inf {31, el g | fillp: v =31, ei® fi,ei € E, fi € F}.
For the definition of the Hilbert tensor norm h the reader may refer @, Chapter 7.4. We remind that if £
and F' are Hilbert spaces the Hilbert tensor product E®pF is also Hilbert and its inner product between
e1 ® f1 and ey ® fo equals {e1,e2)p - (f1, fo)r. Let e € E and f € F, symbol e ® f (resp. e®?) will denote
an elementary element of the algebraic tensor product F ® F' (resp. E® E). The Banach space (E®,F)*
denotes, as usual, the topological dual of the projective tensor product equipped with the operator norm.
If T : ExF — Ris a continuous bilinear form, there exists a unique bounded linear operator T : EQF — R
satisfying (e p)- (Te® flpe rp=T(e® f)= T(e, f) for every e € E, f € F. We observe moreover that
there exists a canonical identification between B(E x F') and L(E; F*) which identifies T with T : E — F™*



by T(e, f) = T(e)(f). Summarizing, there is an isometric isomorphism between the dual space of the

projective tensor product and the space of bounded bilinear forms equipped with the usual norm, i.e.

(E@.F)* = B(Ex F) = L(E; F*) . (2.1)| eq IDBILPIDUA

With this identification, the action of a bounded bilinear form 7" as a bounded linear functional on EQ,F

is given by

(5&.Fy (T sz QYi)pg, r =1 <Z z; ® yz> = Zf(zuyz) = ZT(%)(Z/J (2.2)
i=1 i=1 i=1 i=1

In the sequel that identification will often be used without explicit mention.

The importance of tensor product spaces and their duals is justified first of all by identification (ﬁ%:DBLm
indeed the second order Fréchet derivative of a real function defined on a Banach space E belongs to

B(E x E).

We state a useful result involving Hilbert tensor products and Hilbert direct sums.

Proposition 2.2. Let X and Y7, Y5 be Hilbert spaces such that Y1 NY; = {0}. We consider Y =Y; & Y3
equipped with the Hilbert direct norm. Then X®,Y = (X®,Y1) © (X@,Ya).

Proof. Since X®Y; C X®Y,i=1,2 we can write X ®, Y; C X ®;, Y and so

(X®RY1) @ (X&nY2) C X&1Y (2.3)[ eq RTG4]

Since we handle with Hilbert norms, it is easy to show that the norm topology of X®,Y; and X®;Y> is
the same that the one induced by X&,Y.

TG4 . .
It remains to show the converse inclusion of (@%This follows because X ® Y C X®,Y1 & X®,Y:. O

We recall another important property.

M([=,01%) = (C([-7.0P)" C (C([~7.0)&=C([~7,0]))" = BC([~7,0]) x C([-7,0)).  (24)[eq L 15bis]

With every u € M([—7,0]?) we can associate an operator T* € B(C([—,0]) x C([-7,0])) defined by
TH(f,9) = [y o2 f(@)9(y)p(dz, dy).

Let 11, n2 be two elements in C'([—7,0]). The element 1; ® 72 in the algebraic tensor product C([—7,0])®?
will be identified with the element 7 in C([—7, 0]?) defined by n(x,y) = n1(z)n2(y) for all z, y in [—7,0]. So
if p is a measure on M([—7,0]?), the pairing duality M([_T7O]2)</L, M ® N2)c([-7,0)2) has to be understood
as the following pairing duality:

(e, y)u(de, dy) = / (@) na)lde, dy) (2.5)

M (=m0 B T e 012) = / [~7.0]2

[=7,0]?

Along the paper, the spaces M([—7,0]) and M([—7,0]?) and their subsets will play a central role. We

will introduce some other notations that will be used in the sequel. Let —7 =ay < any-1 < ...a1 <ag =0



be N +1 fixed points in [—7,0]. Symbols a and A will refer respectively to the vector (an,an—1,...,a1,0)
and to the matrix (A;;)o<i,j<n = ((ai,a5))g<; j<n- Vector a identifies N +1 points on [—7,0] and matrix
A identifies (N + 1)? points on [T, 0]°.

e Symbol D;([—7,0]) (shortly D;), will denote the one-dimensional space of multiples of Dirac’s measure

concentrated at a; € [—7,0] , i.e.

Di([-7,0]) := {p € M([-7,0]); s.t.u(dx) = Xdq, (dz) with X € R} ; (2.6)

the space Dy (resp. D—_,) will be the space of multiples of Dirac measure concentrated at 0 (resp. at

—7).

e Symbol D; ;([—7,0]?) (shortly D; ;), will denote the one-dimensional space of the multiples of Dirac

measure concentrated at (a;,a;) € [-7,0]?, i.e.

D; ;([-7,01) := {p € M([-7,0]*); s.t.u(dz,dy) = X6q, (dz)da, (dy) with X € R} = D;&,D; . (2.7)
The space Do, (resp. D_, _,) will be the space of Dirac’s measures concentrated at (0,0) (resp.

(—=7,—7)).

e Symbol D, ([—7,0]) (shortly D,), will denote the (N + 1)- dimensional space of linear combinations

of Dirac measures concentrated at (N + 1) fixed points in [—7, 0] identified by a.

N N
Do([~7,0]) := {p € M([~7,0]) s.t. p(dw) = Y Nibo,(d2); Xi €R, i =0,...,N} = ) Di . (2.8)eq-det Da]
1=0 1=0

e Symbol D4([—7,0]?) (shortly D), will denote the (N + 1)?-dimensional space of linear combination

. . . 2 .
of Dirac measures concentrated at points (a;, a;)o<i j<n in [—7,0]?, Le.

Da([~7,01%) := {u € M([-T,0]?); s.t.u(dz,dy) = Aij 0a; (d2)da; (dy) with X;; € R, 4,5 =0,...,N}.
oofe

Remark 2.3. There are natural identifications D; 2 D, ; 2 R, D, 2 RVl and Dy Mn41)x(v+1)(R) =
RN+ @ RN*1. All those spaces are finite dimensional separable Hilbert spaces which are subspaces
of the Banach space M([—7,0]) or M([—T,0]?).

We give some examples of infinite dimensional subspaces of measures intervening in the sequel.

10



o L%([-7,0]) is a Hilbert subspace of M([—,0]), as well as L2(|—,0]?) = L2([—7,0])&; is a Hilbert
subspace of M([—7,0]?), both equipped with the norm derived from the usual scalar product. The
Hilbert tensor product L?([—T, 0])®,2I will be always identified with L?([—7,0]?), conformally to a
quite canonical procedure, see ﬁﬁﬁgchapter 6.

e D;([-7,0]) & L*([-7,0]) for i € {0,...,N} is a Hilbert subspace of M([—7,0]). This is a direct
sum in the space of measures M([—7,0]). In fact a measure y € M([—7,0]) decomposes uniquely
into pu® + p® where p (respectively p®) is absolutely continuous (resp. singular) with respect to
Lebesgue measure.

If = pt + p?, ut € Diy([—7,0]) and pu? € L?([—7,0]), obviously pu! = p* and p? = p%e.
The particular case when i = 0, the space Dy([—T,0]) & L?*([—7,0]), shortly Dy @& L?, will be of-
ten recalled in the paper. As generalization of previous spaces we provide an ulterior subspace of

measures.

e D,([-7,0)) ® L*([-7,0]) = G}ZJ.V:O D;([—7,0]) ® L?([—7,0]), this is a Hilbert separable subspace of
M([=,0]).

e D;([-7,0))®,L3([—7,0]) is a Hilbert subspace of M([—7,0]?).

e Diag([—7,0]?) (shortly Diag), will denote the subset of M([—7,0]?) defined as follows:

Diag([—7,01%) := {u? € M([~7,0) s.t. p?(dz, dy) = g(z)5,(dz)dy; g € L=([-7,0])} . (2.10)

Diag([—7,0]?), equipped with the norm l49] Diag((=7,02) = l|9llco; is a Banach space. Let f be a
function in C([—7,0]?); the pairing duality between f and u(dz, dy) = g(z)d,(dx)dy € Diag gives

0
F(x,y)g(2)oy(da)dy = | f(z,2)g(x)de .

(2.11)| eq-def dualit

A closed subspace of Diag([—7,0]?) is the set denoted by Diag.([—7,0]?) (resp. Diaga([—T,0]?))
equipped with the sup norm. By convention it will be constituted by the set of u? € Diag([—7,0]?)
for which g belongs to C([—7,0]) (resp. in D([—7,0])). We recall that D([—,0]) is the set of the

(classes of) bounded functions g : [-7,0] — R admitting a cadlag version.

f(z,y)u(dz, dy) = /

c(i=rop U B Diag((=r.01) = / [~.0)2

[—7,0]?

3 Chi-covariation and Chi-quadratic variation

sec: chiqv

3.1 Notion and examples of Chi-subspaces

Let B1, Bs, B be three Banach spaces.

11



Deﬁnition 3.1. A Banach subspace (x, || -|ly) continuously injected into (B;®,B2)* will be called a
Chi-subspace.

Proposition 3.2. Let x be a Banach space. x is a Chi-subspace if and only if

[ - ||(B1®WBQ)* <l (3.1)| relazione nor

where || - || is a norm related to the topology of x.

Proof. Let E := (B1®,Bs)*. The injection i : Y — E is linear and continuous by definition. For every
e € x, we have

lellz < lillLogm) - llellx -
In particular |le||g < ||e||y. Conversely if for any e € x, |le||g < |le||y obviously x is continuously injected

into (Bl®ﬂ—BQ)*. O

The result below follows immediately from the definition.

Proposition 3.3. Any closed subspace of a Chi-subspace is a Chi-subspace.

We are interested in expressing subsets of (B;®,Bs)* as direct sums of Chi-subspaces. This, together
. L. somma diretta di qv Lo . L. .
with Proposition EI i g will help us To evaluate the y-covariations and the y-quadratic variations of different

processes.

direct sum chi [Proposition 3.4. Let x1,- -, x» be Chi-subspaces such that x; () x; = {0} for any 1 < % j <n. Then
the normed space x = x1 @ - - - x» is a Chi-subspace.

Proof. Reasoning by induction, it is enough to prove the result for the case n = 2. If u € x, then it
admits decomposition y = i1 + p2, where p1 € x1,  p2 € x2. It holds ||ull(p,6 5, < l11ll(56, 5,y +

kelazione norma chi cov
12l (5,6, By~ and (B1) Tor X1 and x2 implies that ||,ulH(B1® By < |Jpilly, for i = 1,2. It follows then
T azione norma chi
6l By, Bay < ll1allxy + llp2llxo- Then (@7 it yrelds Tor X = x1 ® X2 O

Before providing the definition of the so-called y-covariation (and of the y-quadratic variation) between
a Bj-valued and a Bs-valued stochastic processes, we will give some examples of Chi-subspaces that we

will use frequently in the paper. For the notations we remind back to the preliminaries.
Example 3.5. Let Bi, By be two Banach spaces.

e x = (B1®;By)*. This corresponds to our elementary situation anticipated, see also Proposition

U
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Example 3.6. Let By = By = B = C(]—7,0)).

This is the natural value space for all the window (continuous) processes. We list some examples of
Chi-subspaces x for which window processes have a y-covariation or a y-quadratic variation. Our basic
reference Chi-subspace of (C([—T,0]®.C([—7,0]))* will be M([—7,0]?) equipped with the usual total
variation norm, denoted by || - |[yvar. This is in fact a proper subspace as it will be illustrated in the
following lines. All the other spaces considered in the sequel of the present example will be shown to be

closedsub

closed subspaces of M([—7,0]?); by Proposition Iglj they are Chi-subspaces. Here is the list.

e M([—7,0]?). This space, equipped with the total variation norm, is a Banach space and it is a
azione norma chi cov

. 1.15bi ol
subspace of (B®,B)* according to (@) Relation (B.1) is verified since

IT*N(Bg, 3y = sup  |T*(f,9)] < llpllvar
I£1<L gl <1

for every p € M([—7,0]?).

e D;;([-7,0]?) for every 4,5 =0,...,N. If u = A, (dx)da, (dy), [|ullvar = |Al = [lullD, ;-

e D;([~7,0))®, L?([~7,0]). For a general element in this space yu = A4, (dx)¢(y)dy, ¢ € L*([—7,0]),
we have [|ullvar <[l L2 —r.ope, im0 = A - 9]l 2-

e \2([-7,00%) := (L?([~7,0]) ® Du([-T, 0]))®,QL This space will be frequently shortly denoted by x2.

This is a well defined Hilbert space with the scalar product which derives from the scalar products in

every Hilbert space and it is a closed subspace of M([—7,0]?) and consequently also of Chi-subspace
. . . DIRSUMHS
(B&,B)*. Using Proposition EIZ, we obtain

XQ([_T’ 0]2) = L2([_T’ 0]2) @ LQ([_Ta 0])®hpa([_7-’ 0]) @Da([_T’ 0])®hL2([_T’ 0]) @Da([_Ta 0])®}2L .

(2ot o]

. . . IRS] =def Da leg=def DA . . .
Using again Proposition %ﬁ%@) and (E.9), we can expand every addend in the right-hand side
sdef chi2 . 94 N 9
of (Egi, mto a sum of elementary addends. For instance we have L*®,D, = @i:o (L ®hDi) and
~ =def chi2
Da®,2L =Dy = @fvjzo D;,; so that (EZD equals

L2([-7.0P) o @) (L2(-7. 0D @xD: (1. 0) & D (Pl 0)énL([-7.0]) & €D Dy (-0

(3.3)| dec DSCHI2
. 2 . . . . direct sum chi .
Being x~ a finite direct sum of Chi-subspaces, Proposition @%ﬂmﬂﬁﬁ‘ﬁs a Chi-subspace.

e As a particular case of x?([—7,0]?) we will denote x°([—7,0]?), x° shortly, the subspace of measures
defined as

XO([=7,0]2) := (Do ([, 0]) & L([~7,0))) & .

13



. . . DIRSUMHS
Again using Proposition .4, we obtain

X ([=7,0%) = L*([~7,01*) ® L*([~7, 0))@n Do ([, 0]) & Do ([~7, 0))@n L* ([~ 7, 0]) @ Do,o ([T, 0]%) -

(-4 [odet ahi]

Remark 3.7. 1. Forevery uin x2([—7,0]?) there exist yy € L2([—7,0]?), p2 € L?([~7,0])@nDy([~T,0]),
usz € Do([—7,0))&nL%([~7,0]) and pg € Dy([—T, 0])®,21 such that

W= p1+ po + p3 + pa, (3.5)| decomposition

............... N Aiyj0a; ©0a,,
where ¢1 € L?([—7,0]%), ¢%, ¢4 € L*([—7,0]) and )\, ; are real numbers for every i,7 =0, ..., N.
Components p1, po and p3 are singular with respect to the Dirac’s measure on {(a;, a;) Yo<i j<n,
remarking that §(q, q;) = da, ® da,; in particular px{(a;,a;)} = 0 for k = 1,2,3. For a general
w it follows

p{(ai, a;)} = paf(ai, a;) = Aij - (3.6)
2. Consequently, an element u € x°([—7,0]?) can be uniquely decomposed as

p=¢1 4 d2 ® o + do ® P3 + Ao ® do, (3.7)| decomposition

where ¢1 € L2([—7,0]?), ¢2, ¢3 are functions in L?([—7,0]) and A, a, 3 are real numbers and

1 ({0,0}) = pa ({0,0}) = A (3.8)

3.2 Definition of y-covariation and some related results

In this subsection, we introduce the definition of y-covariation between a B;-valued stochastic process X
and a Bs-valued stochastic process Y. We remind that € ([0, T]) denotes the space of continuous processes
equipped with the ucp topology.

Let X (resp. Y) be B; (resp. Bs) valued stochastic process. Let x be a Chi-subspace of (B1&®,Bs)* and
e > 0. We denote by [X,Y]¢, the following application

t
[X,Y]*:x — %([0,T]) defined by ¢+ (/0 (o, T (Rore = XS)€® (Yore = Vo)) v ds) (3.9)[eq Xepsilon]
te[0,7]

where J : B1®,By — (B1®;B2)** is the canonical injection between a space and its bidual. With
€

application [X| Y]¢ it is possible to associate another one, denoted by [X,Y] , defined by

€

[X, Y] (w, ) . [0, T] SN X* given by t <¢ N /0 X<¢, J ((Xere(w) — Xs(w)) ® (Yere(w) — YS(W)))>X* d8> )

€
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Remark 3.8.

1. We recall that x C (B1®,Bs)* implies (B1®,B2)** C x*.

2. Asindicated, X(-, Y5+ denotes the duality between the space x and its dual x*. In fact by assumption,
¢ is an element of y and element J (Xs1c — X,) ® (Ysye — Y,)) naturally belongs to (B; &, Bs)** C
X"

3. With a slight abuse of notation, in the sequel the injection J from B;®,Bs to its bidual will
be omitted. The tensor product (Xsie — Xs) ® (Ys4e — Ys) has to be considered as the element
J (Xspe —X5) ® (Yoqe — Ys)) which belongs to x*.

4. Suppose B; = Bs = B = C([—7,0]) and let x be a Chi-subspace.
An element of the type n = n1 ® 2, 11, 12 € B, can be either considered as an element of the type
B&.B C (B®,B)** C x* or as an element of C([—,0]?) defined by n(x,y) = n1(x)n2(y). When
x is indeed a closed subspace of M([r,0]?), then the pairing between y and x* will be compatible
with the pairing duality between M([r,0]?) and C([—7,0]?) given by

n(z, y)u(de, dy) = / m (x)n2 (y) p(de, dy) . (3.10)[eq_PDUALCH|

—7.02 <Man>c —7,0]2 :/
M([-7,0]%) ([=7,012) (=702

[_7—10]2

Deﬁnition 3.9. Let B;, By be two Banach spaces and x be a Chi-subspace of (B1®,Bs)*. Let X (resp.
Y) be By (resp. Bs) valued stochastic process. We say that X and Y admit a y-covariation if the

following assumption hold.

H1 For all (e,) it exists a subsequence (e, ) such that

X ds < o0 a.s.

o

(XS+€nk - Xs) Y (YS+€nk - YS) ’ /T H(Xs-"_ﬁnk B XS) © (Ys+€nk B YS)
)| ds = sup
k Jo

€n

T
sup/ sup |{
kJoo Jlellx<1 €n

k k

(3.11)

H2 (i) There exists an application x — %([0,T]), denoted by [X, Y], such that

X, ¥]1(6) % 1%, ¥](9) (3.2 <oy

for every ¢ € x C (B1@,B2)*.
(ii) There is a measurable process [X, Y] : Q x [0,7] — x*, such that

e~

e for almost all w € 0, [X,Y](w,-) is a (cadlag) bounded variation function,

—~—

o [X,Y](+,t)(¢) = [X,Y](¢)(-,t) a.s. for all ¢ € x, ¢t € [0,T].
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If X and Y admit a y-covariation we will call xy-covariation of X and Y the x*-valued process ([X, Y])o<i<7-

By abuse of notation, [X, Y] will also be called x-covariation and it will be sometimes confused with [X, Y].

?

Deﬁnition 3.10. Let X = Y be a B-valued stochastic process and y be a Chi-subspace of (B&,B)*. The

—_~— —~

x-covariation [X, X] (or [X, X]) will also be denoted by [X] and [X]; it will be called xy-quadratic variation

of X and we will say that X has a y-quadratic variation.

Remark 3.11.

1. For every fixed ¢ € x, the processes [X,Y](-,t)(¢) and [X,Y](¢)(-,t) are indistinguishable. In par-
ticular the y*-valued process [X, Y] is weakly star continuous, i.e. [X,Y](¢) is continuous for every
fixed ¢.

—_~—

2. In fact the existence of [X, Y] guarantees that [X, Y] admits a proper bounded variation version which
allows to consider it as pathwise integral.

3. The quadratic variation [X] will be the object intervening in the second order term of the It6 formula
ITONOM
expanding F(X) for some C2-Fréchet function F', see Theorem Etg

GS 11
4. In Corollaries ﬁand Eia we will show that, whenever x is separable (most of the cases) Condition

H2 can be relaxed in a significant way. In fact Condition H2(i) reduces to the convergence in
NDuc
probability of (E ﬂf on a dense subspace and H2(ii) will be automatically granted.

[rem CSH1 [Remark 3.12.

1. A practical criterion to verify Condition H1 is

5 < B(e) (3.13)

where B(e) converges in probability when e goes to zero. In fact the convergence in probability

1 (T
_/0 H(Xs-i-e - XS) ® (Ys-‘re - YS)|

€

implies the a.s. convergence of a subsequence.

2. A consequence of Condition H1 is that for all (e,) | 0 there exists a subsequence (e, ) such that

——~——€n,,

Sup IX,Y] lvaror) <oo  a.s. (3.14)
In fact [|[X,Y] |lvaro,r) < %foT [(Xste — Xs) @ (Ysre — Ys)|ly+ds, which implies that [X,Y] is
a x*-valued process of bounded variation on [0,7]. As a consequence, for a x-valued continuous

an
S

stochastic process Z, t € [0,T], the integral fot X<ZS’ d[gi—,\_Y{] )x+ is a well-defined Lebesgue-Stieltjes
type integral for almost all w € Q.

Remark 3.13.
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1. To a Borel function G : y — C([0,T]) we can associate G : [0, T] — x* setting G(t)(¢) = G(¢)(t).
By definition G : [0, 7] — x* has bounded variation if

1Clvarqom == s > [[Gltis) =G| = s D sup [GO)(tia) — GB)(t)] < +o,

TEX0.T) 4)(1,)i=0 X oSBT (1), =0 191k ST

where Yo 7] is the set of all possible partitions o = (¢;); of the interval [0,T]. This quantity is the
total variation of G.

For example if G(¢) = fot Gs(¢)ds with G : x — C([0,T]) Bochner integrable, then 1Gllvarp,m <
Jo S|4y <1 |G ()] ds.

2. If G(¢), ¢ € x is a family of stochastic processes, it is not obvious to find a good version G: 0,T] —
\'i
x* of G. This will be the object of Theorem @g‘

Deﬁnition 3.14. If the y-covariation exists with x = (B1®,B2)*, we say that X and Y admit a global

*
3

covariation. Analogously if X is B-valued and the y-quadratic variation exists with y = (B&,B)*, we

say that X admits a global quadratic variation.

Remark 3.15. 1. [X,Y] takes values “a priori” in (B &, Bg)**.
SH1
2. If [X, Y]® exists then Condition H1 follows by Remark ﬁf

Proposition 3.16. Let X (resp. Y) be a By-valued (resp. Bg-valued) process such that X and Y admit

real and tensor covariation. Then X and Y admit a global covariation. In particular the global covariation

e~

takes values in B1®,Bs and [X,Y] = [X,Y]® a.s.

. 56
Proof. We set x = (B1®,B2)*. Taking into account Remark ﬁ?, it will be enough to verify Condition
epsilon
H2. Recalling the definition of [X, Y]¢ at (Eg; and the definition of injection J we observe that

J ((Xs-‘re - Xs) @ (YS+€ — Y‘S))

t
(XS-‘rﬁ — XS) ® (YS-i-e - Ys)
_ /O (52652 (S - Vo6 1, 5 - (3.15)eq 500

Since Bochner inegrability implies Pettis integrability, for every ¢ € (B1®,B2)*, we also have
(Xere — XS) ® (Yere — YS)

t
®,€ _
(316,82 (6 X Y] Vg, = /o (B1&.B2)* (©) . ) B16. By dS - (3.16)
D D1
0 ana @) mply thas
X, Y](P)(-, 1) = (Bl®,,Bg)*<¢a X, Y]§’€>Bl®ﬂ32 a.8. (3-17)

In order to conclude the proof of Condition H2 we will show that that

€ P
sup |[X, Y(0) (1) = (5,8, 5y (& KXY ) pre 5| —2 0 (3.18)[eq_SDD2]

t<T

X, Y] (&)( ) = / P

>(Bl®7rB2)** dS
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D2 D4
Developing the left-hand side of (ﬁind using (@%Twe obtain

fgg [XaY]E((b)(a t) T (B1®rB2)* <¢a [Xa Y]?)Bl(é,,Bg = tsgg ’(B1®7\-BQ)* <¢a [Xa Y])é@1€ - [X5Y]£®>Bl®ﬂB2

<1l zu6, 50 502 11X, Y12 = X, Y1 5,0, 5,

n REALTENSOQV
where the last quantity converges to zero in probability by Definition ' Ii? of tensor quadratic variation.
D2
This implies (ﬁThe tensor quadratic variation has always bounded variation because of item 2. of
RET
Remark ﬁ_lﬁ particular H2(ii) is also verified. O

Remark 3.17. We observe some interesting features related to the global covariation, i.e. when x =
(B1®,Ba)*.
1. When y is separable, for any ¢t € [0, 7], there exists a null subset N of © and a sequence (e,) such
that

—~——€n —

X,Y] (w,t) — X, Y)(w,t)

e—0

IMPR, L
weak star for w ¢ N, see Lemma ﬁ._TBIS shows that the global covariation is related to a weak

—~—€

star convergence in the space (B;®,Bs)** for elements [X,Y] .

2. We recall that J(B;®,Bs) is isometrically embedded (and weak star dense) in (B;®,Bz2)**. In
particular it is the case if By or Bs has infinite dimension. If the Banach space Bi1&, B> is not
reflexive, then (B ®7‘—BQ)** strictly contains Bi1&,Bs. The weak star convergence is weaker then

the strong convergence in J(B1®,Bs), required in the definition of tensor quadratic variation, see
REALTENSOQV
Definition 'l '32 The global covariation is therefore truly more general than the tensor covariation.

3. In general B1®,Bs is not reflexive even if B; and By are Hilbert spaces, see for instance @ at
Section 4.2.

We go on with some related results about the y-covariation and the y-quadratic variation.

» diretta di qv |[Proposition 3.18. Let X (resp. Y) be a Bj-valued (resp. Bs-valued) process and xi, x2 be two Chi-
subspaces of (B1®,Bs)* with x1 Nx2 = {0}. Let x = x1 ® x2. If X and Y admit a y;-covariation [X, Y];
for ¢ = 1,2 then they admit a y-covariation [X, Y] and it holds [X, Y](¢) = [X, Y]1(¢1) + [X, Y]2(¢2) for all
¢ € x with unique decomposition ¢ = ¢1 + ¢2, ¢1 € x1 and @2 € xa2.

. . L direct sum chi
Proof. x is a Chi-subspace because of Proposition E!j It will be enough to show the result for a fixed
norm in the space y. We set ¢l = |1l + é2lly, and we remark that 6]l > [l¢ill., i = 1,2.

Condition H1 follows immediately by inequality

T T
/ sup dsg/ sup
0 [l#llx<1 0 llorllx, <1
T
+/ sup
0 [ld2llx<1

18

X<¢’ (Xope = X5) @ (Yoqe — Vi)

X1 (D1, Kspe = X5) ® (Yote — YS»XT ds+

ds .

X2 (92, Kote = Xs) ® (Yoqe — Ys»x;




Condition H2(i) follows by linearity; in fact
t
V) = [ {61+ 00, Bate — X0) © (Vase — Vo)hds =
0

t

t
= / X1 (01, Xspe = Xs) @ (Youe — Ys»xf ds + /0 X2 (P2, (Xspe = Xs) @ (Youe — Ys))x’g"ds
0

S X, Y1 (1) + [X, Yo (d2) -

e—0

e~ e~

Concerning Condition H2(ii), for w € €2, t € [0,T] we can obviously set [X, Y](w, t)(¢)

—_~—

[X’ Y]Q(w’t)(¢2)' O

Proposition 3.19. Let X (resp. Y) be a Bj-valued (resp. Bs-valued) stochastic process.

1. Let x; and 2 be two subspaces x1 C x2 C (B1®,B2)*, X1 being a Banach subspace continuously
injected into y2 and y2 a Chi-subspace. If X and Y admit a xa-covariation [X| Y]s, then they also
admit a yi-covariation [X, Y]; and it holds [X Y]1(¢) = [X, Y]a(¢) for all ¢ € x;.

2. In particular if X and Y admit a tensor quadratic variation, then X and Y admit a y-quadratic

variation for any Chi-subspace Y.

Proof. 1. If Condition H1 is valid for xo then it is also verified for x;. In fact we remark that
(Xspe — X4) ® (Yoqe — Yy) is an element in (Bi®;Bs) C (B1®:B2)** C x5 C xi. If A :=
{pexiildlas} and B i= {6 € xo5llélact), then A C B and clearly [ supy (6, (Xore —
Xs) ® (Yore — Yo))|ds <[5 supp (¢, (Xore — Xs) @ (Yore — Y,))|ds. This implies the inequality
[(Xsre = Xs) @ (Yste = Yo)|lor < [(Kspe — Xs) @ (Yse — YS)HX; and Assumption H1 follows im-

X1
mediately. Assumption H2(i) is trivially verified because, by restriction, we have [X Y]¢(¢) lci’(?
€E—>

—_~—

[X,Y]2(¢) for all ¢ € x1. We define [X,Y]1(¢) = [X,Y]2(d), V ¢ € x1 and [X,Y];(w,t)(¢) =

e~

[X,Y]2(w,t)(¢), for all w € Q, t € [0,T], ¢ € x1. Condition H2(ii) follows because given G :
[0, T] — x1 we have ||G(t) — G(s)[lxr < [|G(t) = G(s)|ly;, VO<s <t <T.

H78
2. It follows from 1. and Proposition ﬁL

We continue with some general properties of the y-covariation.

CONV ZERO PROB [Lemma 3.20. Let X (resp. Y) be a Bj-valued (resp. Bs-valued) stochastic process and x be a Chi-
subspace. Suppose that 1 fOT [(Xspe —Xs) ® (Ysqe — Ys)||y+ ds converges to 0 in probability when e goes

to zero.
1. Then X and Y admit a zero y-covariation.

2. If x = (Bl®ﬂ—B2)* then X and Y admit a zero real and tensor covariation.
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CSH1
Proof. Condition H1 is verified because of Remark @71._\7\@ verify H2(i) directly. For every fixed ¢ € x

we have

K Xs E_XS Ys e_Ys
/0X<¢a( + )®( + )>X*d5§

€

X, Y]*(0) (1) =

T
S/
0

(Xere - Xs) & (Yere — YS)
€

X <¢7 ds .

>x*

So we obtain

€ 1 T
sup [[X, Y]%(¢)(t)] < H¢||x—/ [(Xste = Xs) ® (Yoqe = Yo)[ly-ds —— 0
t€[0,T] € Jo e—0

in probability by the hypothesis. Since condition H2(ii) holds trivially, we can conclude. By definition,

RE1
the real covariation is zero which also forces the tensor covariation to be zero, see Remark [[.4], item 4. O

3.3 Technical issues

3.3.1 Convergence of infinite dimensional Stieltjes integrals

. . . . . R ITONOM
We state now an important technical lemma which will be used in the proof of It6 Theorem Eia

Proposition 3.21. Let x be a separable Banach space, a sequence F™ : x — %([0,T]) of linear contin-
uous maps and measurable random fields F™ : Q x [0,T] — x* such that F"(-,t)(¢) = F"(¢)(-, ) a.s.
Vtel0,T], » € x. We suppose the following.

i) For all (ng) it exists (n;) such that sup; (| F" lvaro,m < o0.

ii) There is a linear continuous map F : x — €([0,T]) such that for all ¢ € [0, 7] and for every ¢ € x
F™(¢)(-,t) — F(¢)(+,t) in probability.

iii) There is measurable random field F : Q x [0,T] — x* of such that for w a.s. F(w,-) : [0,T] — x*
has bounded variation and F(-,t)(¢) = F(¢)(-,t)a.s. Yt € [0,T] and ¢ € x.

iv) F"(¢)(0) = 0 for every ¢ € .
Then for every ¢ € [0,7] and every continuous process H : 2 x [0,T] — x
t _ t _
/o SH(G8), dE (- 8)) s — /0 (H(58), dE (- 8))x in probability. (3.19)

f
Proof. See Appendix @ =ee O

Corollary 3.22. Let By, By be two Banach spaces and x be a Chi-subspace of (B;®,Bs)*. Let X and
Y be two stochastic processes with values in B; and By admitting a y-covariation and H a continuous
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measurable process H : Q x [0,7] — V where V is a closed separable subspace of x. Then, for every
t e 0,7,

/0 ), DY) (e — [ (B ), I VG 9)e (3.20)[oq_SOFR]
in probability.

losedsub XQUSM
Proof. By Proposition i%li,c POSTSS; Chi-subspace. By Proposition @,_%de Y admit a V-covariation
[X,Y]y and [X, Y]y (¢) = [X,Y](¢) for all ¢ € V; in the sequel of the proof, [X, Y]y, will be still denoted by

[X,Y]. Since the ucp convergence implies the convergence in probability for every ¢t € [0, T], by Proposition
PR
@M&ﬁd definition of V-covariation, it follows

€ t —

/0 V(H("S)’d[XaY] ("S)>V* & V(H("S)’d[XaY]("S»V* : (3'21)

0

FR
Since the pairing duality between y and x* is compatible with the one between V and V*, the result (@7

is now established. O

3.3.2 Weaker conditions for the existence of the y-covariation

An important and useful theorem which helps to find sufficient conditions for the existence of the
x-quadratic variation of a Banach valued process is given below. It will be a consequence of a Banach-

Steinhaus type result for Fréchet spaces, see Theorem I1.1.18, pag. 55 in @] We start with a remark.

Remark 3.23.

1. The following notion plays a role in Banach-Steinhaus theorem in @] Let E be a Fréchet spaces,
F-space shortly. A subset C of E is called bounded if for all € > 0 it exists J. such that for all
0 < a <4, aC is included in the open ball B(0,€) := {e € F;d(0,e) < €}.

2. Let (Y™) be a sequence of random elements with values in a Banach space (B, | - ||5) such that
sup,, |[Y"||z < Z a.s. for some real positive random variable Z. Then (Y") is bounded in the
F-space of random elements equipped with the convergence in probability which is governed by the

metric
d(X,Y) =E[[|X =Yz A1].
In fact by Lebesgue dominated convergence theorem it follows lim,_,o E[yZ A 1] = 0.

3. In particular taking B = C([0,77) a sequence of continuous processes (Y") such that sup,, [[Y"| <
Z a.s. is bounded for the usual metric in €([0,T]) equipped with the topology related to the ucp

convergence.
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Theorem 3.24. Let F™ : x — €([0,T]) be a sequence of linear continuous maps such that F"(¢)(0) = 0
a.s. and there is F : Q x [0,T] — x* a.s. for which we have the following.

ii) Vo ey, t— F(-t)(¢) is cadlag.
iii) sup,, HF”H‘/M([QT]) < oo as.

iv) There is a subset S C x such that Span(S) = x and a linear application F' : S — %([0,T]) such that
F"($) — F(¢) ucp for every ¢ € S.

Condition iv) can be replaced with the one below iv’).

iv’) There is a subset & C x such that Span(S) = x and a linear application F' : § — €([0,T]) such
that for every ¢ € S.

o F™(¢)(t) — F(4)(t) for every t € [0,T] in probability.

e F(¢) is an increasing process.

1) Suppose that x is separable.
Then there is a linear and continuous extension F' : x — %(]0,T]) and there is a measurable random
field F : Q x [0,7] — x* such that F(-,t)(¢) = F(¢)(-,t) a.s. for every t € [0,T]. Moreover the
following properties hold.

a) For every ¢ € x, F™(¢) =2 F(¢).
In particular for every t € [0,T], ¢ € x, F™(¢)(, 1) LN F(¢)(w,t).

b) F has bounded variation a.s. and ¢ — F(w, t) is w-a.s. weakly star continuous.

2) Suppose the existence of a measurable F : Q x [0,7] — x* such that ¢ — F(w,t) has bounded

variation and weakly star cadlag such that
P(,8)(6) = F@)(.1)  as.  Vie[0,T],Voes.
Then point a) still follows.

Remark 3.25. In point 2) we do not necessarily suppose x to be separable.

£
Proof. See Appendix @ e O

SR v . |gex=SGS | leoxallary . . -
Important implications of Theorem are Corollaries [3.26 hich give us easier conditions

| and !%z ], w
for the existence of the y-covariation as anticipated in Remark ﬁ

Corollary 3.26. Let B; and By be Banach spaces, X (resp. Y) be a B;i-valued (resp. Bs-valued) stochas-
tic process and x be a separable Chi-subspace of (B, Bs)*. We suppose the following.
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HO’ There is S C x such that Span(S) = x.

H1 For every sequence (e, ) | 0 there is a subsequence (e, ) such that

(X5+’5nk - XS) ® (Y5+Enk - Ys)

€n

X<¢’ >X* ds < +o00.

T
sup/ sup
koJo o llgll<1

H2’> There is T : x — ([0, T]) such that [X,Y](¢)(t) = T(4)(t) ucp for all ¢ € S.

k

Then X and Y admit a y-covariation and application [X, Y] is equal to T.

v
Proof. Condition H1 is verified by assumption. Conditions H2(i) and (ii) follow by Theorem setting

—~—€

F™(¢)(-,t) = [X, Y] (¢)(t) and F™ = [X, Y] " for a suitable sequence (€n)- O
In the case X =Y and B = B; = By we can further relax the hypotheses.

Corollary 3.27. Let B be a Banach space, X a be B-valued stochastic processes and y be a separable
Chi-subspace. We suppose the following.

HO0” There are subsets S, SP of x such that Span(S) = x, Span(S) = Span(SP) and SP is constituted
by positive definite elements ¢ in the sense that (¢,b® b) > 0 for all b € B.

H1 For every sequence (€,) | 0 there is a subsequence (€, ) such that

(Xerenk - Xs)®2

€n

(¢,

I |ds < H4o0.

k

T
sup/ sup |,
k Jo flglli<1

H2” There is T : x — €([0,T]) such that [X]¢(¢)(t) — T (¢)(t) in probability for every ¢ € S and for
every t € [0, 7.

Then X admits a y-quadratic variation and application [X] is equal to T.

Gs
Proof. We verify the conditions of Corollary ﬁConditions HO’ and H1 are verified by assumption.
We observe that, for every ¢ € 8P, [X]¢(¢) is an increasing process. By linearity, it follows that for any
CPUCP
¢ € SP, [X]¢(¢)(t) converges in probability to T (¢)(t) for any ¢ € [0,7]. Lemma ﬁ implies that [X]¢(¢)
S

converges ucp for every ¢ € SP and therefore in S. Conditions H2’ of Corollary [1s now verified. O

When x has finite dimension the notion of y-quadratic variation becomes very natural.

Proposition 3.28. Let x = Span{¢1,..., 00}, 1,...,0n € (BR,B)* of positive type and linearly inde-

pendent. X has a y-quadratic variation if and only if there are continuous processes Z* such that [X]§(¢;)

converges in probability to Z; for € going to zero for all t € [0,7] and i = 1,...,n.
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Proof. We only need to show that the condition is sufficient, the converse implication resulting immediately.
We verify the hypotheses of Corollary @%%%ng S = {¢1,...,0,}. Without restriction to generality
we can suppose [|¢;||(pg_p)- = 1, for 1 < i < n. Conditions HO” and H2” are straightforward. It
remains to verify H1. Since y is finite dimensional it can be equipped with the norm ¢, = >"% ; |a;| if
¢ => ", a; ¢ with a; € R. For ¢ such that ||¢[l, = > i, |a;| <1 we have

1 7 1 T
—/0 |<¢,Xs+€—xs)®2>\dsgzg/o (@i 61, (Xepe — Xo)®%)| ds
=1

€
 Jai| [T 2
SO CNC IS SET (3:22)
=1

because ¢; are of positive type. Previous expression is smaller or equal than

n 1 T n .
St ]t (= X09% = X (0
i=1 i=1
because |a;] < 1 for 1 < ¢ < n. Taking the supremum over ||¢||, < 1 and using the hypothesis of
convergence in probability of the quantity [X]%(¢;) for 1 < i < n, the result follows. O

Corollary 3.29. Let By = By = R”. X admits all its mutual brackets if and only if X admits a global

quadratic variation.

Our y—covariation methodology provides a simple property related to the covariation of real processes

which was not formally stated in the literature.

Proposition 3.30. Let X and Y be two real continuous processes such that
i) [X,Y] exists and

ii) for every sequence (€,) J 0, it exists a subsequence (€, ) such that

ds < +oo. (3.23)[eq_CoBVGOV]

Then the real covariation process [X, Y] has bounded variation.

T

sup — ‘
E €ng Jo

Ys-i-en,k - Yv&

Xs—i—enk - Xs .

Proof. The processes X and Y take values in B = R and the (separable) space Y = (B®,B)* coincides
GS

with R. Taking into account Corollary @?ﬁhe processes X and Y admit therefore a global covariation

which coincides with the classical covariation [X, Y] defined in Definition ﬁ% in particular [X, Y] has

bounded variation. O

Remark 3.31. 1. A sufficient condition to ensure that [X, Y] has bounded variation is that X, ¥ and

X 4+ Y are finite quadratic variation processes.
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In this case, the bilinearity of the real covariation implies that [X,Y] is difference of increasing
processes and has therefore bounded variation. However the mentioned condition is too strong.
Consider for instance the following example. Let X be any continuous process and V' be a bounded
variation process; then [X, V] =0, see }ﬁ]o,éProposition 1, 6). On the other hand, it is easy to show
that (ﬁ%riﬁed even if X is not a finite quadratic variation process, so that Proposition @m

provides a new argument for [X, V] = 0.

2. If XY are two continuous processes such that (X,Y’) has all its mutual covariations then conditions
. . . BVCOY . .
i) and ii) of Proposition E?;] are tulfilled. In fact by Cauchy-Schwarz inequality we have

/|Xs+5 X, Vage - Y|ds<W Hote = L) W Wore = Vo) 45 . a(e)

BVCOV
where the sequence A(e) converges in probability to /[X . This implies of course (Eiéai

4 Evaluations of y-covariations for window processes

In this section we consider X and Y as real continuous processes as usual prolongated by continuity
and X (-) and Y(-) their associated window processes. We set B = C([—7,0]). We will proceed to the
evaluation of some x-covariations (resp. x-quadratic variations) for window processes X () and Y'(+) (resp.
for process X (+)) with values in B = C([—7,0]). We start with some examples of y-covariation calculated

directly through the definition.

Proposition 4.1. Let X and Y be two real valued processes with Holder continuous paths of parameters
~ and § such that v+ 6 > 1. Then X (-) and Y (-) admit a zero real and tensor covariation. In particular

X(-) and Y (-) admit a zero global covariation.

. HT78 .
Proof. By Proposition ﬁ% only need to show that X(-) and Y(-) admit a zero real and tensor
ONV_ZERQ PROB
covariation. By Lemma qu’ point 2, we only need to show the convergence to zero in probability of
following quantity.

I I
o] IO XYY Ollds = ¢ [ s [Xetuse = Xetal 50D Vet = Ve ds.
0

0 wu€[—7,0] vE[—T,0]
(4.1)| eq zGQv2
Since X (resp. Y) is a.s. y-Holder continuous (resp. d-Holder continuous), there is a non-negative finite
ZGQV2
random variable Z such that the right-hand side of (| is bounded by a sequence of random variables
Gav2
Z(€) defined by Z(¢) := €79~1 ZT. This implies that ( converges to zero a.s. for v+ 4§ > 1. O

Remark 4.2. As a consequence of previous proposition every window process X (-) associated with a
continuous process with Holder continuous paths of parameter v > 1/2 admits zero real, tensor and global

quadratic variation.
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Remark 4.3. Let B (resp. BH:X) be a real fractional Brownian motion with parameters H €0, 1[ (resp.

real bifractional Brownian motion with parameters H €0, 1[, K €]0, 1]). See ﬁa and m] for elementary
ZQVHC

facts about the bifractional Brownian motion. As immediate applications of Proposition EI il we obtain the

following results.

1. The fractional window Brownian motion B (-) with H > 1/2 admits a zero real, tensor and global

quadratic variation.

2. The bifractional window Brownian motion B-¥(.) with KH > 1/2 admits a zero real, tensor and

global quadratic variation.

3. We recall that the paths of a Brownian motion W are a priori only a.s. Holder continuous of
. ZQVHC
parameter v < 1/2 so that we can not use Proposition EI |

. p_WBMNSz_WBMNOQV i incuvisj
Propositions @ and §.7 show that the stochastic calculus developed by }ﬁ% M cannot be

applied for X being a window Brownian motion W (-).

Definition 4.4. Let B be a Banach space and X be a B-valued stochastic process. We say that X is a

Pettis semimartingale if, for every ¢ € B*, (¢,X;) is a real semimartingale.

We remark that if X is a B-valued semimartingale in the sense of Section 1.17, ], then it is also a

Pettis semimartingale.

Proposition 4.5. The C([—7,0])-valued window Brownian W (-) motion is not a Pettis semimartingale.

Proof. Tt is enough to show that there exists an element p in B* = M([—7,0]) such that (u, W;()) =
f[—T,o] Wy (z)u(dx) is not a semimartingale with respect to any filtration. We will proceed by contradiction:
we suppose that W () is a Pettis semimartingale, then in particular if we take y = §o + d_, the process
(00 + 0—r, Wi(+)) = Wi + Wi_ := X, has to be a semimartingale with respect to some filtration (G;). Let
(F:) be the natural filtration generated by the real Brownian motion W. Now W; + W;_, is (F;)-adapted,
2

so by Stricker’s theorem (see Theorem 4, pag. 53 in F@]Eﬁ X is a semimartingale with respect to filtration
(F¢). On the other hand (W;_,);>- is a strongly predictable process with respect to (F;), see Definition 3.5
. Wd .o, . S . . .

in }f@._%y Proposition 4.11 in E , 1t follows that (W;_;)¢>- is an (F;)-martingale orthogonal process. Since
W is an (F;)-martingale, the process X; = Wy + W;_, is an (F;)-weak Dirichlet process. By uniqueness
of the decomposition for (F;)-weak Dirichlet processes, (W;_:):>- has to be a bounded variation process.
This generates a contradiction because (W;_.)¢>- is not a zero quadratic variation process. In conclusion

(u, We(+)) is not a semimartingale. O

Remark 4.6. Process X defined by X; = Wy + W;_, is an example of (F;)-weak Dirichlet process with

finite quadratic variation which is not an (F;)-Dirichlet process.
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Proposition 4.7. If W is a classical Brownian motion, then W(-) does not admit a real quadratic varia-
tion. In particular W(-) does not admit a global quadratic variation.
Proof. We can prove that

2€

T
1 2 2/~ = c—
/0 - Wate(-) = Wu ()| 5du > T A%(€)In(1/€) where €= T (4.2)
and (A(e)) is a family of non negative r.v. such that lim.,o A(e) = 1 a.s. In fact the left-hand side of

32
(Ez ) gives

1 T
/ = sup |Wape — Wel?du > / = sup |Wepe — Wel?du >
0 € z€l0,u) T/2 € z€[0,u]

v

T
/ = sup |Wate — Wz|2du
T/2 € £€[0,T/2—¢]

T
=5 sup |Waye — Wz|2 .
2e z€[0,T/2—¢]

Clearly we have Wy = \/g B 2t where B is another standard Brownian motion. Previous expression gives

r B By =L B, — By
- sup r4e)2 — D2z |” = — sup 2¢ —
d€ gepoaja—q CTOTTF e yepazey 7

We choose € = % Previous expression gives

T'n(1/€)A?(¢)
where
su _¢ |Bzye — By
Afe) = Pzef0,1—¢ | Bat | '
2€e1n(1/e)
enCs
According to Theorem 1.1 in E , ime_,0 A(€) =1 a.s. and the result is established. O

Remark 4.8. The window Brownian motion W(:) is not a C([—7, 0])-valued semimartingale. In fact there
is p € M([-,0]) (take for instance po = §_ /o + o) for which y_, o {t, W())c((-r,0)) 18 not a real
ote ’

semimartingale; see Introduction of [[f].

Below we will see that W (-), even if it does not admit a global quadratic variation, admits a y-quadratic

variation for several Chi-subspaces x. More generally we can state a significant existence result of a x-
L . . . . . GS Llar .

covariation for finite quadratic variation processes with the help of Corollaries %d @.—W% remind

sdef Di sdef Dij
that D;([—,0]) and Dy ([T, 0]2) were defined at 5} Hnd G-

Proposition 4.9. Let X and Y be two real continuous processes with finite quadratic variation and
0 < 7 < T. The following properties hold true.

27



1) X(-) and Y (-) admit a zero x-covariation, where x = L*([—7,0]?).
2) X (-) and Y () admit zero y-covariation for every i € {0, ..., N}, where x = L?([—7,0])®@nD;([-T,0]).

If moreover the covariation [X ‘+ai,Y‘+aj] exists for a given 4,5 € {0,..., N}, the following statement is

valid.

3) X(-) and Y(-) admit a x-covariation, where x = D; j([—7,0]?) and it equals

X0 YOU0) = pl{as, 01 Xy Yoo |, Vi€ x. (4.3)[eq v D3]]

Proof. The proof will be analogous in all the three cases. Example @%ys that the three involved sets
x are separable Chi-subspaces.

Let {e;}jen be a basis for L?([—7,0]); {f; = d4,} is clearly a basis for D;([—7,0]). Then {e; ® €;}; jen
is a basis of L2([—7,0]?), {e; ® fi};en is a basis of L?([—7,0])@,D;([-7,0]) and {f; ® f;} is a basis of

D; ;([-7,0]%). The results will follow using Corollary 16 verify Condition H1 we consider

A= ¢ [ s [0 (Xrel) = Xu) @ Yiwel) = V)| s

€ llpll, <1

for the three Chi-subspaces mentioned above. In all the three situations we will show the existence of

a family of random variables {B(€)} converging in probability to some random variable B, such that
SHi

A(e) < B(e) a.s. By Remark @%—ﬂﬁs will imply Assumption H1.

1) Suppose x = L?([—7,0]?). By Cauchy-Schwarz inequality we have

1 T
Ae) < —/O sup IB11 72 ([ rp2) * X6 () = Xl paropy - Yot = Yol p2ropy ds <

€ H¢”L2([—a—,0]2)§1

%/OT \//0 (Xuse — Xo)? du \//0 (Yore — Yo)? dvds < Be)

IN

where

B()=T \//OT (Hupe = Xu) - %) g /OT W = ¥o)"

€

which converges in probability to T /[ X|r[Y]r.
2) We proceed similarly for x = L2([—7,0])&,D;([—7,0]).

We consider ¢ of the form ¢ = ¢ ® d{a;}> Where ¢ is an element of L?([—7,0]). We first observe

”Di = /[—r,o} P(s)2ds .

~ = b : 6 a;
161l L2 ((—r0n@nD H(b’LZ([—T,O]) [3cay
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Then

1 T
Ale) = E/o sup .

lelLz-rope, o

% /oT e { (\/(XS“(‘”) - Xs(‘”)f) '
. (HJ)’ L2([-7,0)) \//[—7,0] (Yope(w) = Yi(@))? dx) } ds <

T (Xs-l-e(ai) — XS(ai))2 (Ys+€(x) — Y;(x))Q
g/o \/ - \//[—T,O] . dx ds < B(e)

IN

where

T (Xpge — X,)2 T (Yyre — V)2
B(e)\/T/ ( z+€ ﬂc) dz/ (y+€ y) dy,
0 € 0

€

converges in probability to /T [X]r[Y]r for ¢ — 0.

3) The last case is x = D; j([—7,0]%). A general element ¢ which belongs to x admits a representation
¢ = A 6{(a;,0;)}» With norm equals to [|¢[|p, . = [A]. We have
1 (7
Ale) = _/ sup ‘)‘ (Xstaite = Xsta;) (Y;-i-aj-l-e - Y;-i-aj)| ds <
0

€Jo llp, ;<1

1 T
_/0 ‘(Xs+a¢+e - Xs—l-ai) (Y;-i-aj-i-ﬁ - Y;-i-aj)‘ ds ) (4-4)

€

IN

using again Cauchy-Schwarz inequality, previous quantity is bounded by

T (x X 2 T 2
( sta;+e — s+a-) / (YUJra‘JrG - YUJra‘)
- “—d z 2 dv < B 4.5 5.4
\//0 € y 0 € U= (6) ( )

where

Bl \/ [ ERES A [ Fose Yo

€
which converges in probability to /[ X]7[Y]r.
We verify now Conditions HO” and H2”.

1) A general element in {e; ® €;}; jen is difference of two positive definite elements in the set SP =
{e;®?, (e; + €;)@%}i jen. We also define S = {e; ® e;}i jen and The fact that Span(S) = Span(SP)
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implies HO”. To conclude we need to show the validity of Condition H2”. For this we have to verify

KO YOl e @ ) (t) — 0 (16ea 1]

e—0

in probability for any i, j € N. Clearly we can suppose {e; }ien € C1([—7,0]). We fix w € Q, outside

some null set, fixed but omitted. We have

XY O (e ) = [ 220y, (47 Formata 1]

0 €

where

0
vi(s,€) = /( e (y) (Xstytre — Xsty) dy

—T)V(=s)

and
0
o= [ () (Varase — Yora) da
(=m)V(=s)

Without restriction of generality, in the purpose not to overcharge notations, we can suppose from
now on that 7 ="1T.

For every s € [0,T], we have
—s+e

1vi(s,€)l = ‘/_O (ej(y —€) —ej(y)) Xotydy + /0 ej(y — €) Xstydy — /

—S

ej(y — €>Xs+ydy‘ <

0
<e( [ e+ 2lels) s x.l-
T

s€[0,T]
(.9 S5

For t € [0, T], this implies that

T
dsg/
0
0 0
<7e ([ lsla+ el ([ |e;-<y>|dy+2||ez-|oo)<sup |Xs|><sup |Yu|>
-T -T s€[0,T] u€[0,T]

which trivially converges a.s. to zero when € goes to zero which yields (ﬁ

'Yj(S, 6) ’)/i(S, 6)

(s, €) 7ils, €)

ds

[

2) A general element in {e;® f; }jen is difference of two positive definite elements of type {e;®?2, f;®2, (e;+
fi)®?}jen. This shows HO”. It remains to show that

(X (), Y ()l (e; ® fi) (1) — 0 (4.9)
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in probability for every j € N. In fact the left-hand side equals

€

) . STIGAMM
Using estimate ( , we obtain

t
i(s,€)
/ 7= (Xsvaite — Xoya;) ds .
0

t 0
YilS, € . a.s.
/ D (g Vira) ds<T(/ |ej<y>|dy+2|ej|oo> sup || ) @y (6) 25 0
0 € -T s€[0,T] e—0

where wy (€) is the usual (random in this case) continuity modulus, so the result follows.

3) A general element f; ® f; is difference of two positive definite elements (f; + f;)®? and f; ®2 +f;@%.
So that Condition HO” is fulfilled. Concerning Condition H2” we have, for 0 <i,j7 < N,

€ 1 !
(X)L, YOl (fi® f;) () = E/ (Xstaite = Xsva,) (Yowas+e = Yora;) ds .
0
This converges to [X.14,, Y y4,] which exists by hypothesis.

V123
This finally concludes the proof of Proposition Elg O

def chipgadef chi0
We recall that x? and x° were defined respectively at @) and 1(M)e =

[cor DIAG|Corollary 4.10. Let X and Y be two real continuous processes such that [X], [Y] and [X, Y] exist. Then
for every i € {0,..., N}, it yields

4) X(-) and Y (-) admit zero y-covariation, where x = D;([—7,0])&p,L%([~7,0]).

5) X(-) and Y (-) admit x°([—7, 0]?)-covariation which equals
[(X(),Y()l(n) = p({0,0})[X, Y], Vi e x°. (4.10)[ eq_QUCHIO|

If moreover [X.y4,;,Y 4q,] exists for all 4,5 =0,..., N, then

6) X(-) and Y(-) admit a x?([—7,0]?)-covariation which equals

N

[X(),Y Z ({ai, a; ) [ X tais Yira; e, Vi € X2 ([-7,01%),t € [0, T). (4.11) eq CHIO-QUADR

DSCHI2
Proof The considered x? and x° admit a ﬁmte direct sum decomposition given by (@)_T}Te results
p e eI di qv

When x = Dy o([—7,0]?) the existence of a y-covariation between X and Y holds even under more

relaxed hypotheses.
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BVCOV
Proposition 4.11. Let X, Y be continuous processes such that [X,Y] exists and hypothesis (Egai 1S
verified. Then X (-) and Y'(-) admit a Do o([—7,0]?)-covariation and

[(X(), Y ()le(p) = n({0,01)[X, Y], .

V123
Proof. The proof is again very similar to the one of Proposition @.Q_Th’e only relevant difference consists
5.4bis
in checking the validity of condition H1. This will be verified identically until (Eai, the next step will

BVCOV
follow by ('Eg‘i ; O

Example 4.12. We list some examples of processes X for which X(-) admits a x-quadratic variation

IAG
through Corollary ﬁ;

1) All continuous real semimartingales S (for instance Brownian motion). In fact S has finite quadratic
d
variation and it holds [S.y4;,S.44,] = 0 for i # j, it follows easily by Corollary 3.11 in Ew

2) Consider a bifractional Brownian motion B! with parameters H and K.

Proposition 4.13. Let BHX be a Bifractional Brownian motion with HK = 1/2. Then [BH:X] =
21=Kt and [BY,S, BN =0 for i # j.

Remark 4.14.

o If K =1, then H = 1/2 and B*¥ is a Brownian motion, case already treated.

e In the case K # 1 we recall that the bifractional Brownian motion B-¥ is not a semimartingale,
or
see Proposition 6 from .

MP or
Proof of Proposition @‘?_Proposition 1in }@dﬁys that B”>K has finite quadratic variation which
ei
is equal to [B#K] = 21=K¢. By Proposition 1 and Theorem 2 in }fﬁ_—t‘here are two constants o and
B depending on K, a centered Gaussian process X H:%

[0, +00[ and a standard Brownian motion W such that aX#X + BHK = g1/, Then

with absolutely continuous trajectories on

H,K H,K H,K H,K
[aX-+ai + ta; aX-Jraj + B-Jraj] = ﬁ2 [W"i‘lli’ W'+U«j]‘ (412)

Using the bilinearity of the covariation, we expand the left-hand side in (ﬁ% into a sum of four

terms
H,K H,K H,K H,K H,K H,K H,K H,K
QQ[X-Jra.L- ’ X-Jraj] + Q[B~+ai ’ X-Jraj] + Q[X~+ai ’ B~+aj] + [B-Jrai ’ B-Jraj] (413) €eq SUM

Since XK has bounded variation then first three terms on (@)Mvanish because of point 6) of
05
Proposition 1 in }F@.‘On the other hand term the right-hand side in (ﬁ% is equal to zero for i # j

since W is a semimartingale, see point 1). We conclude that [Blilf , Blilf ] =0 fori#j. O
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3) Let D be areal continuous (F;)-Dirichlet process with decomposition D = M+ A, M local martingale
1AG

and A zero quadratic variation process. Then D satisfies the hypotheses of the Corollary ﬁlﬁ
fact [D] = [M] and [D.y4;,D.4q4;] = 0 for i # j. Consequently the associated window Dirichlet

process admits a y?-quadratic variation.

4) Let D be a real (F;)-Dirichlet process with decomposition M + A, M being the (F%)-local martin-
gale part and let N be a real (F;)-local martingale. Then D(-) and N(-) admit a x2-covariation

given by [D(-), N()(1) = X7 #{ai, a;D[D-tass Noya, ] = 3050 i{ai, ¢ H[Mova,, Nota] =
Zi]\io :u({aiaai})[M'JraﬂN'Jrai]'

5) Similar examples can be produced considering the window of a weak Dirichlet process with finite

quadratic variation.
We go on with evaluations of x-covariation.

Proposition 4.15. Let V and Z be two real absolutely continuous processes such that V', 2" € L*([0,T))
w-a.s. Then the associated window processes V() and Z(-) have zero real and tensor covariation. In

particular they have zero global covariation.

ZQVHC ONV_ZERO PROB H78
Proof. Similarly as in the proof of Proposition EI i], using Lemma E?li point 2. and Proposition E?Te

only need to show the convergence to zero in probability of the quantity

| 21Vt = Vil 1Zete0) = Zu( s (4.14)eq 721)

which equals

[ U020 = Vo) © ) = Dl 85

1
Using Cauchy-Schwarz (ﬁ%ﬁs bounded by

Tl 9
\/ [E s W) - vePas [ [ s (Zusle) - 2o (4.15) eq 2611

z€[—T,0] € z€[-7,0]

11
in fact we will even show the a.s. convergence of ﬁnghe square of the first term in (ﬁgﬁquals

Tl s+x+e
/ ~ sup / V' (y)dy
0 € aze[-7,0]

s+x
since wfo‘(V/Z)(y)dy(f) denotes the modulus of continuity of the a.s. continuous function ¢ — fOt(V’Q)(y)dy.
11
The square of the second term in (ﬁ?&n be treated analogously and the result is finally established. [

? r 1 s+x+e€
e / € el / V/(y)*dyds < T s vy gpay(€) 5 0
0

€ z€[—7,0] st e—0

We will show now that, if X is a finite quadratic variation processes X then X = X(-) admits a
. . . . . =def dia
Diag([—7,0]?)-quadratic variation, where Diag([—7,0]?) was defined in (E lf!i
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Proposition 4.16. Let 0 < 7 <T. Let X and Y be two real continuous processes such that [X, Y] exists
BVCOV ) , .
and (Eé%; is verified. Then X () and Y (-) admit a Diag([—T, 0]?)-covariation. Moreover we have

(X(),Y()], (1) = /OMT g(—2)[X,Y)i—pdzx tel0,7], (4.16) eq QV DIAG ta

where p is a generic element in Diag([—7,0]%) of type p(dz,dy) = g(x)d,(dx)dy, with associated g in
L ([—,0]).

Remark 4.17. Taking into account the usual convention [X, Y], = 0 for ¢ < 0, the process (IOMT g(—z)[X, Y]t_zdx)
t

>0
can also be written as (f; g(—)[X,Y]i—dz)

t>0°
Proof. 'We recall that for a generic element u we have ||i piag = ||g]|oo-

First we verify Condition H1. We can write

1 / sup  [(pty (Xste (1) = Xs(1) ® (Ysge () = Vs ()] ds
0

€ llullpiag <1

1 /7 0
< _/ sup / 9(2) (Xspe(z) — Xs(2)) (Yeqe(2) — Ys(2)) dz| ds =
€Jo glle<1 1/ =T
r * (Xpte — Xa) (Vage - Y,
:/ sup / (Xose 2) Ve m)g(ac —s)dz|ds .
0 llgle<tlJo €
BVCOV
Condition H1 is verified because of Hypothesis (EE%;
It remains to prove Condition H2. Using Fubini’s theorem, we write
€ 1 !
[(X(), Y O)li(n) = g/ (uldz, dy), (Xore() = Xs(1) @ (Yege (1) = Vi (1)) ds =
0
1 t
=) ) = Xl Do) = Yol ) ds =
0 —7,0

%/0 /[r,o] (Xspe(x) = Xs(2) (YVere(z) = Ys(2)) g(2)dx ds =
0 t

s+x+e T Xs x Ys T+e }/s x
/ g(z)/ (Xstat +2) Ystart +)dsd:c:
(—t)V(—T) —x €

:/( g(w)/ Fove = X) Bave =10) g
0

—t)V (=) €

T e Xs e_Xs Yv& e_sz
_ / o(—2) / e xS (4.17)[eq 007
0 0

It remains to show the ucp convergence,

tAT t—x X _ X Y . — Ys we tAT
([ ot [ e S ) e ([ i )
0 0 € e—0 0 tG[O,T]

te[0,T]
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i.e.

sup
t<T

tAT t—x X — X)) (Y. —Y.
g(—x) (Xoe s) Voe :) ds — [X,Y]i—, dx
0 0 €

p— (418 oot ]

ONT
The left-hand side of @%Ts bounded by

T t—x
Xs € Xs Y; € Y;
/ lg(—z)| sup / (Ko ) (ot )ds—[X,Y]t_m dx
0 tefo,7] 1Jo €
K Xs € _Xs Yv& € _YS
<T|gll sup / (X ) (o ) ds — (X, Y]] .
tefo, 7] |Jo €

Since X and Y admit a covariation, previous expression converges to zero.

More explicitly we obtain

tAT g(—2)[X,Y]s_pdx 0<t<T

(X (), Y ()le(p) = / 9(—2)[X, Y]tz dz = /OT .

0 / g(—2)[X,Y)i—pdz 7<t<T
0

e~

Previous expression has an obvious modification [X (-),Y(-)] which has finite variation with values in x*.

The total variation is in fact easily dominated by fOT [[X,Y]s|dx. O

)

=def di
A useful proposition is the following. We recall notation given in (ﬁﬁ_ﬁmgd([fﬂ 0]?) and for
D([—T,0]), the space of cadlag functions equipped with the uniform topology.

Proposition 4.18. Let X be a finite quadratic variation process. Let G : [0,T] — x := Diagq([—T,0]?),
cadlag. We have

T e~ T T T T—x
| (6. dxt = [ (/ g(s,zmd”) i~ [ ( / g(s+x,z)d[X]s> do (419)eq 1]

where G(s) = g(s, z)d,(dx)dy for some Borel function g : [0,T] X [-7,0] — R and [X]gs—, the derivative
of function s — [X]s4a-

Remark 4.19. We recall that ¢ — g(t,-) is continuous from [0, 7] to D([—7,0]) equipped with the || - | oo

norm.

L. close IAG tau . . Lo . .
Proof. By Propositions an -] admits a x-quadratic variation. The proof will be established

fixing w € Q). We first suppose that

N
G(s) = Z Aily, 1,01(s) + Aol oy (s) (4.20)
i=1
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where 0 =ty < ... <ty =T is a subdivision of [0, T] for some positive integer N € N, Ag,..., Ay € x; in

particular there are ay,...,an € D([—7,0]) with
Ai(dz,dy) = a;(x)dy(dx)dy for allie {0,...,N}. (4.21)
IAG
Then (@J} holds by use of Proposition EI a .

To treat the general case we approach a general G by a sequence (G™) of type (@%, ie.

N

G™(s) =D _ Ay, 4,,(s) + Afloy(s) (4.22)[eq A4]

i=1
where A? = G(ti+1), 0<i < N—-1,0=1t9 < ... <ty =T is a subdivision whose mesh goes to zero when

N going to infinity and there exist afj,...,a% € D([—7,0]) related to Af, ..., A% through relation (@%

Consequently we have

|t dxtle = [ </ g"(s,—m[X]ds_m) dr (1.23)oq 5]

with ¢"(s,z) = vazl ai (x)ly, 4,.,)(s) + ag. In particular af = g(tiy1,-).

By assumption, for every s € [0,7T] we have

lim sup [g9"(s,x) —g(s,x)| =0.

N2+ pe[—7,0]

Consequently for every x € [0, 7]
T
lim (gn(sa 7':6) - g(S, 71‘)) [X]dsfx =0.

n—-+oo .

Moreover

n

| (6=~ g5, 2) X

gGwmwm+mm)Mh.

By Lebesgue dominated convergence theorem the right-hand side of (% converges to the right-hand
side of (@% and the result follows. O

Remark 4.20. If [X] is absolutely continuous with respect to Lebesgue, (@% in the statement would
be valid with x = Diag([—,0]?).

5 Itd’s formula
We need now to formulate the definition of the forward type integral for B-valued integrator and

B*-valued integrand, where B is a separable Banach space.
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Deﬁnition 5.1. Let (X¢)ep0,1 (respectively (Y¢)¢ejo,77) be a B-valued (respectively a B*-valued) stochas-

tic process. We suppose X to be continuous and Y to be strongly measurable such that fOT IYs]|prds < +o0

a.s.
For every fixed ¢t € [0,7] we define the definite forward integral of Y with respect to X denoted by
3 g (Y, d"X,)p as the following limit in probability:

t t
Xs €_XS
[ o tvadsm =t [ (v, 225 s (5.1)[dst_ThTFWD]
0

e—0 0 €

We say that the forward stochastic integral of Y with respect to X exists if the process

t
(/ B <YS,dXS>B)
0 te[0,T]

admits a continuous version. In the sequel indices B and B* will often be omitted.
We are now able to state an It6 formula for stochastic processes with values in a general Banach space.

Theorem 5.2. Let x be a Chi-subspace and X a B-valued continuous process admitting a x-quadratic
variation. Let F : [0,7] x B — R of class C1'? Fréchet. such that

D?F :[0,T] x B — x C (B&,B)* continuously with respect to x . (5.2)

Then for every t € [0, 7] the forward integral
t
/ B* <DF(57 Xs)v d7X5>B
0
exists and following formula holds:

t t B 1 t —
F(t,Xt)F(O,XO)Jr/O 8tF(s,Xs)ds+/O 5+ (DF(s,Xy),d XS>B+§/O (AD?F(s,Xy),d[X],)+ a.s. (5.3)

Proof. We fix t € [0,T] and we observe that the quantity

P F(s+ 6, Xgte) — F(s,X,)
Io(e,t) = S 2 d 5.4 ABB
et = [ : s (540 18]

converges ucp for e — 0 to F(t,X;) — F(0,Xo) since (F(s, XS))S>O is continuous. At the same time, using
BB =
Taylor’s expansion, @:)A;can be written as the sum of the two terms:

'F Xote) = F (5, Xse
R (5.5)[ea 48811
0

and

PP (s, Xgpe) — F(s5,Xy)
Ir(e,t) = ——2d 0, t€l0,T]. 5.6 ABBI2
et = | : s, >0, 1 e[0T (5.6)[cq_ss512]
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We fix ¢ € [0,7] and we prove that

t
I e,t)—>/ O F(s,Xs)ds 5.7) eq I1
i o (5.7 eq 11]

in probability. In fact

t
I e,t):/ Ot F(8,Xs4c)ds + Ry(e,t 5.8) eq ABC
(@0 = [ P X s+ Bi(et) (8o 150

where

t 1
Ri(e,t) = / / (OuF (s + ae, Xgye) — O F (5, Xg4e)) douds
0 Jo
For fixed w €  we denote by V(w) := {X(w); t € [0,T]} and

U = U(w) = conv(V(w)), (5.9)[det U]
i.e. the set U is the closed convex hull of the compact subset V(w) of B. For x € Q, we have

sup |Ri(e,t)] < Ty (e)
te[0,T)

where w[a(l’g] ()

[0,7] x U. From the continuity of the d;F as function from [0,7T] x B to R, it follows that the restriction

on [0,7] x U is uniformly continuous and wgi’g]xu

is the continuity modulus in e of the application O;F : [0,7] x B — R restricted to

is a positive, increasing function on R™ converging to
0 when the argument converges to zero. Therefore we have proved that Rj(e,-) — 0 ucp as € — 0.

BC
On the other hand the first term in (@%&n be rewritten as

t
/ O F (s, X.)ds + Ra(e,t)
0

where Ra(e,t) — 0 ucp arguing similarly as for Ry (e,t) and so the convergence (ﬁlﬁs established.

The second addend I3(e,t) in @%ﬂ be approximated by Taylor’s expansion and it can be written as

the sum of the following three terms:

Xste — X
€

(Xsqe — X,)®?

t
IQl(eat) :/ B* <DF(57XS)5 >Bds y
0

1 t
Igg(ﬁ,t) = 5/ X<D2F(8,XS),
0

Xere - Xs)®2

Is(e,t) = /Ot [/01 a (D?F (s, (1 — )Xypc + oX,) — D*F(s,X,), ( v da} ds .

€

Since D?F : [0,T] x B — x is continuous and B separable, we observe that the process H defined by
) ) ONVCCOV
Hy, = D?*F(s, X,) takes values in a separable closed subspace V of x. Applying Corollary Eslza, it yields

2
Iggﬁtm)2/ D SX)d[X])
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for every ¢ € [0, 7.

We analyse now Ia3(e, t) and we show that Io3(e, t) LO> 0. In fact we have
e—>

1 t 1
[123(€, )| < —/ / oY ‘X(DQF(S, (1 — a@)Xgpe +aXy) — D*F(5,X,), Xgpe — Xg)@2) | dads <
€Jo Jo

t 1
< %/0 /0 «Q HDQF (Sa (1 - Oé)Xs-i-e + OéXs) - DQF(SaXS)HX ||(X5+E o Xs)®2‘

t
< w[ggxu(e)/ sup
0 [lollx<1

L dads <
X

(Xere - Xs)®2
€

(¢,

) ds,

where w[DO;TI]X”(e) is the continuity modulus of the application D*F : [0,T] x B — x restricted to

[0,T] x U where U is the same random compact set introduced in (ﬁfu So again D?F on [0,T] x U
is uniformly continuous and w[lg),;]xu is a positive, increasing function on R* converging to 0 when the
argument converges to zero. Taking into account condition H1 in the definition of x-quadratic variation,
I>3(e,t) — 0 in probability when e goes to zero.

Since Iy(e, t), I1(e,t), Iaa(e,t) and Ias(e,t) converge in probability for every fixed ¢ € [0, T, it follows that
I51 (€, t) converges in probability when ¢ — 0. Therefore the forward integral

t
/ p-(DF(5,X,),d"Xs) B
0

TONOM
exists by definition. This in particular implies the It6’s formula (Ea: o

We make now some operational comments. The Chi-subspace x of (B&,B)* constitutes a degree of
freedom in the statement of Ité’s formula. In order to find the suitable expansion for F(t,X;) we may

proceed as follows.

e Let F:[0,7] x B— R of class C1!([0,T] x B) we compute the second order derivative D?F' if it

exists.

e We look for the existence of a Chi-subspace x for which the range of D*F : [0,T] x B — (B&,B)*

is included in x and it is continuous with respect to the topology of x.

e We verify that X admits a y-quadratic variation.

We observe that whenever X admits a global quadratic variation, i.e. y = (B®,B)*, previous points
reduce to check that F' € C%2([0, 7] x B). When X is a semimartingale (or more generally a semilocally
summable B-valued process with respect to the tensor product) then it admits a tensor quadratic variation

and in particular previous result generalizes the classical It6 formula in Iiﬂ| Section 3.7.
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6 Applications of Ito formula for window process

Let 0 < 7 < T. The scope of this section is to illustrate some elementary applications of our Banach
ote
valued It6 formula. One more involved application appear in ﬁ whose Theorem 7.1 treats a Clark-Ocone

formula of pathwise type related to a process with the same quadratic variation as Brownian motion. The
. . : ITONOM
basic tool of the proof is precisely Theorem Ekg

note 3
The results in ﬁ will be expanded with several extensions in E .

6.1 An elementary case

We set B = C([-T,0]) and we define v : [0,7] x B — R as

(T -t)?

u(t,n) = (/Tn(s)ds +n(0)(T — t)) + 5t [0,T]ne C(0,7]) . (6.1)[eq phiEX]

If W is a Brownian motion with related canonical filtration (F;), u naturally appears in the evaluation of
2
the conditional expectation E [(fOT W(s)ds) |.7-'t] which in particular gives u(t, We(+)).

We observe that u € C12([0,T] x C([-T,0])) and we evaluate the corresponding derivatives obtaining

0
dyult, ) = —20(0) < | atsyas o) - t)) (@1

Dggu(t,n) = Diu(t, n)dz + D*u(t,n)d(dz)

where
0
Du(t,n) =2 ( [ woyas oz - t>) 1 70(@)

Do%u(t,n) =2 (/OT n(s)ds + n(0)(T — t)> (T —t)
and
D3, ay(t,n) = 211 o (2, y)dz dy+
+2(T — t) 17 o) (z)dx do (dy)+
+2(T — t)do(dz) 1,01 (y)dy+
+2(T — )80 (dz) So(dy) . (6.2)

We observe that for any (¢,7) in [0,7] x C([-T,0]) the first Fréchet derivative Du(t,n) is the sum of a
measure which is absolute continuous with respect to Lesbegue, denoted by D%u(t,n), and a multiple of
a Dirac measure at 0, denoted by D%u(t,n). In particular Du(t,n) belongs to Do([—T,0]) & L*([-T,0]).
Let now consider a continuous process X such that Xo = 0 and [X]; = ¢. A rich class of examples of such

. . ROCQV  [NGRnote
processes are given in Example .12 and in [p].
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Representing the martingale My = u(t,Wi(+)) as a stochastic integral allows to obtain a representation of
u(T, Wr(+) ( fo W ds) . The illustrating proposition below shows that a similar representation holds
) . ITONOM
replacing W with X. This will be done applying Theorem @’mt(]’r, Xr(9).
Proposition 6.1. Let X be a continuous process such that Xy = 0 and [X]; = ¢. The random variable
2
T
h = (fo Xtdt) = u(T, X7 (+)) equals

T
h:H0+/ & dm X (6.3) eq SZD

with Ho = u(0, Xo(-)) = T?/3 and & = D%u (t, X,(-)) = 2(T — t) [y Xsds + 2(T — 1)>X,.

ITONG
Proof. In order to apply Theorem Etg to u [Z,XT(~)), we observe that for any (¢,1), D*u(t,n) belongs
1AG
to X°([-T,0]?) and D?u : [0,T] x C([-T,0]) = x°([-T,0]?) is continuous. Corollary ﬁ%_omt 5) says
whenever X = Y that any finite quadratic variation process admits a x"([-7, 0]?)-quadratic variation.
. TONOM .
Therefore It formula (E”j% for w(T, X7(+)) gives

wWT, Xr(:) =T+ L + I+ I (6.4)[E79]

where

I = (0, Xo()) = =

T
Il = /O 8tu(t,Xt())dt

b:/<mwxw»wxe>

0
1 —_~—

I iéewexmmwmg

We get

T
11:72/ Xt/ X, (s dsdt—Q/ X2( /
0

T

:72/ Xt(/Xdu)dt /X2 —t)d /
0 0 0

Concerning 12 it holds 12 = 121 + 122 with

121 :/0 <Dacu(t,Xt(~));d_Xt(~)> = lim <Dac (t Xt( )) M

e—0 0

T t t
Xore — X X —
121(6):2/ (/ Xsds) (/ Mczs)dtm/ (/ Kore = Xs 4 )dt
0 0 0 €
T o
122:/ Dou(t, X¢(+))d™ Xq, 6.5) eq OBJK
" Dot xpax, ({0
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provided that I»; and Io exist.

Since

t
Xs € *Xs a.s.
/ * ds X;— Xo =X,
0 € €

—0

by Lebesgue dominated convergence theorem we get the convergence in probability of I»; (€) to

T t T
I ::2/ X, </ Xudu> dt+2/ XA(T —t)dt .
0 0 0

Since I and I exist, so does Iz2. We recall the x°([—T,0]?)-quadratic variation of X () was given by

VCHIO
(@')._F(Sr the last term we obtain that
1 /T T
I = —/ 2T — t)%dt :/ (T — t)2dt .
2Jo 0

We observe that I; = —Iy— I3 so that @) gives the desired representation for h = H(X7(+)) = u(T, X7(-))
in the form O

6.2 A toy model with anticipative integration

We recall that 0 < 7 < T and we set B = C([—7,0]). We consider (X;) be a real finite quadratic
variation process such that Xy = 0 a.s. and prolongated as usual by continuity to the real line. One

motivation is to express, for s € [0, T],

s 0 s 0
/ / 9 (Xiga, Xi—r)dxd™ X, = / / 9 (Xiga, Xi—7)dxd™ X,
0 J(=T)v(-7) 0 J(=t)v(-7)

for some smooth enough g : R? — R. We remark that previous forward integral is not an Ito integral
since the integrand is anticipating (not adapted). In this perspective we consider f : R? — R of class
C?*(R?) such that f(z,y) = [ g(z,2)dz. In particular g = d5f. More generally we aim in finding some
identities involving path-dependent It6’s or Skorohod integrals with forward integrals. For this purpose,
we start expanding

0
f (Xz—i-ta Xt—‘r) dx

through our It6’s formula. We will apply It6 formula to F' (Xy(-)) where F is the functional

F:CO([=70) — R,  Fm)=[ [fO)n(-7))dr. (6.6)

In fact F € C?(B) and below we express the derivatives:

0
DazF (n) = 01 f (n(x), n(=7)) V—rg)()dx + [ 02f (n(2),n(=7)) dz 6~ (dz)

-7
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and the second derivatives are

D3, 4y F () =071 f (@), n(—7)) Lj_r0) (), (dz) dy
+ 031 f (n(x),n(=7)) -7 (dx) L7 0)(y)dy
+ 07 o f (n(x),n(—7)) Lj—r0)(x)dz 6 (dy)

0
[ Bhaf (e n(=r)) = 5 (de) 5o (). (6.7)[eq 20%8]

The second order Fréchet derivative D? F'(n) belongs to x with X = Dzag@D T®hL2@L2®hD +0D_r ;.
pr—Q 2D, ducop, somma dlretta di
116 and

ITONG
x-quadratic variation. We apply now Theorem Etg to F EXT()) The forward 1ntegra1 appearing in It6

formula

Since X is a finite quadratic variation process, Propositions ,_h

T
L= / (DF(X,()), d”X()

exists and it is given by I + I15 where

X T+e X T
111 = hm/ / alf Xt-l—z;Xt 7—) Md dt

€

and

T 0
X —7+e X —T
I15 = lim ( O f (Xm,Xt_T)dx) Dtorde DT g
e—0 0 €

—T

provided that previous limits in probability exist.
We have

T 0
X x E*X x
I = lim/ / O (Xppay Xy p) 2L ZHT gy
(—m)V(=1)

e—0 0 €

T t
Xype — X
= lim/ / Of(Xy, Xpr) X Yy dt .
t—7)Vv(0)

e—0 0 €

Fubini’s theorem and previous limit give

T (y+7)AT
1 :/ / of(Xy, Xe—r)dt | d™ X 6.8) eq DSF
o= ([ o), o5 e o]

provided that previous forward limit exists.

5F
Remark 6.2. If X is an (F;)-semimartingale @% the 1t6 integral

T (y+7)AT
/ / O f(Xy, Xy_p)dt | dX, .
0 y
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We go on specifying 12

Xt—T-‘rE - Xt—T
€

T 0
112 = 111%/ ( 82f (Xt+:nv th,,—) d.fC) dt
=0 Jr -7

T—r1 0
. Xype— X
~ iy ( B a2f<Xy+z+T,Xy)dx) Rute =R g,

T—1 0

= / ( Do f (Xytarr, Xy) dw) d=Xy
0 —T

provided that previous forward integral exists.

We evaluate now the integrals involving the second order derivative of F, i.e.

1

T
5 DPPOG0). XTI (6.9q E11]

F11
We remind that D?F(n) takes values in x := Diag ® D_, @ L? ® L? ®, D—r ® D_, _,. The term (

V123
splits into a sum of four terms. Since by Proposition ﬁlg item 2), X () has zero D_, ®p, L? and L?> ®), D_,-
quadratic variation, the only non vanishing integrals are the two terms I5; and Is2 given respectively by
. . . . . o, . V123 . F11
the D_, _; and the Diag-quadratic variation. Again by Proposition E!g item 3), expression (@%—lﬁcomes

I>1 + Is9 where

1 T—1 0
b=y [ [ B (X X)) dzdlx]), and
0 -7

1 T —
B = 3 [ 01aglGU0) . dXC) )i
and G(t) = g(t,z)d,(dz)dy, with g(t,z) = 03, f (Xt+4s, Xt—r). Since 87, f is a continuous function, Propo-
5GT6
sition can be applied and we get

1 /0 T
Iy = 5/ (/ 1 f (Xera Xe—r) [X]dt+z> dz .

In conclusion we obtain

0 T (y+7)AT
f (Xert; th'r) dx = Tf(Ov 0) +/ </ alf (vath'r) dt) diXy
0 y

-7

T—1 0 3 1 T—1 0
+/O ( 02 f (Xysatr, Xy) dm) d- Xy, + 5/0 (/ a%?f (Xytztrs Xy) dz) d[X]y

—T

0 T
+ l/ ( a%1f(Xt+m,Xt~r) [X]dtJr:n) dr .

2 —T —x

This leads to the following result.
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Proposition 6.3. Let X be a finite quadratic variation process such that Xq = 0. Let f : R2 —s R be a
function of class C2.

—T

0 T (y+7)AT
f (Xert; th'r) dx = Tf(Ov 0) +/ (/ alf (vath‘r) dt) diXy
0 y

T—1 0 3 1 T—1 0
+/O ( Oaf (Xy-l-z-i-TaXy) dm) d- Xy, + 5/0 ( a%?f (Xy+z+TaXy) dz) d[X]y

—T —r

1 [0 T
+ 5/ a%1f(Xt+m,Xt~r) [X]dtJr:n dx

-7 —x

provided that at least one of the two forward integrals above exists.

Corollary 6.4. Let X be an (F;)-semimartingale and g : R? — R of class C*!(R x R). Then the forward
integral fOT_T (IET 9 (Xytriz, Xy) dm) d~ X, exists and it can be explicitly given.

B
Proof. We set f(z,y) = foy g(x,z)dz. The first forward integral in Proposition Eli exists and it is an It6
B
integral. We apply finally Proposition [5.3. O

Corollary 6.5. Let X = W be a classical Wiener process, f € C?(R?). We have the following identity.

0

—T

T (y+7)AT
FWoers Wi do = 7 £(0.0) + [ ( [ arwwin dt) aw,
Yy

T—1 0 T—1 0
+ / ( an (Werer'r, Wy) d1'> 5Wy + / < 8§1f (WtJr'rJrz; Wt) dZ) dt
0 0

-7 -7

1 T—1 0 ) 1 0 T )
s [ ([ ot ovmas)aye g [ [ ot v wen @) i
0

-7 -7 -

[rem D|Remark 6.6. If Y € D12 (L%([0,77])), DY represents the Malliavin derivative and fot Y,6Ys, t € 0,77, is
the Skorohod integral. The reader may consult for instance Ea afg; more details about Malliavin calculus.

We recall that, by @] and w
t t
Y.d~ W, :/ Y, 0Ws + (Tr~ DY) (¢ 6.10 34T
| [ aw.+ (rpr) 0 (610]eq 521

where

t s+e
DY,
(ITr~DY) (t) = lim < —dr> ds
e—0 0 s €

in L2(9).

D
Proof of Corollary @.—\Ne need to prove that

T—7 0
/ ( Oa f (Werach'rv Wy) d:L'> diWy
0

-7
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equals
T—7 0 T—71 0
/ ( Oof Wytatr, Wy) dz) oWy +/ ( 5. f (Wt+r+Z7Wt)dZ) dt .
0 0

—T —r

B D
It follows from Proposition @%Tnd previous Remark @TNith

0
Y, = an (Ws-l-‘r—i-z; Ws) dz .

—T

In fact, for r > s, D,Y, = fTO_s_T 02, f Wyirin, W) dz and so

t t 0
(Tr~ DY) (t) :13?51/0 D,Y, ds:/o < 8§1f(WS+T+Z,WS)dz> ds . (6.11) eq 34R |

-7

4R T
Combining (@Twith (ﬁfor t =T — 7 the result is now established. O

Remark 6.7. Let X be a Gaussian centered process with covariance R(s,t) = E[X;X}] such that 32—5
is a signed finite measure p. X has therefore a covariance measure structure according to }f@] We recall
that in this case X is a finite quadratic variation process and [X]; = pu(D;) with D, = {(s, s)|s € [0,1]}.

With some slight technical assumptions, the following relation holds:

t t
Y.d~ X, :/ Y6 X, + D, Ydu(r, s) . (6.12)] eq ERE

B
This allows to show the existence of both the forward integrals in the statement of Proposition Eli using

-

A Appendix: Proofs of some technical results

app proof

Sketch of the proof of the Proposition ﬁ?_}}let V (resp. Y) be an H-valued bounded variation (resp. con-
tinuous) process. Proceeding as for real valued processes, see for instance @]O,_Proposition 1.7)b), one can
show that V and Y has a zero real covariation. A semilocally summable process is the sum of a locally
summable process and a bounded variation process. Therefore, without restriction of generality, we can
suppose that X is locally summable with respect to the tensor products. By localization we can suppose

that X is summable with respect to the tensor products and bounded. Let s > 0 and consider the following

identity

XE —X& = X, ® (Kape — Xa) + (Kope — Xo) @ X, + (Xoye — X,) @2 . (A.1)[ed45]

S

Dividing (ﬁ) by e and integrating from 0 to ¢ in the Bochner sense we obtain

K Xs E_Xs ®2
IO(taG)=I1(t,6)+12(t,e)+/ %
0

ds (A.2)
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where

tX® . - x&’
Io(t,e):/ Tste TS (s,
0

€

th Xs E*Xs
Il(t,e):/ 2 : )ds
0

’ Xs €_XS Xs
Ig(t,e):/ (Kot )@ ds.
0

€

)

Let ¢t € [0, T]. Obviously we get
: — x®® _ ¢®°
lg% Io(t, 6) = Xt XO .

By an elementary Fubini argument we can show that

t 1 u
Ii(t,€) :/ <E/ Xsds> ® dX, .
0 u—e

Since %f;_f Xsds — X, for every u € [0,T] and w € Q and X being bounded, Theorem 1 in section 12.
A of E allows to show that Li(te) — fot X ® dX; in probability. Similarly one shows that I1(t,e) —

fot dXs ® Xs. In conclusion X admits a tensor quadratic variation which equals
) t t
X® —/ Xs®dXS—/ dXs ® X, .
0 0
O

Sketch of the proof of Proposition ﬁl.u_]l?et H be the Hilbert space values of X. Let V (resp. Y) be an
H-valued bounded variation (resp. continuous) process. Without restriction of generality we can suppose
that X is an (F;)-local martingale. After localization one can suppose that X is an (F;)-square integrable
martingale. Proceeding similarly as for the proof of Proposition ﬁl,‘%slmg Remark 14.b) of Chapter 6.23

of H ,Clufvis 1possible to show that
1/t , , t
o | e = RolBrds — 13l =2 [ %,
P1
The analogous of the bilinear forms considered in Proposition Il Ig proof will be the H inner product. O

PR
Before writing the proof of Proposition ﬁ%e need a technical lemma. In the sequel the indices x and
x* in the duality, will often be omitted.

[lem IMPR|Lemma A.1. Let ¢ € [0,T]. There is a subsequence of (ny) still denoted by the same symbol and a null
subset NV of €2 such that

F™ (w0, 8)(¢) — ko0 Fw, 8)(9) (A.3)

for every ¢ € x and w ¢ N.
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IMPR . . . . . .
Proof of Lemma ﬁ._ﬂet S be a dense countable subset of x. By a diagonalization principle for extracting

subsequences, there is a subsequence (ng), a null subset N of Q such that for all w ¢ ,

o 1 L
exists for any ¢ € S, w ¢ N and Vt € [0,T].
By construction, for every ¢t € [0,7], ¢ € S

Let t € [0,T] be fixed. Since ¢ € S countable, a slight modification of the null set N, yields that for every
wé N,

F(w,t)(¢) = Fuo(w,1)(¢) Vo E€S.

P1

At this point (ﬁ)_becomes
F — lim F™ A PP2

(w,8)(9) = Tim F"*(w,1)(¢) (A.5)[eq PP2]
for every w ¢ N, ¢ € S.

P2

It remains to show that (ﬁ)@tﬂl holds for ¢ € x. Therefore we fix ¢ € x, w ¢ N. Let € >0 and ¢ € S
such that ||¢ — ¢c|lx < e. We can write

Fw,0)() = P (@,0)(9)| < |[Flw,t)(¢ = ¢.)

<[[F.n| o= ol +sup]

| P, 0)60) = F™ @,5)(80)| + |F™* (@,6)(0c — 0)] <

Frrw, )| 116 = ol

06 - F (w000

. . . . . . P2 .
Taking the limsup,_,, ., in previous expression and using (ﬁﬁlelds

lim sup Fv(w,t)(qb)—ﬁ”’“(w,t)(qb)‘ < Hﬁ(w,t) e—l—supHﬁ"’“(w,-)’ €.
k—+00 x* k Var[0,T)
Since € > 0 is arbitrary, the result follows. o

PR
Proof of Proposition %Let t € [0, 7] be fixed. We denote

I(n)(w) ;:/O <H(w,s),dﬁ"(w,s)>—/0 (H(w,s),dF(w,s))

Let 6 > 0 and a subdivision of [0, ] given by 0 =ty < t1 < -+ < ¢, = ¢t whose mesh is smaller than §. Let

(nk) be a sequence diverging to infinity. We need to exhibit a subsequence (ny;) such that

I(ng,)(w) — 0 a.s. (A.6) L1]
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IMPR
Lemma %J il implies the existence of a null set NV, a subsequence (ng;) such that

]ﬁ"w (w, t1)(0) — ﬁ(w,tl)(qﬁ)’ ———0  Véex andforevery I€{0,....m}.  (AT7)eq PP3]

Jj—>+o0

Let w ¢ N. We have

100 Z( [ s, >>—<H<w,s>,dﬁ<w,s>>> <
Z /tl H(w,ti_l)+H(w,ti_1),dﬁ”’“j(w,s))+

7/; (H(w, ) — H(w,t; 1)+ H(w, t; 1), dE(w, s))| <

< (g ) (W) + Lo (ng, ) (w) + I3 (nag ) (@)

L) (w) = /t (H(w,s) = H(w, ti-1), dF™ (w, 5))

< DH () (0) sup | F™5 (w)|lvar(o,r)
i=1 i— J

S wH(w,‘)((S) ||ﬁ(w)||Var[O,T]

B )w) = 30| [ (H(9) = Hlortios), dFw.5)

i) = S| [ (o tica), dF™ 0,5) = Pl s>>>‘ =

:Z (H(w, tim1), F™5 (w,t;) — F(w, ;) — F™ (w,ti21) + F(w, t-1))| <

|[F"™5 (H (w, ti-1))(w, ti) — F(H (w, ti-1))(w, )|+

S 1™ (H e, 1))@ t1) — G 1) ti1)]

The notation wp(y,,.) indicates the modulus of continuity for H and it is a random variable; in fact it
depends on w in the sense that

@H(w,)(0) = sup [[H(w,s) - H(w, )

[s—t|<é

P3

By (ﬁf&pplied to ¢ = H(w,t;—1) we obtain
lim sup |I(ng,)(w)| < (Suplﬁ”’“j (@ llvaro.r) + Hﬁ(w)'Var[O,T]) WH(w,) () - (A.8)

j—o0 J
Since § > 0 is arbitrary and H is uniformly continuous on [0, ¢] so that wg(,,,.)(6) — 0 a.s. for § — 0, then
limsup;_, . [I(ng,)(-)| = 0 as..

PR

This concludes (@) and the proof of Proposition ﬁL O
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) CPUCP
Proof of Theorem @& Supposing iv’), Lemma ﬁ i! implies that F"(¢) — F(¢) ucp for every ¢ € S,
since for every ¢ € S, F(¢) is an increasing process, so iv) is established. We only show the result
considering iv).

a) We recall that €([0,7]) is an F-space. Let ¢ € x. Clearly (F"(¢)(-,t)), and (F"(-,t)(qﬁ))t are

indistinguishable processes and so (1:“ " (P)(-, t)) is a continuous process. So it follows
t

IF" (@)l = sup [F™(@)(t)] = sup |F"(-,1)(¢)] <
t€[0,7] (0,77
< sup Hﬁm(vwl

t€[0,T]

. 19l < sup IE™ [V arqo l1llx < o0

a.s. by the hypothesis. By Remark @;ZR.E and 3. it follows that the set {F™(¢)} is a bounded
subset of the F-space €([0,T]) for every fixed ¢ € .

We can apply the Banach-Steinhaus Theorem II.1.18, pag. 55 in }@] and point iv), which imply
the existence of F : x — €([0,7T]) linear and continuous such that F™(¢) — F(¢) ucp for every
¢ € x. So a) is established in both situations 1) and 2).

b) It remains to show the rest in situation 1), i.e. when x is separable.

b.1) We first prove the existence of a suitable version ' of F' such that F(w,-) : [0,7] — x* is weakly
star continuous w a.s.
Since x is separable, we consider a dense countable subset D C x. Point a) implies that for a
fixed ¢ € D there is a subsequence (ny) such that F™(¢)(w,-) oo, F(¢)(w,-) a.s. Since D is

countable there is a null set N and a further subsequence still denoted by (nx) such that

Fre(w,)(8) 2T F(9)w.)  VoeD Vu g N . (A.9)[oq THAC]

For w ¢ N, we set F(w,t)(¢) = F(¢)(w,t) ¥V ¢ € S, t € [0,T]. By a slight abuse of notation the

sequence F™ can be seen as applications
Fnk (wa ) X C([OvT])
which are linear continuous maps verifying the following.

o F(w, )(¢) — F(w,-)(¢) in C([0,T]) for all ¢ € D, because of e

e For every ¢ € x, we have

supsup [F™ (w, 1)(¢)] < supsup sup |[F™(w,6)(0)] ¢l < supsup [E7(w, )| 6]
k t<T k t<T ||¢|lx<1 k t<T

IN

Supb IE™ (w, Ml varo.rpllllx < +o0.
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Banach-Steinhaus thereom implies the existence of a linear random continuous map

F(w,): x — C(]0,T))

extending previous map F(w, -) from D to x with values on C([0, T]). Moreover

cqo.1m) £

F™ (w,)(¢) Fw,")(¢) Voex, YwgN

and for every w ¢ N the application
F(w,):[0,T] — x* t F(w,t)

is weakly star continuous. F is measurable from € x [0,T] to x* being limit of measurable processes.

b.2) We prove now that the x*-valued process F has bounded variation.
Let w ¢ N fixed again. Let (t;), be a subdivision of [0,7] and let ¢ € x. Since the functions

Flotis s (Bltin) = F(1) (0)  F™tsig— (F™ (i) = F(1)) (9)

belong to x*, Banach-Steinhaus theorem says

sup |(F(tis) = F(t:)) (9)] = | 71"

« <lim inf |[[F™totir| . =
lgll<1 koo

= lim inf sup }(13‘"’c (tig1) — F™* (tl)) (qﬁ)‘ .

k=00 ) <1

Taking the sum over ¢ = 0,...,(M — 1) we get

Ail ”Z‘ﬁgl ‘ (F(tiJrl) - F(tz)) (¢)‘ < Ail lim klilcij ”21”151 ‘ (F"k (tig1) — F™ (tz)) ((;5)’ <
i=0 el ;

<su su ‘ : T (¢ }Ssu Fefy, ,
pz; e (P ) = P (1)) ) 1p (|7 [[var(o.)

where the second inequality is justified by the relation liminf a} + liminf b} < sup(a] + b}).

Taking the sup over all subdivision (¢;)*, we obtain
1El[var o)) < sup IE™ |y ar(o.17) < +00 -

This shows finally the fact that F(w,-) : [0,7] — x* has bounded variation.
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