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Abstract. We propose in this paper a method for behavior modeling andrafal events detection which uses low-
level features. In conventional object-based approadiigects are identified, classified, and tracked to locatseho
with suspicious behavior. We proceed directly with everdrebterization and behavior modeling using low-level
features. We first learn statistics about co-occurring &viena spatio-temporal volume in order to build the normal
behavior model, called th€o-Occurrence Matrix The notion of co-occurring events is defined usihgtual Infor-
mationbetween motion labels sequences. Then, in the second ghas®m-occurrence matrix is used as a potential
function in aMarkov Random Fieldramework to describe, as the video streams in, the prababflobserving new
volumes of activity. The co-occurrence matrix is thus usedibtecting moving objects whose behavidfetis from
the ones observed during the training phase. InterestitiggyMarkov Random Field distribution implicitly accounts
for speed, direction, as well as the average size of the wbyeithout any higher-level intervention. Furthermore,
when the spatio-temporal volume igBciently large, the co-occurrence distribution contairesalierage normal path
followed by moving objects. Our method has been tested dowsindoor and outdoor videos representing various
challenges.

1. Introduction

In this paper, we present a low-level location-based amprdar activity analysis and abnormal detection. In
several traditional approaches (e.g. Hu et al., 2004), ngpebjects are first detected, analyzed and then tracked.
Subsequently, behavior models are built based on objasttsr@nd non-conformant ones are deemed abnormal. The
main problem with this approach is that in case of complexrenments, object extraction and tracking are performed
directly onclutteredraw video or motion labels. We propose performing activitalgsis and abnormal behavior
detection first, followed possibly by object extraction aratking. If the abnormal activity is reliably identifiedhen
object extraction and tracking focus ogegion of interes{ROI) and thus is relatively straightforward. A question
arises: How to reliably identify abnormalities from a raw video?

Some approaches have been proposed to perform such lovalea@mality detection (Adam et al., 2008; Jodoin
et al., 2008). Nevertheless, we point out that these metpantess each pixel independently and thus ignore spatial
correlation across space and time. These correlations otanty be important in improving false alarms and misses
but also in detecting abnormality of event sequences, ssialparson in the act of dropping a baggage or a car making
an illegal u-turn, etc. In our method, we account for thesmados through spatio-temporal models. Although this
model is simple, it nonetheless produces interesting tesul

2. Previouswork

Video analytics can be divided into two broad families of mggezhes namelghapgpattern-recognition-based
methodsand themachine-learning-based methodkhe shapgattern recognition approaches are typically those for
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which the type of activity or object is knowan priori. Examples of such methods include facial recognition sgste
(Zhao et al., 2003; Hu et al., 2009), restricted-area acdetsction (Konrad, 2005), car counting (Friedman and
Russell, 1997), detection of people carrying cases (Hajiteet al., 2000), abandoned objects detection (Smith,et al
2006; Lim et al., 2006), action recognition (Ahmad and Le&)®), plate recognition, group detection, etc. These
methods clearly focus on finding good matches between ahjeetvideo and known templates stored in a database.

By their nature, shape recognition methods require a listopdcts or behavior patterns that are anomalous. Un-
fortunately, this is not always possible, especially whespgcious activities cannot be knowarpriori. An alternative
approach advocated in recent years is based on learninmatibbehavior from a video sequence exhibiting regular
activity and then flag moving objects whose behavior desiftem normal behavior. In these methods, a learning
phase serves as a behavior summarization step which is sleeinta discriminate between normal and abnormal pat-
terns. As discussed inftierent review papers (Chen et al., 2005; Buxton, 2003; Hu g2@04), many such methods
implement a general pipeline-based framework; movingaibjare first detected in a motion detection step, then they
are classified and tracked over a certain number of framefiraally, the resulting paths are used to distinguish “nor-
mal” objects from “abnormal” ones (Junejo et al., 2004; 8&nand Grimson, 2000; Hu et al., 2006; Saleemi et al.,
2009; Xiaogang et al., 2008). Although track-based methmi® proven successful infirent applications, they
nevertheless ster from fundamental limitations. First, implementing syspeline methods can result in a fragile
architecture which may $ier from a domino ffect as an error can propagate to the subsequent processiyas.st
Secondly, tracking multiple objects at the same time is derypanding and is hardlyffecient in crowded areas where
objects merge or are partially occluded. Thirdly, trackimgfficient mostly with rigid moving bodies such as cars,
trains, or pedestrians, and is not well suited to deal witsturctured motion such as waves on the water or tree
shaking due to wind gusts.

To address these limitations, some authors have recemhpped learning methods based on characteristics other
than motion paths. One such method is Pruteanu-MaliniciGarth (2008) 's approach which extracts features from
each entire frames. The time-evolving properties of theatufes are thus modeled via an Infinite Hidden Markov
Model (IHMM). Then, Boiman and Irani (2007) ’'s approach rigdhsiobserved sequences with small clips of videos
taken from a database and exhibiting normal behaviors.isrctise, abnormal activities are located whenever pieces
of video cannot be rebuilt. While this method is mostly cddaised, Adam et al. (2008) propose an optical-flow-based
solution where pixel by pixel statistical distribution obtion vectors is learnt. Here suspicious activity is idiedi
by detecting abnormal deviations from normal motion vextdodoin et al. (2008) propose a pixel-by-pixel approach
to learn patterns of activity. With their method, abnorrtiedi are detected through a so called behavior subtraction
procedure which amounts to flagging unusually high amouastivity at each pixel. Unfortunately, both methods,
(Adam et al., 2008; Jodoin et al., 2008) are only temporadhysgtive and do not account for spatial abnormalities.

The main focus of this paper is to propose a simple low-levethwd for learning patterns of activity. As opposed
to path-based approaches, we do not rely on tracking or amyestecognition procedure. The model accounts for
spatial and temporal co-occurrences of activity and is sblmnoisy motion label fields. Although the notion of co-
occurrence of activity is not new, the notion of co-occuceeim previous work is accounted at a much higher level of
abstraction (Xiang and Gong, 2006; Wang et al., 2009) or éetvirajectories observed across a network of cameras
(Wang et al., 2010).

3. Context, Overview and Notation

3.1. Context

Although many video analytics methods use motion labelg onkarly stages of processing (mainly to locate
moving objects) we argue that they carry fundamental in&diom on the content of the scene and thus, can be used
to perform high-level tasks. Motivated by this perspecgts@me authors have already shown that low-level motion
labels can be used to summarize videos (Pritch et al., 268&)gnize human movements (Bobick and Davis, 2001)
and detect abnormalities (Jodoin et al., 2008).

In general, motion labels sequences provide valuablernmditon for characterizing “usual behavior” observed at
each pixel. For instance, consider patterns associatédraridom activity (shaking tree), regular activity (highwa
traffic), bursty activity (due to tfeic light), or simply inactivity. All of these scenarios areathcterized by patterns of
motion labels sequences at the pixel-level (or in genecation). Consequently, abnormal behavior can be detected
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Figure 1: Binary signature for three pixels, two being hygtbrrelated (A and B).

using low-level features whenever the observed patternlikaly under the normal activity model. In these cases,
object identification and tracking can be circumvented fetedting abnormal behavior. As shown by Ermis et al.
(2010), activity based on motion labels is particularly ivgelited for modeling behavior since it exhibits invarianc
to geometry under general conditions.

However, the pure pixel-by-pixel approach is iffezient in applications where abnormality is manifestedigfigt
as, for instance, cars running againsfiicaflow, cars making illegal u-turns, etc. Consequently, wedne strategy for
incorporating spatial patterns in addition to the tempgpgtterns of motion labels sequences. The shortcomings of
characterizing purely temporal behavior is further deg@éh Fig. 1, which shows two pixels with identical signagire
(except for a time-shift arising from cars going from righieft). NormalAbnormal behavior arising from the pattern
of activity between the two pixels cannot obviously be cagdithrough a purely pixel-by-pixel analysis. For instance
a burst of activity occurring at pixél before pixelB would mean that a car now runs from left to right.

3.2. Overview and Notation

The reader can follow the upcoming exposition through FigLet Iz, be the luminance (or color) of a video
sequence sampled on a 2-D lattice of 9@ex Ry at discrete time, i.e., X € Qu x Ry ¢ R?, k € Z*. To simplify
notation, we useto denote the pixel locatioR at timet. X is a motion label field wher¥s € {0, 1} specifies if a site
s has an “inactive” or “active” state. Motion labels are ohtad through a background subtraction procedure which
subtracts and then thresholds a background ing® each framdy, (Benezeth et al., 2010). We also define the
motion labels sequence centeredat (X t) as being%s = [Xxt—ys - - - » Xzt4y] Where 2 + 1 is the length of the vector
Xs. In short,Xs is a one-dimensional binary sequence at piahd timet as shown in Fig.1. A contiguous sequence
of ones denotes a busy period and is associated with a padgject while a sequence of zeros corresponds to an
idle period of activity. The entire spatio-temporal seqeeenan be alternatively defined over a 3D latiRef size
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Figure 2: 3D latticeS with spatio-temporal neighborhoo¥s.

Qo x Ry x Tp with s € S being a point in the spatio-temporal spalgheing the corresponding luminance (or color)
and X the corresponding motion label.

Now lets consider for each pix&lat timet, a spatio-temporal neighborhood centeredsen (X, t). This neigh-
borhood is a 3D latticéMs ¢ S with sizeQxRx T, Q < Qq, R < Qg andT << Ty, centered ors € S. Let us also
consider a location = (Y, 7) € Ms in the spatio-temporal neighborhood ®£ (X, t). The spatial neighborhood of a
pixel X is the set of all pixel§ such thats = (X, t) andr = (y, 7) are both inMs for all t.

As we mentioned previously, whenever a moving object passisnt of X at timet, it leaves a spatio-temporal
trace as some sites= (Y, 1) € Ms co-occur withs = (X, t). Interestingly, several moving objects exhibiting regul
behavior (think of cars on a highway going in the same diomjtieave, after a while, similar traces in the neighbor-
hood M. Interestingly, the co-occurrence of two spatio-tempoeadihborss andr is not only due to the position and
orientation of the camera in the scene, but also due to thgeshelocity and direction of the moving objects passing
in front of a given spatial locatioR. In this context, the goal of the co-occurrence matrix isstineate how frequently
a siter co-occurs withs given a training video sequence exhibiting normal activity

Let us now define the notion of co-occurrence. A site Mg co-occurs withs whenever their corresponding
motion vectorXs and X, exhibit a similar signature. The similarity between motittors ats andr is expressed
using the mutual information defined as:

Py ¢ (m,n)
im(%s, %) = ). (L)
st : me%;l} ne%;l] PXJ[ (mn)-log Pis(m)er(n) (1)

whereXs(i) = mandX, (i) = n, mandn € {0,1},i = [t—7n,...,t + 7], Py.x (m n) is the joint probability of discrete
variablesXs andX; andPy, (m) andPy, (n) are the marginal probabilities.

The mutual information is a useful tool for determining wiesttwo motion labels sequences contain the same
activity. For example, a temporal sequence of motion lab@téaining random values due to noise or false detections
(caused, say, by an unstable background) will have a low ahirtformation with almost any other sequence. On the
other hand, two sequences containing the trace left by the saoving object will have a large mutual information. In
this way, the mutual information criteria minimizes the urgfhce of spurious false detections and noisy environments.



4. Our Method

In this section, we present how, for a given sita co-occurrence matrix and its associated statisticakiruzoth be
estimated from a training video sequence. Our statisticalehis a Markov-Random Field (MRF) model that accounts
for the likelihood of the co-occurrences. Since we accoonhbrmal scenarios in which objects follow typical paths,
these paths manifest themselves as spatio-temporal dapeiad across pixels as shown in Eq. 1. Our location-based
approach for modeling normality uses a joint distributidrpixel-level activity modeled via a probabilistic model.
To our knowledge, an MRF model is the simplest such modelabebunts for correlation in space and time of pixel
activity. We later present how abnormal events can be deteantd how low-level connected graphs can be used to
follow relevant moving objects.

4.1. Training Phase

Nominal Model. Let Os denote a motion label volume in the spatial-neighborhoddazttions, i.e. Os = (X; : r € My).
We are interested in modeling the likelihood of the normaleskationsi.e., Py(Os). We do this using an MRF model
parameterized through co-occurrences:

Pn(Os) = %exp( > auvsin(iu,iv)] 2)

u,ve Ms

wheresim(X,, X,) is the mutual information between motion labels vectdrandX, (as defined in Eq. 1), is the
co-occurrence potential between sitendv determined in a learning phase as it will shortly be desdriffer the
remainder of the papes,,, will be refereed to as the co-occurrence matrik)s the usual partition function, which is
a normalization constant to ensure that the right hand sides$o one.

Learning the Co-Occurrence MatrixAs mentioned previously, the co-occurrence mawgjxaccounts for how many
times sitess andv co-occur during the training phase. Two sites are said toamr whenever their motion signature
X, andX, exhibit a similar profile. In this paper, we measure the @nty between two sites based on their mutual
information.

The co-occurrence matrix,, of two spatio-temporal locations, v € Mg can be empirically computed as follows:

To-T/2
ﬂUV 5

Quy = Sin‘()zu’ )zv) (3)

To-T t=T/2

whereTy is the total number of frames in the training video sequencdgg, is a constant that can depend on distance
between the locationsandv (in this paper we assunfg, = 1). Note that by definitiong,, does not depend on the
time indext. Therefore,

Q= Ay ) (ot 12) = A1), 5or72)- 4)

A Specific Case for Co-Occurrenc8enezeth et al. (2009) show that the co-occurrence betweersitess and

r can be determined by considering motion labels vakigand X; instead of the motion labels sequeneé,&and

X;. In this way, two sites co-occur whenev¥t = X, = 1. In this casey,, can be easily computed. However,
this formulation is sensitive to noise and spurious falssitp@s caused by unstable background. As can be seen
in Fig. 11, accounting for plain co-occurrence between amotabels (third row) generates a large number of false
positives and poor detection of true moving objects. Théadl/ shows how mutual information allows fessential
co-occurrenced.e co-occurrences caused only by real moving objects.



Complexity Issueg- Conditional IndependenceThe main issue is the cost of computation of all of the edge po-
tentials, since they are combinatorially many. In our pcatimplementations, we typically only consider a sparse
number of well-separated locations for testing abnoriealit In many of our applications, abnormalities are typi-
cally associated with patterns of abnormal activity as ggpao inactivity. Motivated by this perspective, we make
the following simplifying assumption: for any spatio-teanpl neighborhoodMs centered around = (X t), the
co-occurrences are conditionally independent giXelis active (namelyXs = 1). It will become clear why this as-
sumption is not meaningful whexy = 0. In other words, giveiXs the values realized at the spatio-temporal locations
Xy andX, are statistically independent. Alternatively, one maykhf this assumption as an instantiation of a naive
Bayes perspective, namely, we assume that the pairwiseagrences in the spatial neighborhood of a locatiare

all independent. Practically, this assumption implies amust have,

aw=0 U£S V%S (5)

In practice we have found this assumption does not seveeglsade performance in our applications. Note that from
a pure implementation perspective, the co-occurrencexijaty,] is a 3D array with each component accounting for
the number of times each siteco-occur withv while translatingMs.

4.2. Observation Phase

Abnormal Model. It is generally dificult to describe an abnormality model except to say thatabality is anything
that does not look normal. However, from a classificatiorspective it becomes necessary to make some implicit
assumptions about abnormality. Several researchersdithphssume that abnormal observations are uniformly dis-
tributed in the feature space Polonik (1997). Our assumgiahat abnormal observations are independent and
identically distributed across theffirent pixels. This assumption amounts to a multinomialitistion. For sim-
plicity, let Ng = | M| be the total number of spatio-temporal locations Aiadhe total number of co-occurring pixels,
ie.,

Ni= > (X, Xy) (6)
ueMs
with 2.3
1 if sim(Xy, Xe) > T
f(X X9 = { 0 whereas @
then, the probability distribution of observations under abnormal distribution is given by,
p\"
PAOS) = pi(1— pyot = (ﬁ) (- pe ®)

where,p is the probability thaff (X,, Xs) = 1

Abnormality Detection.Consider now a test video sequeridefined on a 3D lattice of sizZ@y x Ry X Ties, @ Spatio-
temporal neighborhoods with s = (X t) in the test video, and its corresponding motion-label ola&@®nsOs. The
goal now is to detect every time instané [0, Ties] for which the observation®s has a low probability under the
nominal distribution in comparison to likelihood of abnatity. It is well-known that the likelihood ratio test (LRT)
is the optimal test for deciding between the two hypothesisninal vs. abnormal. The likelihood rati¢Os) is the
ratio of the probability of observations under nominal abd@mal hypothesis, from Eq. (2), (5) and (8), it follows:

_ Pn(Os)
109 = B,09 9)
2(1—1 oo &XP D, asrsim(Xs, X) - '09—(2 f(X:. X))

reMs rE/\/(s

where, as beford\y is the number of spatio-temporal locations ahid a normalization constant.
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The likelihood ratio test is to decide between nominal amibatmal hypothesis based on a global threshold

nominal

(09 =exp| D assimXs, X) -7 > f(X.X)| 2z 7 (10)

reMs reMs abnormal

wherer = log(p/1- p). Here we have absorb&lp™° into 7. A related test obtained by choosing 1 above reduces
to a test for positivity or negativity of the argument of thgenential function. This reduces to the following simple
test:

. nominal
ZreMs(lsrsm'(Xr’XS) > 1 (11)

ZreMs f()zf’ >zS) abnormal

4.3. Dealing with multiple moving objects

The test of Eq. (11) allows one to determine which obseraadigis normal and which one is not according to the
co-occurrence matrixg, learned during the training phase. However, for any la¥ge more than one object may
leave a trace i©s. Indeed, consider for example, a broken down car on a highwitiiyparallel trdfic. In this case, if
My is large enough, both the abandoned car and the moving anesddrac®s although only the broken down car
is clearly of interest. One simple anffieient way of identifying only the moving objects which arsasiated with
pixel Xis by selecting every site e Ms which not only co-occurs with site but also are connected &(there is a
connected graph of 1s which goes frono sin Og). This idea can be used for instance for tracking a persoppiing
a baggage (once a baggage drop has been identified as abnormal

Another issue is what happens once an abnormality has betarel To see this, consider the previous example
of a car passing close to an abandoned car once the abandamiealscbeen declared as abnormal. With our algo-
rithm their respective spatio-temporal traces will be tlg#o just one connected graph. Thus, the probability of
the observed spatio-temporal trace will be modified by thendbned car and every passing object can be declared
abnormal. A simple way out of this situation is to computekalihood ratio test conditioned on observations gener-
ating the previous abnormality. If the traGg_, has been declared as abnormal, one could compute the rdtie of
intersection and union of past and current observati@gg ( andOg;). Our ratio amounts to:

o= Yrem(Oxi(r) A Ogioa(r))
~ Yrem(Oxe(r) Vv Ogea(r))

Thresholdinge provides a test for whether the observed spatio-tempaaétis composed of the union of the
previous abnormal detection plus a new observation or jusipalate 0fOx;_;. If € < y, wherey is some threshold,
we can then conduct a LRT on the innovat'@!gt = Ogt — Ogi-1, whereO;m represents the spatio-temporal trace of
just the new observation. This LRT is precisely the LRT ctinded on the previously detected abnormal trace. In
this way, one can ignore non-abnormal events once an abtitrisaletected and update new abnormalities as they
arise.

This is illustrated in the example presented in figure 6, whemman is passing in front of the abandoned luggage
previously detected as abnormal, we compute the LRT of tagcsgemporal trace left by the walking man without

the trace left by the bag.

(12)

5. Experimental results

We present in this section some results obtained on vari@eor and outdoor sequences representifigreint
challenges. For each sequence, a co-occurrence matrixeofagiging between 13070x 300 and 210« 210x 150
have been used. The size of the co-occurrence matrix is olsosthat a typical normal activity is entirely included in
the volume. The reader shall note that since the matrix’ stiag fix for the entire process, it has to be fixed only once
while setting up the system. The number of frariegsed to estimatBy (Eq. 2) varies between 2000 and 7008.(
from 1 and 4 minutes of video) depending on the sequence.



Note that results are presented in Fig. 4, 6, 8, 10 and 11. féengnoving objects are ones classified as being
normal and the red moving objects are those classified ag labimormal, i.e., whose trace is significantlyfelient
from the co-occurrence matrix Eq. (11).

The first example (see Fig. 4) shows normafitceand a car making an illegal u-turns. In Fig. 3(a), a co-amnge
matrix associated with a normal ffi@ flow is presented. As shown in Fig. 3(c), the trace left byuttern significantly
differs from the usual tfAc flow illustrated in the Fig. 3(b). Cars following the regufsath are tagged in green and
cars making an illegal u-turn are tagged in red.

(@) (b) (©

Figure 3: (a) Co-occurrence matrix of a regularficaflow (b) one car moving along the regular path (c) the tradeblefa car making an illegal
u-turn.

Figure 4: Example video in which cars following the regulafiic flow are tagged in green while the car making an illegal u-have been picked
up by our algorithm and tagged in red.

The second example shows a person dropping a baggage ardbalvanit. In this video, pedestrians usually
walk from left to right and from right to left, hence the X skeapf the co-occurrence matrix (see Fig. 5(a)). When the
person drops the bag, the abandoned package leaves atstiaiyiated line which diiers from the co-occurrence
matrix and thus causes this situation to be suspicious (ge&®B) and Fig. 6). Interestingly, following the process
described in section 4.3, all pedestrians walking acras$®¥#g are not recognized as being suspicious (see the green
pedestrian and the red bag in Fig. 6). Note that the connegtgth processing presented in Section 4.3 allows our
method to track suspicious moving objects, even after tBpisious event occurred. This is shown for the person
dropping the bag (Fig. 6) as well as for the car making anallegturn (Fig 4).

The next two examples concern the detection of abandongades in indoor places (a train station and a corri-
dor). In figures 7(a) and 9(a), we present the regular agtimitdel obtained from a training sequence. In both cases,
we the co-occurrence matrix has two principal modes of ggffthe X-shape). The trace left by a pedestrian crossing

8
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Figure 5: (a) co-occurrence matrix of pedestrians walkiogifiteft to right and from right to left and (b) the trace left &yperson dropping a bag.

Figure 6: Example video in which people walking are tagged-@eg while the person dropping a bag is tagged in red.

the scene are shown in Fig.7(b) and 9(b) while the trace et person dropping a bag are shown in Fig.7(c) and
9(c). The diference between normal and abnormal traces being obviausbdndoned bag has been identified as
suspicious. Thumbnails of these two examples are presenfignires 8 and 10.

The fifth example, in Fig. 11, shows how our method deals wdikynenvironments. The third row presents results
obtained considering co-occurrences with motion labe&n@eth et al., 2009) while the fourth row presents results
obtained considering motion labels vectors and mutuakinéion. Clearly, the use of mutual information reduces
the sensitivity to noise as the boat is clearly detected.spagio-temporal trace left by the boat is shown in Fig. 12.

Unfortunately, few abnormality-detection papers quatitiely evaluate the strengths and the weaknesses of their
method with videos compatible with our method. For exambien et al. (2006) present a qualitative evaluation of



@) (b) ()

Figure 7: (a) co-occurrence matrix at one location of a tretian (b) trace left a pedestrian (c) trace left by a persopping a bag.

Figure 8: Example video - from (Thirde et al., 2006) - takingqd in a train station in which a suspicious event has begethig red.

y y 100,
50
20
60
X 10
140 /zs
(a) (b) (c)

Figure 9: (a) co-occurrence matrix at one location of a corr{8) trace left by a pedestrian (c) trace left by a persoppirg a bag.

their method using only one video while Pruteanu-Maliniwil &arin (2008) propose a quantitative evaluation using
70 small video clips each containing 20 frames approxireatior obvious reasons, comparison with these methods
is difficult if not impossible.

In order to limit the impact of the video dataset’s heteraignworkshops and competitions such as PETS (Thirde
et al., 2006) or ETISEO (Nghiem et al., 2007) put annotatedéwidatasets on the web. Unfortunately, these datasets
are often dedicated to specific tasks (pedestrian detedilmect tracking on water, face localization, etc.). These
goals are quite diierent from the objectives of our method.

10



Figure 11: lllustration of detection in a challenging eoviment. The first row present the input images sequence, thadpeesent the result of a
background subtraction detection followed by the deteatibabnormal activities (the boat displacement) consideztigccurrences with motion
labels in the third row (Benezeth et al., 2009)or considgnotion labels vectors in the fourth row.
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Figure 12: Trace left by the the boat presented in Fig.11.

In this paper, we use a video dataset containirfigernt abnormal events recorded in various environments. Ou
dataset is made of five videos (see Fig. 4, 6, 8 and 10) containuighly 100 normal events and 15 abnormal events.
We compare our method with a track-based technique (Chdn €085) and put the quantitative results in table 1.
As one can see, our method detects all abnormal events addga® only 9.5% of false positive. Note that every
false positive was caused by objects whose size stronfireld from that of the majority.

Nevertheless, some authors present methods with videbarthaompatible with our technique. Such an evalua-
tion has been performed by Adam et al. (2008) which is basagnaus real-life videos ranging from 10 minutes to
5 hours. The authors mention that their method detects tp @86 of abnormal events and less than 6 false alarms
per video. Such performance is roughly similar to that ofrmethod. This being said, it is not clear how these actions
can be considered as being abnormal considering the ndttive videos (people walking and dawdling in a mall and
a subway).

| Normal  Abnormal | Normal  Abnormal
Normal 80.1 19.9 Normal 90.5 9.5
Abnormal | 10.0 90.0 Abnormal 0.0 100.0
@ (b)

Table 1: Confusion matrices illustrating results obtainétth\{a) an object-based method (Chen et al., 2005) and (b) otiradeHorizontal rows
are ground truth and vertical columns are observations.

6. Conclusion

We propose in this paper a method to perform behavior maglelivd abnormality detection based on low-level
characteristics. We use the spatial and temporal depeigdeetween motion labels vectors obtained with simple
background subtraction. To do this, we built a Markov Randidad model parameterized by a co-occurrence matrix.
Although simple, this matrix contains the average behasizerved in a training sequence. It also implicitly corgain
information about direction, speed and size of objects llyspassing through one (or more) key-pixel(s). Equipped
with the co-occurrence matrix, we can detect abnormal eu@ntietecting traces which significantlyffér from our
nominal model following a likelihood ratio test.
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The main advantages of our method are threefold. First, ifirast to conventional object-based approaches
for which objects are identified, classified and tracked tate those with suspicious behavior, we proceed directly
with event characterization and behavior modeling usinglkevel characteristics and thus avoid the risk of errors
propagation (e.g. due to the tracking algorithm limits imgdex environments). Second, our method does not require
anya priori knowledge about the abnormal event detection. We learnghel behavior of moving objects in a scene
and detect activity which significantly ftier from usual ones. Third, our method is robust to noise anddegect
unusual activities using very noisy background subtraati@sks.
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