N

N
N

HAL

open science

3D model-based tracking for UAV position control

Céline Teuliere, Laurent Eck, E. Marchand, Nicolas Guenard

» To cite this version:

Céline Teuliere, Laurent Eck, E. Marchand, Nicolas Guenard. 3D model-based tracking for UAV
position control. IEEE/RSJ Int. Conf. on Intelligent Robots and Systems, IROS’10, 2010, Taipei,

Taiwan, Taiwan. pp.1084-1089. inria-00544796

HAL 1d: inria-00544796
https://inria.hal.science/inria-00544796
Submitted on 9 Dec 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00544796
https://hal.archives-ouvertes.fr

3D model-based tracking for UAV position control

Céline Teulere, Laurent Eck, Eric Marchand, Nicolas &ard

Abstract— This paper presents a 3D model-based tracking
suitable for indoor position control of an unmanned aerial vehi-
cle (UAV). Given a 3D model of the edges of its environment, the
UAV locates itself thanks to a robust multiple hypothesis tracker.
The pose estimation is then fused to inertial data to provide the
translational velocity required for the control. A hierarchical
control is used to achieve positioning tasks. Experiments on a
qguad-rotor aerial vehicle validate the proposed approach.

. INTRODUCTION

Unmanned aerial vehicles (UAVS) have a large range of in-
door or outdoor applications such as surveillance, seardh a Fig. 1. Quad-rotor in indoor environment.
rescue, inspection for maintenance, etc. To achieve sskh ta
as autonomously as possible, UAVs are usually equipped
with at least one embedded camera. The visual informatidRe edges of the environment. This condition is obviously
received is used for the vehicle control, combined or ndtot suitable for unstructured outdoor missions, but could
with other available sensors like an inertial measuremeitt u perfectly be fulfilled in indoor inspection tasks. Moreaver
(IMU). edges are very frequent in such structured environments,

For safe vision-based navigation or servoing tasks, thend robust to some illumination changes, or even noise due
choice of the visual features to use is crucial since thelP transmission interferences. In [9] a model-based tragki
ability to be robustly matched and tracked will determingvas already applied to UAV navigation, with a different
the good realization of the task. This choice mainly depend&acking approach. Payload constraints prevented theoauth
on the knowledge we have about the environment. Featut@ consider fusion with inertial sensors which makes the
points, (Sift points, Harris corners...) can be extractad a System more sensitive to tracking errors. In our work, the
tracked in any textured environment, which makes ther@0S€ estimate obtained using a 3D tracking is fused with in-
particularly suitable for outdoor applications, in unkmow ertial data to estimate the translational velocity of thiieke,
areas. For this reason, they have been used in variof@fiuired for the control. Position-based visual servoiag h
aerial applications, from structure from motion [13] [1] tobeen experimented on a quad-rotor aerial vehicle devetbppe
optical flow computation [8]. However, in indoor structureddy CEA LIST [6], which is capable of stationary or quasi-
environments with nude floor and walls, feature points captationary flight. The next section gives an overview of the
be less frequent, leading to robustness issues. They are apyerall system.
sensitive to the noise produced by transmission intertergn

In most image-based visual servoing (IBVS) approaches,
the target is assumed to be known [3] [6], and the error to In this paper we propose a model-based vision system
regulate is expressed directly in the image. On the othed harfor the position control of a quadrotor (see Figure 3). The
position-based visual servoing (PBVS) uses visual inferm&/€hicle considered is equipped with camera attached to the
tion to retrieve the relative pose (position and orientgtio airframe of the UAV. In our experiments the camera is
between the embedded camera and the target, to use itP@inting downward. The vehicle is also equipped with an
the control loop [16], [17]. The main difficulty for this kind inertial measurement unit (IMU). Except for the low level
of approach is then to get a robust estimate of the pose. embedded attitude control, the computations are deported

In this paper we propose to use a robust model-basé@ & ground station. The data are transmitted between the
tracking to estimate the pose of the UAV through its moground station and the UAV via a radio transmission. For
tion. The tracking algorithm requires a 3D CAD model ofclarity purpose, the system is divided irtgparts which are

more precisely described in the next sections (see Figure 2)
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edges of the environment, its role is to evaluate whickoefficient. The notatiofa]x denotes the skew-symmetric
camera pose provides the best alignment between theatrix associated with any vectarc R? such that for any
model projected edges and the edges detected in thectorb € R2, [a],b=ax b .
image. To achieve this in a robust way, the proposed The quad-rotor UAV is an underactuated system with
approach considers multiple hypothesis. This trackingputs. Its translational motion results from the rotasion
system is presented in section IV. this work we assume that the system’s attitude is already
o The velocity estimator relies on an extended Kalman controlled onboard. Therefore, our control scheme acts as
filter which fuses inertial data with the pose estimata& controller sending orientation commands to a low-level
given by the vision subsystem to estimate the translaontroller which is responsible for robust flight.
tional velocity of the vehicle. It also filters the tracked
pose. Section V describes the estimation process.
Experiments using the quad-rotor UAV are presented in
section VI.
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Fig. 2. Overview of the system. ) ) ]
1* is the desired yaw angle. The yaw veloci}, is then

controlled onboard using gyrometers.
I1l. CONTROL SCHEME
In this section we present the control scheme used for tr% _ _ o )
position control. First the motion equations for the UAV in The translational control architecture is illustrated ig-F
quasi-stationary flight conditions are given. Then the mnt ure 2. The position and velocity errors are defined by:
laws are presented. ep=p*—p 3)

A. UAV Modelling ey =V —Vv (4)

The UAV is represented by a rigid-body of massand
of tensor of inertial € R3*3. the vehicle to reach.

Let us define the framé. attgcheq tp the v_ehicle in its We use a hierarchical control. The inner-loop is a PI
centre of mass, and assume '_t coincides with the CameBntroller on the velocity, and the outer-loop a simple pro-
frame (see figure 4). The position of the centre of mass ?)fortional control on the position:
the vehicle relative to the world framép, is denoted by
p. For simplicity of notation the rotatioR. of the body V' = —Kpep (5)
frame R. relative toR,, = (e;, ey, €,) is denoted byR. Let
v (respectively?) be the linear (resp. angular) velocity of
the center of mass expressed in the world fratpe(resp. in

Translational control

wherep* is the desired position, that is the position we want

The inner-loop on the velocity is required to ensure the
stability of the system. It acts as a damping in the UAV
control. This control scheme thus requires good estimdtes o

?RC)' The control inputs to send to _the _veh_lcle E.ﬂ Ga scalar the position (at leagb and)) and velocityv of the vehicle.
input termed thrust or heave, applied in direct@randT’ = . : .

T . The next sections describe how they are obtained.
r,r,Ir.]" the control torques relative to the Euler angles.

Assuming the world frame is Galilean, Newton's equations IV. M ODEL-BASED TRACKING SYSTEM

of motion yl.eld the following: In this section the visual tracking system is presented. The
p=v role of this system is to provide an estimate of the relative
mv = TRe, — fv2u, + mge, 1 pose between the moving camera and the fixed environment
R = [Q] @) using a 3D model of linear edges.

The issue of model-based tracking has been widely inves-
tigated in the past years [11] and different approaches have
where g is the gravity constantfv2u, is a friction force been proposed to address it. These approaches can be divided
opposed to the direction of motion,, with f a friction into two classes:

I0=-QxI1Q+T
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Fig. 5. Example of 3D model.
Fig. 4. Frame definitions

o Registration methods use non linear optimization tech-
nigues (Newton minimization, virtual-visual servo-
ing,...) to find the pose which minimizes a given repro-
jection error between the model and the image edges
[12], [5], [4]. The robustness of these methods has
been improved by using robust estimation tools [2],
[5], [4]. However, they can fail in case of ambiguities
(different edges can have very similar appearances) or
large displacements.

« Bayesian methods, on the other hand, have been recently
proposed to achieve the same task by estimating the
probability density associated to the pose [15], [10],
[14]. In particle filtering, this density is represented by a
set of samples (the particles) each of them correspond-
ing to a potential pose. Each particle is associated with
a weight depending on how well it reprojects the model
with regard to what is observed in the image.

For the considered application, the tracking algorithm has
to be robust to noise and interferences (See Figure 6), to
large displacements and run fast enough for the control to
be effective. In a previous work [18], we proposed a multiple As illustrated in Figure 8, two close edges can lead to
hypothesis registration process and embedded it in a fearti@mbiguities when several strong edges are found along the
filtering framework. This method provided a robust pos&ormal to the contour. In [4] and [5], the point of maximum
estimate. However, it is too computationnaly expensive fdikelihood with regard to the initial point; ; is selected. It
using it directly in the control loop of a UAV. is denoted by; ; in the following. An optimization method

In this paper, we propose a simplified version, adapted 6 then used to find the camera pose which minimizes the

real-time capabilities. The multi-hypothesis registratiap-  €rrors between the selected points and the projected edges
proach is similar to [18] without particle filtering. Instkghe [12], [4] and [5], that is:

filtering is achieved in the Kalman filter which fuses indrtia Mo — argmmine Zdi el ) (6)

and visual measurements (see section V). This sectiorngecal v T
the principles of our multiple hypothesis tracker.

Fig. 7. Tracking result.

i
whered, (E;,e; ;) = di (li(°‘My), €] ;) is the squared dis-

A. Considering multiple low level hypothesis tance between the poinf,; and the projectionZ; of the

In order to track the relative pose between the camera atidear segment; of the model The quantity to minimize is
the modelled environment, our multiple hypothesis trackghen expressed by
relies on a similar basis than the one used in [4], [5] and
[19]. Assuming the camera parameters and an estimate of S = N, ZZP dL is € u ) ()
the pose are known, the CAD model is first projected into
the image according to that pose, which can be the previouwhere N, is the total number of sampled points, ands a
one or a prediction obtained from a filter (see section V)obust estimator.
The projection of an edgg of the 3D model according to  In our approach, we keep several low level hypothesis
the pose’M,, is denoted byF; = [;(“M,,). Each projected {e; ;,} corresponding to local extrema of the image gradient
edgeE; is then sampled, giving a set of points; ;} (see along the edge normal im; ;. Instead of performing one
Figure 8). From each sample point; a search is performed single minimization from these points like in [19] resugin
along the edge normal to find strong gradients. in one single pose, we go from these multiple low level



hypothesis to _multlple hypothe5|s. on the camera pose .itsel Lowlevel candidates Classos One drasr
The next section explains how this is achieved.
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Fp =2
3D Model Bdge En L o Gl
Ei i’::;. .. .. 'o .° ° 81211 “’E I Cp“
E& hrlillill\ization
One camera pose
Fig. 9. Classes of points are extracted from low level hyesith. For each

projected edge a random weighted draw is performed among dseed to

Fig. 8. In classic edge based tracking, the model is projéntedhe image  determine the points that will be used for the minimization pesc The
plane and points are sampled on the projected edges. A segpenformed ~Minimization provides a candidate pose.

along the normal (top). When multiple strong edges are closkermage,

ambiguities can occur when searching along the normal (bottom)

] o ] each candidates are deduced from the residues by:
B. Segmenting the low level hypothesis into edge hypothesis

i 2

In order .to get multiple hypothesis on the camera pose i _ e”(ﬁ) if re . AT (8)
corresponding to the detected low level hypothesis, skvera m 1
minimizations can be performed, using different sets of
points in (7). Since considering all the possible comborati where A is a parameter that can be tuned according to the
of points is obviously not an option, we first determine theselectivity that is desired.
underlying lines of the set of pointse;,“}, to group the For each edgeFE; a class(:;i is drawn from thek;
points into different sets corresponding to potential edgeclasses. From the resulting set of points, a numerical non-
(see Figure 9). This is achieved using-aean classification linear minimization is performed according to equation, (9)
algorithm [7]. For each projected eddé;, the algorithm resulting in a camera pose. Different set of points, budtfr
segments the candidate poirfs; ;,} into k; sets of points different draws among the low level detected hypothesis th

or classegct, ..., c}w). The mean of each of the classes is lead to different potential camera poses.

otherwise

in our case the line which best fits the points of that class, 1 )
obtained by a robust least square minimization. The number =5 S pdu(Bie ) 9)
k; of classes for the edgg; is set to the maximum number ¢ i el Ech,

0;c candidate points de';eg_telc_j, tgat ’.@:::ﬁm?’ {d"” ). Tl:f ,  The weighted draw allows to favour among all the possible
classes(ci, "".C’w) areé initialized using the order n Which . 15;nAtions the ones with the candidates of lowest residue
the hypothes|s have been found on the r_10rmgl. That is f%hich are more likely to correspond to real edges. The
e?ch'tﬁlass:#: Cm = I.{eévjv"fl}j' Aht ?aCh '|terat|on tOfdthE (Hgocess is illustrated in Figure 9.

algonthm, the mean fine of each class IS computed. ach,, practice, since the number of candidate lines per edge
point is then assigned to the class with the nearest mean ¢ oIl so will be the number of optimizations to be

I|ne: The algorlthlm IS deﬁmed to have converged when tIhfaeen‘ormed and thus the number of pose candidates obtained.
aslillgn:renhs no fonger :: apﬁe. i he ini In [18] those hypothesis were integrated in a particle filter
inally, the k-mean algorithm corresponding to the InI'Here, the pose giving the smallest residue is selected as the

tial ‘edge E; pr(;]wdesi us Vr‘]"th a_dset ?cf :Ialssasn = current estimate, and sent to the velocity estimator whch i
({ei jmti>mm) Wherer is the residue of the least squarey..ribed in the next section.

minimization, and represents a likelihood criterium that w
be used in the next step. In practice, only lines with a V. TRANSLATIONAL VELOCITY ESTIMATION
sufficient number of points are taken into account. In most The visual tracking system provides an estimate of the
casesk; does not exceed two or three. Figure 9 iIIustrateﬁJ” 3D pose of the vehicle. However, in order to build a
this process. control scheme, an estimate of the translational velogity i
also required (see Figure 2 and section Ill).
To take advantage of the pose estimate from the vision
Once candidates have been obtained for each edge siystem and the data from the IMU, an extended Kalman filter
the form of sets of points associated to a residue, randofEKF) is used. The state to estimateXs = (pTvTaT)T
weighted draws are performed. Weight$, considered for where a is the acceleration of the UAV. The proposed

C. From edge hypothesis to pose hypothesis



model equations are derived from the translational dynamic VI. EXPERIMENTAL VALIDATION

equation in (1) with the following simplifying assumptions  Thjs section presents the experiments conducted on the

« the z andy velocities are assumed to be decoupled quad-rotor (X4-flyer) developped by the CEA LIST (Figure
« the friction coefficientf is assumed to be constant,3). The UAV sends the images from its embedded camera

independant of the direction of the motion to the ground station (PC) via a wireless analogical link of
« the small angles assumption is made, which is re&.4GHz. In parallel, it also sends inertial data from the IMU
sonnable in quasi-stationary flight at a frequency ot5Hz. The data is processed on the ground

« T is assumed to be quasi-constant. In indoor applicsstation and the desired orientation and thrust are senttoack
tions, without wind perturbations, the thrust has smalthe quad-rotor vehicle. Onboard, the exponential stahilft
variations which can be ignored in first approximationthe orientation toward the desired one is ensured by a 'high
Errors will be compensated by the visual observation.gain’ controller (in the DSP running di66Hz) [6]. One of

From equation (1) the following discrete model equationghe difficulties of such systems comes from the time latency

are derived: between the inertial and visual data. On the ground station,
T _ ¥ the overall system (visual tracking, velocity estimatiorda
a1 = — ¢t —sign(v,) = v,2 + 1. (10)  control computation) runs with a framerate of 20Hz. There
93 B _ }n is a time delay between the time the image is acquired on
a, 00 = Ee(t RE Slgr(vy)avf +nay (11) the embedded camera and the time the desired attitude is

computed and reached by the vehicle. This delay is roughly

wherer is a possible time delay. The attitude angleand estimated and used in the prediction of the acceleration
¢ are respectively the pitch and roll angles, obtained fromequation (10)).
the IMU. For the vertical translation, a constant acceienat ) .
model has been used: A. Velocity estimation

Figure 10 and 11 show the velocity obtained with our
filter (in red) as compared to a simple differentation of the
ositions given by the tracking system (in green) and the
elocity obtained with the prediction model alone (in blue)
The differentiation between consecutive frames gives poor
Wsults. The filtered velocity is smoothed with little timagl
thanks to the prediction model.

1 T

U(t+6t) _ U(t) + a(t+5t)5t (13) os}
plttot) — p(t) 4 4 (t+5t) 51

az (t+91) = az ) + Nz (12)

Nazy Nay, Na. are assumed to be the components of 5
white noisen, = N(0,Q.). Q. is the covariance matrix
associated with the acceleration model. Then, the positi
and velocity are simply deduced by:

Note that the constant, a = % and g = % have been

learnt, in our case from a genetic algorithm, but could be

derived experimentally from any other estimation techaiqu
Since the model equations (13) are non-linear, an extended

Kalman filter (EKF) is used. The Jacobian matfixis given

by:

Velocity (mis)

I otl 0 : PR %
Jy= |0 I otl (14)

Fig. 10. Velocity on x axis.
0 -—signv)2Bva O

The prediction of the covariance matrix of the stBtés then
given by:
P(t+5t)|t = Jth\thT + JnQJnT (15)
where I 0o o
Q=10 I o0 (16)
0 0 Qa
Jn is the matrix of the derivative of the model equation , T © ’ _ :
relative to the noise components. Fig. 11. Velocity on'y axis.
The observation is simply the position estimgtegiven
by the visual tracking system. B. Position control
T The proposed approach was validated on positioning tasks.
Xiwoe = [ 0 0] [p] (I7) A scene was built, combining planar and 3D objects (see



Figure 5). The tracking initialization has not been considthe task with a satisfactory behavior.

ered in this paper. During the experiment, the tracking is

automatically initialized by detecting a black dot in itssfir ) VII. CONCLUSIONS _ _
position (Figure 6). Then the vehicle can locate itself #san [N this paper, we proposed a model-based tracking suitable
to the model-based tracking, without using the dot anymorélr the position control of a UAV in indoor environment.
The task considered was to autonomously reach several fefnultiple hypothesis tracker provides an estimate of the
above the dot targep(= (0,0, —2)). Then the set points are time. It is also robust to the noise produced by transmission
successively set t0, —2, —2), (=2, —2, —2), (0,2, —2), interferences. By fusing this pose with inertial measungme
(0,0,—2), (2,0, —2). The desired yaw angle is set@call 2 velocity estimate is obtained, and the position is filtered
Peaks on x and y axis correspond to the manual change \locity estimates, which we plan to do next, the experiment
the set points. At convergence, the UAV stays withiitm shows the fe§3|b|llty of the proposed approach in indoor
of the desired position on x and y axis, and ugéem on z  Structured environments.
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