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Visual Servoing from Three Points
using a Spherical Projection Model

Romeo Tatsambon Fomena, Omar Tahri and François Chaumette

Abstract— This paper deals with visual servoing from three
points. Using the geometric properties of the spherical projec-
tion of points, a new decoupled set of six visual features is
proposed. The main originality lies in the use of the distances
between spherical projection of points to define three features
that are invariant to camera rotations. The three other features
present a linear link with respect to camera rotations. In
comparison with the classical perspective coordinates of points,
the new decoupled set does not present more singularities.
In addition, using the new set in its non-singular domain, a
classical control law is proven to be ideal for rotational motions.
These theoretical results as well as the robustness to errors
of the new decoupled control scheme are illustrated through
simulation results.

I. INTRODUCTION

Visual servoing consists in using data provided by a vision
sensor to control the motion of a dynamic system [1]. A
vision sensor provides a large spectrum of potential visual
features. However the use of some visual features as input
of the control scheme may lead to stability problems if the
displacement that the robot has to achieve is very large [2].
For this reason we need to design ideal visual features
for visual servoing. By ideal, satisfaction of the following
criteria is meant: local and -as far as possible- global stability
of the system, robustness to calibration and to modeling
errors, non-singularity, local mimima avoidance, satisfactory
trajectory of the system and of the features in the image,
and finally maximal decoupled and linear link (the ultimate
goal) between the visual features and the degrees of freedom
(DOFs) taken into account.

Points are the most simple features that can be extracted
from an image. That is why most of visual servoing ex-
periments use the image of points. For example the image
of points of interest is sometimes used in mobile robotic
applications in natural environment [3]. The image of points
can also be used to regulate the position of an aerial
vehicle [4], [5].

Regarding the image of points, lots of works have been
dedicated to approach an ideal system behaviour using 3D
data [6], [7]; hybrid data [8]; and 2D data [9], [10], [11].
Moment invariants theory has been used to determine specific
combinations of 2D moments whose interaction with the
system presents linear and decoupling properties when planar
objects are considered [12]. Recently spherical moments
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invariant to camera rotations (e.g. the area of a surface) have
been used to design decoupled sets of features for objects
defined by points cloud [13], [14].

Even if it is well known that the same image of three
points corresponds to four different camera poses [15], it is
possible to control a six degrees of freedom (DOFs) robot
using only three points in a local neighborhood of the desired
pose. Inspired by the above-mentioned last works, this paper
exploits the geometric properties of the spherical projection
of points and proposes a new decoupled set of six features.
The originality presented in this paper in comparison with the
earlier works [13], [14], is that the decoupling is obtainedby
three features invariant to rotations, which are the distances
between the spherical projection of three points. The three
other features present a linear link w.r.t. the camera rotational
velocities and generalizes the work proposed in [16], where
the target is a sphere marked with a tangent vector to a point
on its surface. The features modeling is given in Section II.
In Section III we compare our approach with the classical
perspective coordinates of three points, which have been
proven (a long time ago) to present a singularity domain
defined by a cylinder [17]: the cylinder of singularities is
defined by the circumcircle passing through the three points
(when they are not aligned) and the normal to the plane on
which the points lie. In addition the perspective coordinates
of points are not suited for camera rotations [2]. A key
contribution of this paper is the formal demonstration that
our approach does not present more singularities and is
well suited for camera rotations in comparison with the
classical perspective coordinates of three points. Finally,
these theoretical results and the robustness of the control
scheme are validated in simulation in Section IV.

II. FEATURE MODELING

In this section, using a spherical projection model, we
design a decoupled setssp = (st, ζ) of six features to control
the image of three points. The set of featuresst is invariant to
camera rotations while the setζ is linearly linked to camera
rotations.

Let S(C,1) be the unit sphere of projection center inC;
Fc = (C,x,y, z) be the frame attached to the camera unique
projection centerC; P0, P1 andP2 be a set of three points;
and Pi = (Pix, Piy, Piz) be the vector coordinates ofPi

in Fc.
We first recall that the interaction matrixLf related to a

set of featuresf ∈ Rn is defined such thaṫf = Lfvc where
vc=(v,ω) ∈ se(3) is the instantaneous camera velocity [18];



v andω are respectively the translational and the rotational
velocities of the camera.

Let p0s, p1s andp2s be the spherical projection of points
P0, P1 andP2 respectively. We recall that this projection is
defined bypis = Pi/‖Pi‖, i = 0, 1, 2. It is clear that the
distanced12 between the spherical projectionsp1s andp2s

(see Fig. 1(a)) is invariant to camera rotations. The analytical
expression ofd12 is given by

d12 = ‖p1s − p2s‖=
(
(p1s − p2s)

⊤
(p1s − p2s)

) 1

2

. (1)

From the time variation of (1), we obtain after some devel-
opments the expression of the interaction matrix related to
d12:

Ld12
=

"

−

1

d12
(p1s − p2s)

⊤
“

1

‖cP1‖
Γp1s

−

1

‖cP2‖
Γp2s

”

0{1×3}

#

(2)
whereΓpis

= I3 − pispi
⊤
s , i = 1, 2. The bloc0{1×3} on the

rotation component of the interaction matrixLd12
clearly

shows the invariance property.
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Fig. 1. Spherical projection of two points: (a) distance between the
spherical images of the two points, (b) components of the rotation matrix.

From the spherical projectionsp1s andp2s, it is possible
to determine a set of three featuresζ such that the interaction
matrix has the form

Lζ =
[

Lω,υ −I3

]
, (3)

whereLω,υ will be defined later. The setζ has been origi-
nally proposed for visual servoing from a sphere marked with
a tangent vector in [16], where the configuration between the
two pointsP1 andP2 in the object frameFo = (O,x,y, z)
is such thatOP1 ⊥ P1P2 (see Fig. 2(a)). The setζ can be
seen as theθu representation (θ is the angle of rotation and
u the unitary axis of rotation) of the rotation matrixVV∗−1,
whereV∗ is the desired value of the matrixV= [v1 v2 v3]
(see Fig. 1(b)) defined as follows:

v1 = p1s, v2 =
Γp1s

(p2s − p1s)

‖Γp1s
(p2s − p1s)‖

, v3 = v1 × v2. (4)

In that specific configuration (OP1 ⊥ P1P2), the expression
of matrix Lω,υ is given by:

Lω,υ =
1

‖P1‖
(−δv1v

⊤
3 + v2v

⊤
3 − v3v

⊤
2 ) (5)

with δ= (o⊤
s v2)/

√
r2 − 1 + (o⊤

s v1)2, r2 = ‖P1 − O‖2/‖O‖2,
os = O/‖O‖ where O= (Ox, Oy, Oz) is the vector
coordinates of the center of object frameO in the camera
frame.

In this paper, we propose to computeζ for a general
configuration between the points as pictured on Fig. 2(b).
With that generalization, matrixLω,υ is now given by
(see [19] for the details of the developments)

Lω,υ =
1

‖Γp1s
(p2s − p1s)‖

v1v3
⊤Mp1sp2s

+
1

‖P1‖
(
v2v3

⊤ − v3v2
⊤

)
, (6)

where

Mp1sp2s
= − 1

‖P2‖
Γp1s

Γp2s

+
1

‖P1‖
(
(p1

⊤
s p2s)I3 + p1sp2

⊤
s

)
Γp1s

. (7)

In the case of the specific configurationOP1 ⊥ P1P2 (see
Fig. 2(a)), the value of the general expression (6) of the block
matrix Lω,υ of Lζ (see (3)) has been numerically verified to
be equal to the value of specific expression (5).
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Fig. 2. Configuration of the two points in object frameFO = (O,x,y, z):
(a) specific case presented in [16], (b) general case.

To sum up, the new setssp = (st, ζ) is such that the de-
coupling is obtained by the setst = (d01, d02, d12) whered01

and d02 are the distances between the spherical projection
couples(p0s,p1s) and (p0s,p2s) respectively; the linear
link with the camera rotation motions is obtained by the
set ζ which is proposed here for a general configuration
between two points. Of course, we recall that the spherical
projection of points can easily be obtained from its perspec-
tive projection, or from its projection on any omnidirectional
sensor [20].

III. CONTROL ANALYSIS

The new interaction matrix, obtained by stacking the two
interaction matricesLst

andLζ , is a lower block triangular
square matrix:

Lssp =

[
Lυ 0

Lω,υ −I3

]
, (8)



where matrixLω,υ is given by (6) and

Lυ =
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(
1
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)


 .

With this property the determination of the singularity
domain ofLssp will be shown to be easier than in the case
of the perspective projection of three points. In this section
we also analyse the stability of the control law.

We use the classical control law

vc = −λL̂ssp

−1
(ssp − s∗sp) (9)

where vc = (v,ω) is the camera velocity sent to the low

level robot controller,λ is a positive gain and̂Lssp

−1
is the

inverse of an approximation of the interaction matrix related
to ssp.

Taking the inverve of the interaction matrix (8) and
plugging it into (9) leads to the ideal control law

v= −λL−1
υ (st − s∗t ) , ω= Lω,υv + λζ. (10)

The domain of singularity of the above control is given by
the following theorem:

Theorem 1:the classical control method (10) is singular
if and only if:
- the three points are aligned; or
- the camera optical centerC lies on the cylinder of singular-
ities, that is the cylinder which is defined by the circumcircle
passing through the three points and the normal to the plane
on which the point lie (see Fig. 3).
The proof oftheorem 1is given in the appendix.
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Fig. 3. Cylinder of singularities (a) particular case, (b) general case.

Theorem 1ensures that the new setssp does not present
more singularities than the perspective coordinates of the
three pointsspp = (p0x, p0y, p1x, p1y, p2x, p2y) where the in-
teraction matrixLspp

is obtained by stacking the interaction
matrix of single point given in [9]:

Lspp
=

[
Lt Lr

]
, (11)

with Lt 6= 0 and Lr 6= 0. Indeed, usingspp the classical
control law (9) has been shown to be singular when the three
points are aligned or when the camera optical center belongs
to the cylinder of singularities [17].

With the decoupling property ofssp it is also easier to
determine the kernel ofLssp that characterizes the set of
camera motionsvc 6= 0 which leaves the image unchanged

i.e. ṡsp = 0. Indeed, from the expression of the interaction
matrix given in (8), we have

ker(Lssp)= {vc=(v,ω) ∈ se(3), Lυv = 0, ω = Lω,υv},
(12)

which shows that we have to deal only with the3×3 matrix
Lυ contrary to the perspective projection of three points
where we deal with the larger6 × 6 matrix Lspp

.
The new interaction matrixLssp given in (8) depends on

the depths of the points which are unknown in practice.
Indeed we use an estimated valuê‖Pi‖, i = 0, 1, 2 which
can be expressed as follows

‖̂Pi‖= ̂|Piz|ρi (13)

with ρi =
√

(Pix/Piz)2 + (Piy/Piz)2 + 1 where
Pix/Piz = psix/psiz and Piy/Piz = psiy/psiz can be
measured from the spherical image of the points.

We assume in the following stability analysis that the
interaction matrix never loses its rank during the servoing,
i.e. the camera never crosses the cylinder of singularities
pictured on Fig. 3. We also suppose that we have neither
image processing errors nor vision system calibration errors.
Under these assumptions the closed-loop system equation
(using the control law (9)) can be written as:

ė = −λLsspL̂ssp

−1
e (14)

with e= ssp − s∗sp,

L̂ssp

−1
=

[
L̂−1

υ 0

L̂ω,υL̂
−1
υ −I3

]
,

where L̂−1
υ and L̂ω,υ depends onP̂iz, i = 0, 1, 2. The

stability of the system (14) can be analysed: in the ideal
case (no depths errors), expression (14) becomesė = −λe

which means that the system is locally asymptotically stable.
In the case of errors on the estimation of the points depths
P̂iz, i = 0, 1, 2, the robustness domain of the control law
given in (9) is complex to establish. But simulation results
given in Section IV will demonstrate the robustness of the
classical control (9) in the case of depths errors.

For a pure rotation motion, the value ofst is constant, i.e.
st = s∗t . From the expression of the control law given in (9)
we immediately obtain

v= 0, ω= λζ, (15)

which shows thatζ is well suited to control camera rotations.
From (15), it is clear that, in the case of pure rotations, the
classical control is perfectly adequate even in the case of
errors on points depths.

IV. SIMULATION RESULTS

In this section, we compare the new decoupled setssp with
the classical perspective coordinates of three pointsspp using
the ViSP simulator [21]. We first present the case of camera
rotation motions only; then we consider only translation
motions; and finally we present the case where we consider
both camera rotation and translation motions.
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Fig. 4. Configuration of three points in the 3D space: (a) equilateral triangle
and circumcircle, (b) desired pose of the camera.

In the object frame Fo = (O,x,y, z) the
coordinates of the three points are given by
OP0 = r(0, 1, 0.30), OP1 = r(

√
3/2,−1/2, 0.30) and

OP2 = r(−
√

3/2,−1/2, 0.30) with r= 0.5m; the
configuration of the three points describes an equilateral
triangle as shown on Fig. 4(a); and the circumcircle (of
center O and radiusr) of the equilateral triangle is the
circular cross-section of the cylinder of singularities. The
pose of the object frameFo w.r.t. the desired pose of the
camera frameFc∗ is set to the valuesc∗to = (0, 0, 2.35) (m)
andθu(c∗Ro)= (0, 0, 0) (rad), which means that the desired
pose of the camera is inside the cylinder of singularities as
shown on Fig. 4(b).

Now we present two experiments where we consider
only camera rotation motions. In the first experiment we
highlight both the decoupling of the control using the
new set ssp and the coupling of the control using the
classical setspp. The orientation of the initial camera
frame w.r.t. the desired camera frame has been set to
θu(c∗Rc)= (−0.20, 0.17, 0.79) (rad). As expected in the
Cartesian space, because of the decoupling, the new setssp
does not cause any translation displacement of the camera
while the classical setspp does (see Fig. 5(a)). Indeed
the coupling in the control law using the classical setspp

(see (11)) generates undesired translation velocities with
oscillations (compare Fig. 5(b) and Fig. 5(c)). Using the
classical set, all the features vary which is not the case when
using the new set where only the subsetζ varies since the
subsetst = (d01, d02, d12) is invariant to rotations (compare
Figs. 5(d) and 5(e)). As expected also, the control using the
new setssp is ideal since the camera rotation velocities are
linearly linked to the set of featuresζ, and both decrease
exponentially (compare Figs. 5(e) and 5(c)).

In the second experiment we validate the robustness of
the control in the case of modeling errors, i.e. errors on
points depths. We have introduced the following error of
the depth estimation of points:̂Piz = 0.5P ∗

iz, i = 0, 1, 2.
The relative orientation of the initial camera frame w.r.t.the
desired camera frame is set to the same value as in the first
experiment above. As expected, the robot displays exactly the
same ideal behaviour usingssp, as shown on Figs. 5(e) and
5(c) where only rotation motions are generated. Indeed, even
in the case of modeling errors, the control scheme generates
rotation motions only, as given by the expression (15).

Now we validate the new set for a translation motion and
compare it with the classical set. The relative pose of the
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Fig. 5. Decoupled vs coupled control: (a) camera Cartesian trajectories,
(b) and (c) computed camera velocities (m/s and rad/s) usingspp andssp,
(d) and (e) errors onspp andssp.

initial camera frame w.r.t. the desired camera frame is set to
the valuec∗tc = (0.21, 0.31,−0.5) (m). Using the new set,
even if there is a little oscillation onvx (at the beginning of
the servoing) which does not appear with the control using
the classical set (compare Figs. 6(b) and 6(c)), the robot
Cartesian trajectory is satisfactory (see Fig. 6(a)).

In the next two experiments we consider complex mo-
tions, i.e. motions made up of both rotation and trans-
lation displacements. In the first experiment we validate
the new set in the case of a motion where the relative
pose of the initial camera frame w.r.t. the desired camera
frame is set to the value:c∗tc = (0.29, 0.16,−0.52) (m) and
θu(c∗Rc)= (0.21,−0.21, 0.30) (rad). In this case we have
a better Cartesian trajectory (straight line) using the new
set (see Fig. 7(a)). In addition, camera velocities presentno
oscillation contrary to the velocities using the classicalset
(compare Figs. 7(b) and 7(c)).

In the second experiment, in order to validate the
larger convergence domain of the control using the new
set, we consider a relatively large displacement where
the camera initial pose is very close to the boundary
of the cylinder of singularities. The relative initial pose
of the camera frame w.r.t. the desired camera frame is
set to the value:c∗tc = (−0.29,−0.37,−0.48) (m) and
θu(c∗Rc)= (−0.26, 0.17,−0.52) (rad). The coupled control
induced by the classical set causes the control to cross the
cylinder of singularities and to converge towards another
global minimum (see Fig. 8), while the new decoupled
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Fig. 6. Comparison in the case of a translation motion: (a) camera Cartesian
trajectories, (b) and (c) computed camera velocities (m/s and rad/s) using
spp andssp.
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Fig. 7. Comparison in the case of a complex motion: (a) camera Cartesian
trajectories, (b) and (c) computed camera velocities (m/s and rad/s) using
spp andssp.

control shows satisfactory Cartesian trajectory and converges
towards the desired pose.
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Fig. 8. Larger convergence domain for the new set: the cylinder of
singularities is crossed by the classical setspp.

To conclude, simulation results have shown that the new
set is well suited to camera rotation motions; more impor-
tantly, using the new set, the convergence domain has been

shown to be larger than in the case of the classical perspective
coordinates.

V. CONCLUSIONS AND FUTURE WORKS

In this paper we have proposed a new decoupled set
of features for visual servoing from three points. Using a
spherical projection model, the new set consists in three
features invariant to camera rotations and three other features
which vary linearly w.r.t. camera rotation motions. The
three invariants to camera rotation are the three distances
between the spherical projection of points. In comparison
with the classical perspective coordinates of three points
we have demonstrated that the new set does not have more
singularities. Indeed, the singularity domain of the new set
has been theoretically characterized: the singularities appear
when either the three points are aligned or the camera optical
center lies on the well-known cylinder of singularities. The
new decoupled set has been formally shown to be well
suited to camera rotation motions. These theoretical results
have been successfully validated in simulation, where the
convergence domain of a classical control method using the
new set has been shown to be larger than with the classical
set. As future works, it would be interesting to investigatethe
existence of image features invariant to camera translations
in order to design a totally decoupled control scheme.

APPENDIX

Here we give a proof oftheorem 1.
Proof: [Theorem 1] The key element to the determi-

nation of the singularities of the classical control given in
(10) is the factorization of the determinant of the interaction
matrix given in (8).

From (8), sinceLssp is a square triangular matrix, it is
immediate to show that

∣∣Lssp

∣∣= − |Lυ|. (16)

UsingP0, P1 andP2, the block matrixLυ of the interaction
matrix (8) can be rewritten as

Lυ =




α01(k10P
⊤
0 + k01P

⊤
1 )

α02(k20P
⊤
0 + k02P

⊤
2 )

α12(k21P
⊤
1 + k12P

⊤
2 )


 , (17)

whereαij = 1
dij‖Pi‖‖Pj‖

andkij = 1 − ‖Pi‖
‖Pj‖

cos(Pi,Pj).
The determinant ofLυ can be easily computed from the

determinant of its transposeL⊤
υ . Indeed, from the fact that

|Lυ|=
∣∣L⊤

υ

∣∣, we have

|Lυ|=
∣∣L⊤

vx,L⊤
vy,L⊤

vz

∣∣ , (18)

where 



L⊤
vx = α01(k10P0 + k01P1)

L⊤
vy = α02(k20P0 + k02P2)

L⊤
vz = α12(k21P1 + k12P2).

Using the multilinear property of the determinant application,
from (18) we obtain after some developments,

|Lυ|= α01α02α12(k10k02k21 + k01k20k12) |P1,P0,P2| .
(19)



By plugging (19) into (16), we easily obtain a factorization
of the determinant ofLssp :
∣∣Lssp

∣∣= −α01α02α12(k10k02k21+k01k20k12) |P1,P0,P2| ,
(20)

where α01α02α12 6= 0 since αij 6= 0, i = 0, 1, j = 1, 2.
From (20), it is clear that, if the three points are aligned
then |P1,P0,P2|= 0.

Now we show that in the case where the three points are
not aligned, the expression

k10k02k21 + k01k20k12 = 0 (21)

characterizes the cylinder of singularities (see Fig. 3) defined
in [17]. Using the expressions ofkij given in (17), after some
developments, it is possible to show that (21) is equivalent
to

(P1P
⊤
0 CP0)(P0P

⊤
2 CP2)(P2P

⊤
1 CP1)

+ (P0P
⊤
1 CP1)(P2P

⊤
0 CP0)(P1P

⊤
2 CP2)= 0 (22)

Expression (22) is easily verified for the particular config-
uration of the cylinder of singularities illustrated on Fig. 3(a)
where(P2P

⊤
1 CP1)= (P0P

⊤
1 CP1)= 0.

Let the pointP be the orthogonal projection of the camera
optical centerC onto the plane defined by the three points
P0, P1 andP2 (see Fig. 3(b)). LetF ′

c be a frame centered
in C and oriented such thatz= CP/‖CP‖. In F ′

c, the
coordinates ofP are given by(0, 0, P ′

z) and pointsP0, P1

andP2 have all the same z-componentP ′
iz = P ′

z. We denote
P′

i = (P ′
ix, P ′

iy, P ′
z) the vector coordinates ofPi in F ′

c.
Equation (22) still holds inF ′

c since rotation preserves dot
product. By expressing (22) inF ′

c, expanding and simplify-
ing, we get the product of two determinants

∣∣∣∣∣∣

P ′
0x P ′

0y 1
P ′

1x P ′
1y 1

P ′
2x P ′

2y 1

∣∣∣∣∣∣
.

∣∣∣∣∣∣

P ′
0x P ′

0y P ′2
0x + P ′2

0y

P ′
1x P ′

1y P ′2
1x + P ′2

1y

P ′
2x P ′

2y P ′2
2x + P ′2

2y

∣∣∣∣∣∣
= 0.

Since the three points are not aligned, we have on one
hand ∣∣∣∣∣∣

P ′
0x P ′

0y 1
P ′

1x P ′
1y 1

P ′
2x P ′

2y 1

∣∣∣∣∣∣
6= 0.

On the other hand, we must have
∣∣∣∣∣∣

P ′
0x P ′

0y P ′2
0x + P ′2

0y

P ′
1x P ′

1y P ′2
1x + P ′2

1y

P ′
2x P ′

2y P ′2
2x + P ′2

2y

∣∣∣∣∣∣
= 0. (23)

The camera optical centerC belongs to the cylinder of
singularities iffP belongs to the circumcircle defined by the
three points. The property that the pointP of coordinates
(0, 0, P ′

z) belongs to the circumcircle defined by the three
points can be expressed by the following three point formula
for the circle [22]

∣∣∣∣∣∣∣∣

0 0 0 1
P ′2

0x + P ′2
0y P ′

0x P ′
0y 1

P ′2
1x + P ′2

1y P ′
1x P ′

1y 1
P ′2

2x + P ′2
2y P ′

2x P ′
2y 1

∣∣∣∣∣∣∣∣
= 0 (24)

which is clearly equivalent to expression (23). The cylinder
of singularities described on Fig. 3 is thus characterized by
the expression (23) which is equivalent to (21).
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dissertation, Université de Rennes 1, November 2008.

[20] C. Geyer and K. Daniilidis, “A unifying theory for central panoramic
systems and practical implications,”European Conference on Com-
puter Vision, vol. 29, pp. 159–179, May 2000.

[21] E. Marchand, F. Spindler, and F. Chaumette, “Visp for visual servoing:
a generic software platform with a wide class of robot control skills,”
IEEE Robotics and Automation Magazine, vol. 12, no. 4, pp. 40–52,
Dec. 2005.

[22] H. S. M. Coxeter,Introduction to geometry. Wiley, New York, 1969.


