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Visual Servoing from Three Points
using a Spherical Projection Model

Romeo Tatsambon Fomena, Omar Tahri and Frangois Chaumette

Abstract— This paper deals with visual servoing from three invariant to camera rotations (e.g. the area of a surfacg ha

points. Using the geometric properties of the spherical projec- peen used to design decoupled sets of features for objects
tion of points, a new decoupled set of six visual features is defined by points cloud [13], [14]

proposed. The main originality lies in the use of the distances I ' . .

between spherical projection of points to define three features ~ EVeN if it is well known that the same image of three
that are invariant to camera rotations. The three other features ~ points corresponds to four different camera poses [15% it i
present a linear link with respect to camera rotations. In  possible to control a six degrees of freedom (DOFs) robot
comparison with the classical perspective coordinates of points, ysing only three points in a local neighborhood of the desire

the new decoupled set does not present more singularities. ,qe |ngpired by the above-mentioned last works, thismpape
In addition, using the new set in its non-singular domain, a

classical control law is proven to be ideal for rotational motions. €XPloits the geometric properties of the spherical praject
These theoretical results as well as the robustness to errors Of points and proposes a new decoupled set of six features.
of the new decoupled control scheme are illustrated through The originality presented in this paper in comparison wii t
simulation results. earlier works [13], [14], is that the decoupling is obtairsd

. INTRODUCTION three features invariant to rotations, which are the disan

: L . . .. between the spherical projection of three points. The three
Visual servoing consists in using data provided by a VISI08iher features present a linear link w.r.t. the cameraiostat
sensor to control the motion of a dynamic system [1]. A

. id | h t votential vi %flocities and generalizes the work proposed in [16], where
VISIon Sensor provides a large spectrum ot potential Visug) o target is a sphere marked with a tangent vector to a point

features. However the use of some V'SL.J‘.”II features as INBYt its surface. The features modeling is given in Section II.
of the control scheme may lead to stability problems if th

displ t that th bot has t hi ) | §n section 1l we compare our approach with the classical
ISplacement that the robot has 1o achieve IS very arge [ erspective coordinates of three points, which have been
For this reason we need to design ideal visual featur

f isual . Bv ideal tisfacti f the followi oven (a long time ago) to present a singularity domain
or visua servo!r:g. Iy |dea, fsa IStac 'Of?bf Iebol' Q‘g'g defined by a cylinder [17]: the cylinder of singularities is

criteria is meant: local and -as far as possiole- glo alilsta . defined by the circumcircle passing through the three points
of the system, robustness to calibration and to modeli hen they are not aligned) and the normal to the plane on

errors, non-singularity, local mimima av0|dancg, sab'sjgy which the points lie. In addition the perspective coordisat
trajectory of the system and of the features in the IMagey points are not suited for camera rotations [2]. A key

and finally maximal decoupled and linear link (the UIt'matecontribution of this paper is the formal demonstration that

goal) between_the visual features and the degrees of freed%rlTJlr approach does not present more singularities and is
(DF(? FS?[ takenﬂ:nto acioqnt.l feat that b " tWélll suited for camera rotations in comparison with the
oints are the most simple features that can be extractgfl qjqq) perspective coordinates of three points. Binall

from an Image. Th_at is why most of visual servomg_ ®Xthese theoretical results and the robustness of the control
periments use the image of points. For example the 'MaYRnheme are validated in simulation in Section IV.
of points of interest is sometimes used in mobile robotic

applications in natural environment [3]. The image of psint
can also be used to regulate the position of an aerial

vehicle [4], [5]. In this section, using a spherical projection model, we
Regarding the image of points, lots of works have beegesign a decoupled sef, = (s;, ¢) of six features to control
dedicated to approach an ideal system behaviour using 3Rk image of three points. The set of featusgeis invariant to
data [6], [7]; hybrid data [8]; and 2D data [9], [10], [11]. camera rotations while the sétis linearly linked to camera
Moment invariants theory has been used to determine specifiations.
combinations of 2D moments whose interaction with the | ot Sc 1) be the unit sphere of projection center @n
system presents linear and decoupling properties wheamplan: _ (C,x,y,z) be the frame attached to the camera unique
objects are considered [12]. Recently spherical momenf3giection centec; Py, P; and P, be a set of three points;
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v andw are respectively the translational and the rotationakith § = (o] v2)/1/72 — 1 + (ol v1)2, 2= |P; — O||?/||O|?,

velocities of the camera. os=0/]|0| where O=(0,,0,,0.) is the vector
Let pos, P15 @andp2, be the spherical projection of points coordinates of the center of object frarfein the camera

Po, P1 and P, respectively. We recall that this projection isframe.

defined byp;s=P;/||P;||, ¢ =0, 1, 2. Itis clear that the  In this paper, we propose to computefor a general

distanced,, between the spherical projectiops, andpz,  configuration between the points as pictured on Fig. 2(b).

(see Fig. 1(a)) is invariant to camera rotations. The aiwalyt With that generalization, matrixd, , is now given by

expression ofl;» is given by (see [19] for the details of the developments)
di2= ||p1s — P2sl= ((pls —p2g) ' (P1s— pzs))% - (1) L,.= ! vivs Mp, p,
ITpy, (P25 — P1s)l e
From the time variation of (1), we obtain after some devel- 1 T T 6
opments the expression of the interaction matrix related to T Py (vavs' —vsva'), ®)
dia:
where
v a5 (1o = P2.) " (b Ton. — b lon.) Opixs | )
. (2) 1\/Il)1spzS = _71_\1315FP2s
wherel',, =13 — p;spig . i = 1,2. The bloc0; 3, on the P2l
rotation component of the interaction matx;,, clearly 1 T T
. . — I I, . (7
shows the invariance property. + Py ((P1s P2s)I3 + P1sP2s ) Tpy,- (7)

In the case of the specific configuratiéli?; | P; P, (see
Fig. 2(a)), the value of the general expression (6) of thelblo
matrix L, ,, of L¢ (see (3)) has been numerically verified to
be equal to the value of specific expression (5).

Pia Pia

Py Py

(b)

Fig. 1.  Spherical projection of two points: (a) distancewssn the P &
spherical images of the two points, (b) components of theicotahatrix. (@) (b)

From the spherical projections, , andpa,, it is possible
to determine a set of three featuggsuch that the interaction
matrix has the form

Fig. 2. Configuration of the two points in object fradie, = (O, x,y, z):
(a) specific case presented in [16], (b) general case.

To sum up, the new set, = (s¢, ¢) is such that the de-
Le=[ Lo —Is |, (3)  coupling is obtained by the sst= (do, do2, d12) wheredy,
and dyo are the distances between the spherical projection
ouples (pog, P1s) and (pog, P2s) respectively; the linear
ink with the camera rotation motions is obtained by the
kéeetg which is proposed here for a general configuration
between two points. Of course, we recall that the spherical
projection of points can easily be obtained from its perspec
tive projection, or from its projection on any omnidirectad
sensor [20].

whereL,, , will be defined later. The sef has been origi-
nally proposed for visual servoing from a sphere marked wit
a tangent vector in [16], where the configuration between t
two pointsP; and Pz in the object frameF,= (O, x,y, z)

is such thatOP; L PP, (see Fig. 2(a)). The s&t can be
seen as thé@u representationd(is the angle of rotation and
u the unitary axis of rotation) of the rotation matixv*—1,
whereV* is the desired value of the matr = [v; va vg]

(see Fig. 1(b)) defined as follows:
I1l. CONTROL ANALYSIS

Ip,.(P2s — P1s)
Vi= Pl V2 O e D) 2 VR ) The new interaction matrix, obtained by stacking the two
interaction matriced.s, andLe¢, is a lower block triangular

In that specific configurationP; L P;P-), the expression square matrix:
of matrix L, ,, is given by:

1
Lyo=——( J
[Pl

—5v1v;;,r + vzv; —V3Vy) (5) L, = [

)



where matrixL,, ., is given by (6) and i.e. Ssp= 0. Indeed, from the expression of the interaction
matrix given in (8), we have

= (o, — 1) (7o Teo, — 17T,
o (po plS)T Rl e ker(Ls,, ) = {Ve=(v,w) € s¢(3), Lyv =0, w =L, v},
Lo= | g (Po. ~p22) " (o Too, ~ b Toa) |- (12)
— L (p1, —pay)" (#F _ 17 ) which shows that we have to deal only with the 3 matrix
diz \Pls = P2s) {TePi]" P1e ~ TePs] " P2s L, contrary to the perspective projection of three points
With this property the determination of the singularitywhere we deal with the largér x 6 matrix L .
domain ofLs_, will be shown to be easier than in the case The new interaction matriLs,, given in (8) depends on
of the perspective projection of three points. In this secti the depths of the points which are unknown in practice.

we also analyse the stability of the control law. Indeed we use an estimated val{i;||, : =0, 1, 2 which
We use the classical control law can be expressed as follows
—— —1 — —
Ve =—ALs,, (8sp —55p) ©) [Pl = | Pzl p: (13)
where v.= (v,w) is the camera velocity sent to the lowwith pi=/(Piz/P.)* + (Piy/Pi.)? + 1 where

. . . — —1
level robot controller) is a positive gain and.s,, ~ isthe  Piz/Piz= psj;/Psi. and  Piy/Pi. = ps;, /ps;; can  be
inverse of an approximation of the interaction matrix retht measured from the spherical image of the points.

t0 Ssp. We assume in the following stability analysis that the
Taking the inverve of the interaction matrix (8) andinteraction matrix never loses its rank during the servping
plugging it into (9) leads to the ideal control law i.e. the camera never crosses the cylinder of singularities

) . pictured on Fig. 3. We also suppose that we have neither
v=—AL," (ss —57), w=Lov +AC (10)  image processing errors nor vision system calibrationrgrro
The domain of singularity of the above control is given byJnder these assumptions the closed-loop system equation

the following theorem: (using the control law (9)) can be written as:
Theorem 1:the classical control method (10) is singular ) — -1
if and only if: €= AL, Le, e (14)
- the three points are aligned; or with e= sgp — s,
- the camera optical centérlies on the cylinder of singular- N
ities, that is the cylinder which is defined by the circumieirc I R L{Al 0
passing through the three points and the normal to the plane S L,,L;' I3 |’
on which the point lie (see Fig. 3). R R e
The proof oftheorem 1is given in the appendix. where L' and L, depends onP;., i =0, 1, 2. The

stability of the system (14) can be analysed: in the ideal
case (no depths errors), expression (14) becoines—\e
which means that the system is locally asymptotically stabl
In the case of errors on the estimation of the points depths
P;., i =0, 1, 2, the robustness domain of the control law
given in (9) is complex to establish. But simulation results
given in Section IV will demonstrate the robustness of the
3 classical control (9) in the case of depths errors.

(b) For a pure rotation motion, the value gfis constant, i.e.
st = s;. From the expression of the control law given in (9)
we immediately obtain

Fig. 3. Cylinder of singularities (a) particular case, (lengral case.

Theorem lensures that the new sef, does not present
more singularities than the perspective coordinates of the v=0, w=AC, (15)

three point$spp = (Poas Poy, P1x, D1y, P2xs P2y) Where the in- yhich shows that is well suited to control camera rotations.
teraction matrixLs,,, is obtained by stacking the interaction prom (15), it is clear that, in the case of pure rotations, the
matrix of single point given in [9]: classical control is perfectly adequate even in the case of

L, = [ L, L, ] 7 (11) errors on points depths.

with L; # 0 and L, # 0. Indeed, usingsp, the classical IV. SIMULATION RESULTS

control law (9) has been shown to be singular when the threeln this section, we compare the new decoupledggetvith

points are aligned or when the camera optical center belonti® classical perspective coordinates of three paijgsusing

to the cylinder of singularities [17]. the VISP simulator [21]. We first present the case of camera
With the decoupling property ofsp, it is also easier to rotation motions only; then we consider only translation

determine the kernel oL, that characterizes the set of motions; and finally we present the case where we consider

camera motions/. # 0 which leaves the image unchangedboth camera rotation and translation motions.
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Fig. 4. Configuration of three points in the 3D space: (a) le¢grial triangle (a)
and circumcircle, (b) desired pose of the camera.

In the object frame F,=(0,x,y,z) the ol 0'; ~_
coordinates of the three points are given by oxf\ -
OP,=(0,1,0.30), OP;=r(v/3/2,-1/2,0.30) and e
OP,=r(—/3/2,—-1/2,0.30) with r=0.5m; the s i
configuration of the three points describes an equilateral 03 o _0:4 ~
triangle as shown on Fig. 4(a); and the circumcircle (of 0 50 100 150 200250 3000 S0 100 150 200 250 300
center O and radiusr) of the equilateral triangle is the (b) (©)

circular cross-section of the cylinder of singularitieheT
pose of the object framé&, w.r.t. the desired pose of the
camera framefF., is set to the value$t, = (0,0,2.35) (M)
andfu(“*R,)= (0,0, 0) (rad), which means that the desired
pose of the camera is inside the cylinder of singularities as
shown on Fig. 4(b).

Now we present two experiments where we consider
only camera rotation motions. In the first experiment we (d) (e)
highlight both the deCOUp“_ng of the control uslng theFig. 5. Decoupled vs coupled control: (a) camera Cartesiediories,
new setss, and the coupling of the control using the ) and (c) computed camera velocities (m/s and rad/s) usipgandssp,
classical setsp,. The orientation of the initial camera (d) and (e) errors 08pp andssp.

frame w.rt. the desired camera frame has been set {Qiial camera frame w.rt. the desired camera frame isset t
fu(“"R.)= (-0.20,0.17,0.79) (rad). As expected in the the valuect,= (0.21,0.31, —0.5) (m). Using the new set,
Cartesian space, because of the decoupling, the nesyset eyen if there is a little oscillation on, (at the beginning of
does not cause any translation displacement of the camgfa servoing) which does not appear with the control using
while the classical set,, does (see Fig. 5(a)). Indeedihe classical set (compare Figs. 6(b) and 6(c)), the robot
the coupling in the control law using the classical sgt  cartesian trajectory is satisfactory (see Fig. 6(a)).
(see (11)) generates undesired translation velocitieh Wit |4 the next two experiments we consider complex mo-
oscillations (compare Fig. 5(b) and Fig. 5(c)). Using thgjons, i.e. motions made up of both rotation and trans-
classical set, all the features vary which is not the casenwheytion displacements. In the first experiment we validate
using the new set where only the subgevaries since the the new set in the case of a motion where the relative
subsets; = (do1, do2, d12) Is invariant to rotations (compare pose of the initial camera frame w.r.t. the desired camera
Figs. 5(d) and 5(e)). As expected also, the control using theame is set to the valué*t, = (0.29,0.16, —0.52) (m) and
new setsg, is ideal since the camera rotation velocities ar®u(*R.)= (0.21,—0.21,0.30) (rad). In this case we have
linearly linked to the set of feature$, and both decrease 3 petter Cartesian trajectory (straight line) using the new
exponentially (compare Figs. 5(e) and 5(c)). set (see Fig. 7(a)). In addition, camera velocities present

In the second experiment we validate the robustness g&cillation contrary to the velocities using the classiset
the control in the case of modeling errors, i.e. errors oftompare Figs. 7(b) and 7(c)).
points depths. We have introduced the following error of |n the second experiment, in order to validate the
the depth estimation of points?;, = 0.5P,, i =0, 1, 2. larger convergence domain of the control using the new
The relative orientation of the initial camera frame wihe set, we consider a relatively large displacement where
desired camera frame is set to the same value as in the figls¢é camera initial pose is very close to the boundary
experiment above. As expected, the robot displays exdwly tof the cylinder of singularities. The relative initial pose
same ideal behaviour usingy, as shown on Figs. 5(e) and of the camera frame w.rt. the desired camera frame is
5(c) where only rotation motions are generated. Indeed) evget to the value:**t.= (—0.29, —0.37, —0.48) (m) and
in the case of modeling errors, the control scheme generai@g(“*R..) = (—0.26,0.17, —0.52) (rad). The coupled control
rotation motions only, as given by the expression (15).  induced by the classical set causes the control to cross the

Now we validate the new set for a translation motion andylinder of singularities and to converge towards another
compare it with the classical set. The relative pose of thglobal minimum (see Fig. 8), while the new decoupled

0.2
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shown to be larger than in the case of the classical perspecti
coordinates.

V. CONCLUSIONS AND FUTURE WORKS

In this paper we have proposed a new decoupled set
of features for visual servoing from three points. Using a
spherical projection model, the new set consists in three
features invariant to camera rotations and three othenrfesit

@) which vary linearly w.rt. camera rotation motions. The

o3 o o three invariants to camera rotation are the three distances
o2 P — 0.1¥ between the spherical projection of points. In comparison
s i ol o with the classical perspective coordinates of three points
ws| — o2 %7 we have demonstrated that the new set does not have more
ol 04| “ singularities. Indeed, the singularity domain of the new se
02 50 100 150 200 250 300 0 50 100 150 200 250 300 has been theoretically characterized: the singulariimmar

(b) © when either the three points are aligned or the camera dptica

center lies on the well-known cylinder of singularities.eTh
Fig. 6. Comparison in the case of a translation motion: (a) cai@artesian  naywy decoupled set has been formally shown to be well
trajectories, (b) and (c) computed camera velocities (m/s adfsy using . . . .
Spp andsep suited to camera rotation motions. These theoretical tesul

have been successfully validated in simulation, where the
convergence domain of a classical control method using the
new set has been shown to be larger than with the classical
set. As future works, it would be interesting to investigite
existence of image features invariant to camera transkatio
in order to design a totally decoupled control scheme.

APPENDIX
a .
@ Here we give a proof otheorem 1
06 035 . Proof: [Theorem 1] The key element to the determi-
0.3 X . . oy . . .
2‘2‘¥ 028 mx— nation of the singularities of the classical control given i
of ==— °§f ) (10) is the factorization of the determinant of the intei@ct
,Z_z / v 0.6(5) matrix given in (8).
-0.4 z — . . A . P
o5 g | oo ] From (8), sinceLs,, is a square triangular matrix, it is
o8 0 50 100 150 200 250 300 018 0 50 100 150 200 250 300 Immedlate to ShOW that
b c
®) © L., |= — L. (16)

Fig. 7. Comparison in the case of a complex motion: (a) camera$§iarnt . . . .
trajectories, (b) and (c) computed camera velocities (m/s adés) using Using Py, P, andPy, the block matrixl.,, of the interaction

Spp andssp. matrix (8) can be rewritten as

T T

control shows satisfactory Cartesian trajectory and cgase aor(koPy + ko1 Py)
towards the desired pose. L,= | ap(koP] + ko2P3) |, (7)

)

Q12 (/€21P1r + k12P;

_ 1 _ 1P:]]
The determinant oL, can be easily computed from the
determinant of its transpoge, . Indeed, from the fact that

[L,|= |L]|, we have
IL,|= |L.,, Ly,

v Hoy

L,.|, (18)

where

L., = ao1(k1oPo + ko1P1)
108 L;r = QOQ(kQOPO —+ kOQPQ)

_ _ _ Li: aiz(k21 Py + k12P2).
Fig. 8.  Larger convergence domain for the new set: the cylirafe . . . .
singularities is crossed by the classical sgp. Using the multilinear property of the determinant applmat

To conclude, simulation results have shown that the ne\f/(/om (18) we obtain after some developments,

set is well suited to camera rotation motions; more impor- |L,, | = agapzaiz(k1okozkar + ko1 kaoki2) |P1, Po, Pal.
tantly, using the new set, the convergence domain has been (19)



By plugging (19) into (16), we easily obtain a factorizationwhich is clearly equivalent to expression (23). The cylinde

of the determinant oL, :
L

= —04010é020412(k10k02/€21+k01]€2o/€12) \Ph P07P2| )
(20)
where Q10212 7é 0 since Oéij# 0,2=0,1, =1, 2.
From (20), it is clear that, if the three points are aligned
then |P1, ].:)07 P2| =0.
Now we show that in the case where the three points art?!
not aligned, the expression

Ssp

(1]

kiokooka1 + korkaoki2=0 (21) [3]
characterizes the cylinder of singularities (see Fig. 3nde
in [17]. Using the expressions &f; given in (17), after some 4]

developments, it is possible to show that (21) is equivalent

to (5]
(P, P CP) (PP, CP,)(P,P/ CP;)
+ (PoP{ CP1)(P2P; CPy)(P1P; CPy)=0 (22) g
Expression (22) is easily verified for the particular config-
uration of the cylinder of singularities illustrated on FR{a)  [7]

where (PQPICPl) = (PQPICPl) =0.

Let the pointP be the orthogonal projection of the camera
optical centerC onto the plane defined by the three points|g)
Po, P1 and Py (see Fig. 3(b)). LetF, be a frame centered
in ¢ and oriented such that= CP/||CP|. In F, the
coordinates ofP are given by(0, 0, P,) and pointsPy, P,
andP, have all the same z-componeRt = P.. We denote
P = (P, P;,, P]) the vector coordinates @?; in 7.

Equation (22) still holds i, since rotation preserves dot
product. By expressing (22) iA’, expanding and simplify- [11]
ing, we get the product of two determinants

(9]

(20]

P Py, 1 Py, Fo, For+ P [12]
P, P, 1 P, P, P2+P: =0
Py, P, 1 Py, Py, PP+ P [13]

Since the three points are not aligned, we have on one

hand (14]
P, P(’)y 1
Py, P, 1
On the other hand, we must have [16]
P, P, P3+P7 |=0. (23)
(18]

The camera optical cent&r belongs to the cylinder of
singularities iff P belongs to the circumcircle defined by the 19]
three points. The property that the poiRt of coordinates
(0,0, P.) belongs to the circumcircle defined by the thred20]
points can be expressed by the following three point formula

for the circle [22] [21]
0 0 0 1
Pz + Py Po. By, 1

peypt P, o, 1|70 @Y e
PE+PL P, Pl 1

of singularities described on Fig. 3 is thus characterized b
the expression (23) which is equivalent to (21).
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