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Abstract—This paper presents a simple protocol that solves
the authenticated Byzantine Consensus problem in asyn-
chronous distributed systems. To circumvent the FLP impos-
sibility result in a deterministic way, synchrony assumptions
should be added. In the context of Byzantine failures for
systems where at most ¢ processes may exhibit a Byzantine
behavior and where not all the system is assumed eventually
synchronous, Moumen et al. provide the main result. They as-
sume at least one correct process, called 2¢-bisource, connected
with 2t privileged neighbors with eventually timely outgoing
and incoming links. The present paper shows that a deter-
ministic solution for the authenticated byzantine consensus
problem is possible if the system model satisfies an additional
assumption that does not rely on physical time but on the
pattern of messages that are exchanged. The basic message
exchange between processes is the query-response mechanism.
To solve the Consensus problem, we assume a correct process
p, called ¢2¢t-winning process, and a set () of 2¢ processes
such that, eventually, for each query issued by p, any process
g of Q receives a response from p among the (n — ¢) first
responses to that query. The processes in the set () can exhibit a
Byzantine behavior and this set may change over time. Whereas
many time-free solutions have been designed for the consensus
problem in the crash model, this is, to our knowledge, the
first time-free deterministic solution to the Byzantine consensus
problem.

I. INTRODUCTION

The Consensus problem is a fundamental paradigm to
design or to implement reliable applications on top of fault
prone asynchronous distributed systems. It abstracts several
basic agreement problems. In the consensus problem, each
process proposes a value, and the correct processes have
to eventually decide on the same value initially proposed
by some processes. A process is correct if it meets its
specification during the whole execution, otherwise it is
faulty. A faulty process can crash (fail-stop process) or
exhibit an arbitrary behavior (Byzantine process). However,
there is no deterministic solution for the consensus prob-
lem in asynchronous systems subject to process failures
[12]. To circumvent this impossibility result, asynchronous
distributed systems have to be enriched with synchrony
assumptions [11], randomization [3], or unreliable failure
detectors [7].

The notion of unreliable failure detectors [7] is an ab-
straction of synchrony assumptions in the context of crash
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failures. A failure detector is a distributed oracle that pro-
vides processes with information (possibly incorrect) about
process failures. Three approaches have been investigated to
implement failures detectors. The first, relies on the addition
of synchrony [7], called “Timer-Based”. This assumption
considers the partially synchronous system model [7] which
is a generalization of the models proposed in [11]. In the
crash-failure model, a second approach consists in adding
a property that is based on the message pattern. In the
latter approach, we have the query-response-based winning
messages proposed in [21], [22] and the teta-model proposed
in [28]. There exist also hybrid approaches [24], [25]. In
a partially synchronous system model, there is a finite but
unknown time (called Global Stabilization Time) after which
there are bounds on process speeds and message transfer
delays (but those bounds are not known).

All of the deterministic solutions proposed for the Byzan-
tine consensus consider the partially synchronous model
[2], [16], [5], [8], [9], [10], [17], [18], [20]. To solve
the Byzantine Consensus problem, the notion of muteness
failure detector has been proposed [9], [16]. This notion
is an extension of crash failure detector to a context of
mute! failures. Byzantine consensus algorithms proposed
n [13], [14] use directly an eventually perfect muteness
failure detector. Paxos-like protocols [4], [20] first look for
a stable leader before solving consensus or implementing
state machine replication. Finally, [10] and [18] establish
lower bounds relating resiliency and (very) fast decision.
[10] gives a generic algorithm that can be parametrized
(w/wo authentication, fast/very fast decision) by taking into
account the maximum number of processes that may crash
or have malicious behavior. [6] considers an other system
model based on the notion of Trusted Timely Computing
Base TTCB. In this system model, the consensus protocol
uses a special communication channel, called wormhole.
Similarly to the works presented above, it is assumed that the
wormhole allows timely communication between any pair of
correct processes.

The related works cited above assume that the whole

'Mute processes are processes that, after some time, stop sending
protocol messages.
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system is eventually synchronous. In this setting, a link
between two processes is said to be timely at time 7 if a
message sent at time 7 is received not later than 7 + 4.
The bound ¢ in not known and holds only after some finite
but unknown time 7o g1 (called Global Stabilization Time).
In the context of the classical partially synchronous models
[7], [11] composed of n partially synchronous processes
where at most ¢ may crash, many works [1], [15], [19] try to
restrict the required synchrony property of communication
to only a subset of links. The system model considered
in [1] assumes at least an eventual ¢-source. An eventual
t-source is a correct process with ¢ outgoing eventually
timely links (processes communicate using point-to-point
communication primitives). On the other hand, the system
model considered in [19] assumes a broadcast communi-
cation primitive and at least one correct process with ¢
bidirectional but moving eventually timely links. These two
models are not comparable [15]. In such a context, [1]
proved that an ot-source (eventual t-source) is necessary
and sufficient to solve consensus which means that it is
not possible to solve consensus if the number of eventually
timely links is smaller than ¢ or if they are not outgoing
links of a same correct process.

In the context of Byzantine consensus where ¢ processes
can exhibit an arbitrary behavior, Aguilera et al. [2] propose
a system model with weak synchrony properties that allows
solving the consensus problem. The model assumes at least
an cobisource (eventual bisource). An obisource is a correct
process with all its outgoing and incoming links eventually
timely. This means that the number of eventually timely
links could be as low as 2(n — 1) links. Their protocol
does not need authentication and consists of a series of
rounds each made up of 10 communication steps and Q(n?)
messages. More recently, Moumen et al. [23] proposed a
system model that considers an eventual bisource with a
scope of 2t. The eventual bisource assumed by [2] has the
maximal scope (z = n — 1). An eventual 2¢-bisource (¢2t-
bisource) is a correct process where the number of privileged
neighbors is 2¢ where ¢ is the maximum number of faulty
processes. Their protocol needs authentication and consists
of a series of rounds each made up of 5 communication
steps and Q(n?) messages. When we look at the previous
approaches to implement failures detectors [7], we observe
that any failure detector implementation encapsulates addi-
tional assumptions to allow a deterministic solution for the
consensus problem.

The second approach assumes that some pattern of mes-
sages cannot happen [21], [22], [24], [25], [26]. This prop-
erty is abstracted in the notion of winning responses. The
approach considers that there is a correct process p and a
set @ of t processes (with p not in () and ) can include
faulty processes) such that, each time a process g in @
broadcasts a query, it receives a response from p among
the first (n —t) corresponding responses (such a response is
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called a winning response). Note that such a property does
not prevent message transfer delays from being unboundedly
long as only the relative speed of messages is considered.
The obtained solutions are thus much more efficient then
timer-based solutions as any process only waits for the first
(n—t) responses (the fastest messages), whereas in the case
of timer-based solutions, we wait for a delay that is the worst
case message transfer delay.

The two previous approaches are not comparable. How-
ever, although the timer-based approach has been considered
both in the case of crash failures (¢-source) and Byzantine
failures (2t¢-bisource with authentication), the time-free ap-
proach has never been considered in the case of Byzantine
faults. This paper advances the state of the art by proposing
the first time-free deterministic solution to the Byzantine
consensus problem. Moreover, we can see a difference with
the timer-based approach. The time-free approach in the
authenticated Byzantine model needs twice more winning
links compared to the crash failures model whereas in the
case of the timer-based approach we need four times more
timely links to tolerate ¢ Byzantine faults compared to the ¢
links needed for crash failures. This can be explained by the
query-response mechanism used by the time-free approach.

II. BAsiC COMPUTATION MODEL AND CONSENSUS
PROBLEM

A. Asynchronous Distributed System with Byzantine Process

We consider a message-passing system consisting of a
finite set II of n (n > 1) processes, namely, II
{p1,...,pn}. A process executes steps (send a message,
receive a message or execute local computation). The pa-
rameter ¢ denotes the maximum number of processes that
can exhibit a Byzantine behavior. A Byzantine process may
behave in an arbitrary manner. It can crash, fail to send
or receive messages, send arbitrary messages, start in an
arbitrary state, send different values to different processes,
perform arbitrary state transitions, etc. A correct process is
one that is not Byzantine.

Processes communicate and synchronize with each other
by sending and receiving messages over a network. The link
from process p to process q is denoted p — ¢. Every pair of
processes is connected by two links p — ¢ and ¢ — p. Links
are assumed to be reliable. Namely, they do not create, alter,
duplicate or lose messages. Such a communication network
can be built atop of fair-lossy links as advocated in [15].
There is no assumption about message transfer delays and
processes are not assumed to be eventually synchronous.

We assume that an authentication mechanism along with
a public key infrastructure and a public key cryptography
such as RSA signatures [27] are available. We assume that
Byzantine processes cannot impersonate other processes.
Moreover, processes sign the messages they send. Con-
sequently, a Byzantine process cannot alter or modify a
message it relays as it cannot forge the signature of the



original sending process. In our authenticated Byzantine
model, we assume that Byzantine processes are not able to
subvert the cryptographic primitives.

To ensure the message validity, each process has an
underlying daemon that filters the messages it receives. For
example, the daemon will discard all duplicate messages
(necessarily sent by Byzantine processes as we assume reli-
able send and receive operations between correct processes).
The daemon, will also discard all messages that are not
syntactically correct, or that do not comply with the text
of the protocol.

B. A Time-Free Assumption

Query-Response Mechanism: In this paper, we con-
sider that each process is provided with a query-response
mechanism. More specifically, any process p can broadcast
a QUERY() message and then wait for corresponding RE-
SPONSE() messages from (n—t) processes (this is the max-
imal number of message p is sure to get without blocking).
Each of these RESPONSE() messages is a winning response
for that query, and the corresponding sending processes are
the winning processes for that query. The responses received
after the (n — t) first RESPONSE() messages are the losing
responses for that query and are automatically discarded. A
process issues a new query only when the previous one has
terminated (the first (n —t) responses received). Finally, the
response from a process to its own queries is assumed to
always arrive among the first (n — ¢) responses that it is
waiting for. Henceforth, we reuse the definitions introduced
in [21], [22], [24], [25] to define formally the notions of
winning link and oz-winning process.

Definition 1: (Eventually winning link) Let p and ¢ be
two processes. The link p — ¢ is eventually winning if
there is a time 7 such that the response from p to every
query issued by ¢ after 7 is a winning response (7 is finite
but unknown or will hold only after some finite time).

Definition 2: A process p is an z-winning process at time
T if:

e (1) p is correct.

e (2) There exists a set of processes X of size x, such
that for any process ¢ in X, the link p — ¢ is eventually
winning. The processes of X are said to be privileged
neighbors of p.

Definition 3: A process p is an oz-winning process if
there is a time 7 such that, for all 7/ > 7, p is an x-winning
process at time 7.

For the rest of the paper, we consider an asynchronous
distributed system where the only additional assumption is
the one needed by the existence of at least one ¢x-winning
process with z > 2¢. This means that all the links that do
not participate to the establishing of the ¢x-winning property
could be purely asynchronous.
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C. The Consensus Problem

We consider the multivalued consensus problem, where
there is no bound on the cardinality of the set of proposable
values. In the multivalued consensus problem, every process
p proposes a value v and all correct processes have to even-
tually decide on a single value among the values proposed
by the processes. Formally, the consensus problem is defined
by the following three properties:

o Termination: Every correct process eventually decides.

o Agreement: No two correct processes decide differ-
ently.

 Validity: If all the correct processes propose the same
value v, then only v can be decided.

III. THE BYZANTINE PROTOCOL WITH AN ¢2t-WINNING

PROCESS

The proposed protocol (Figurel) uses authentication and
assumes an ©2t¢-winning process. Except the coordination
phase at the beginning of each round, the principle of
this protocol is similar to one that has been proposed in
[23]. This main difference is due to the extra assumption
that strengthens the basic purely asynchronous computing
model. The protocol proposed in [23] uses a timer-based
assumption (it assumes an ¢2¢-bisource) whereas the present
one uses a time-free assumption. Each process p; executes
the protocol given by Figurel. It is composed of a main
task (7'1), a decision task (7'3) the aim of which is to
allow a process to stop participating in the protocol when
it decides. It implements some kind of reliable probdcast of
the decision value (certified value). T2[] is an array of tasks,
each associated with a round r executed by process p;. It is
tasks 72 that implement the query-response mechanism of
the coordination phase as explained in the following.

The proposed protocol uses authentication to reduce the
power of Byzantine processes. Indeed, a Byzantine process
p can relay falsely a value it has received from some process
q. If process ¢ signs its message and process p cannot forge
the signature of ¢ then either p relays correctly the message
of ¢ or it does not relay it at all (the signed message received
by p from q is the certificate it has to append to the message
it uses to relay the message it received from q). In the latter
p can still lie by saying that it received no value from gq.
Now suppose that p has to send to all processes the majority
value it has received (the most frequent value among all the
values it has received). The certificate will consist of the set
of signed message it has received. By this mean any process
can check whether the majority value sent by the process is
sound. Note that, this does not prevent some process p from
cheating. For example, if a Byzantine process p receives all
of the sent messages (n messages, one from each process
of the system), it can build two sets of (n — t) messages
that lead to two different most frequent values and then sent
each of these two values to different processes.



Each process p; manages a variable est; to store its
estimate of the decision value. In order to ensure the validity
property, the protocol starts with an init phase (lines 1-3) to
initialize the variable est;. This phase consists of an all-
to-all message exchange that allows to initializes the local
variable est; of a process p; to a value it has received at
least (n — 2t) times if any. Otherwise, est; is set to v;
the value proposed by p;. In the case where all correct
processes propose the same value v, the only value that
can be received at least (n — 2t) times is v and moreover
any of (n — t) received messages contains at least (n — 2t)
times the value v. Consequently, all possible sets of (n —t)
received messages certify only v and no Byzantine process
can introduce a wrong value as it will be discovered. If
not all correct processes do propose the same value, it may
happen that among the values received by a correct process
p, no value is received (n — 2t) times or more. In such a
case, process p keeps the value it proposes and can use the
set of (n —t) signed messages it received as a certificate to
justify why it kept its own value.

After the init phase, each process executes consecutive
asynchronous rounds. Each round is composed of
four communication phases and is coordinated by a
predetermined process p. (line 4).

First phase of a round r (lines 5-7). Each process that
starts a round (including the coordinator of the round) first
sends its own estimate (with the associated certificate) to
all processes. In a separate task (line 20), Each time a
process receives a valid QUERY message (perhaps from
itself) containing an estimate est, it sends a RESPONSE
message to the sender. If the process that responds to a
query message is the coordinator of the round to which
is associated the query message, the value it sends in
the RESPONSE message is the coordination value. If the
process that responds is not the coordinator, it responds with
any value as the role of such a message is only to define
winning links. as the reader can find it in line 19-22, the
value sent by the coordinator is the value contained in the
first valid query message of the round it coordinates. In the
main task at line 6, a process p; waits for the response
from p. (the coordinator of the round) or from (n — t)
responses from others processes. In the latter case, process
p; is sure that p. is not the right winning process as its
response is not winning. If a process receives a response
from the coordinator then it keeps the value in a variable
aux otherwise it sets aux to a default value L (this value
cannot be proposed).

RESPONSE(r, est) messages are sent by each process
from another parallel task 72[r| because the coordinator of
round 7 could be stuck in previous rounds and if it does not
respond quickly, the sender on the QUERY message may
receive (n—t) RESPONSE messages from others processes.
There is one task 7' per round. When the coordinator
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receives the first valid QUERY message for a round it
coordinates, it stores the included estimate in a local variable
c_est;. It is this value that the coordinator will send as all
RESPONSE messages to the query messages associated with
this round that it will receive (this allows a coordinator to
coordinate a round with a certified value it has received
even if it is itself lying far behind). The others RESPONSE
messages sent by the others processes than the coordinator
are only used to prevent processes from blocking while
waiting (line 6) for the response of a faulty coordinator
and the values carried by these messages are not used by
processes.

If the current coordinator is a ¢2¢-winning it has at
least 2t privileged processes among which at least ¢ are
correct processes. Consequently, at least (¢ + 1) correct
processes (the ¢ correct processes and the coordinator
itself) got the value v of the coordinator and thus set their
variable aux to v (v # L). If the current coordinator
is not a ¢2t¢-winning process or if it is Byzantine, the
three next phases allow correct processes to behave in
a consistent way. The aim of the first phase is that if
the coordinator is an ©2t-winning process then at least
(t41) correct process will get its value at the end of line (1).

Second phase of around r (lines 8-10). At the end of the first
phase, if the current coordinator is an ¢2¢-winning process
then at least (¢+ 1) correct processes set their variable aux;
to the same non-_L value (the value sent by the coordinator in
RESPONSE messages). During the second phase, all correct
processes relay, at line 9, either the value they received from
the coordinator (with its certificate) or the default value L
if they received (n — t) RESPONSE messages from others
processes. Each process collects (n — ¢) valid messages and
stores the values in a set V; (line 9).

At line 9, if the coordinator is correct only one value is
valid and can be relayed. Moreover, if the coordinator is a
©2t-winning process then any correct process p; will get in
its set V; at least one copy of the value of the coordinator
as among the (¢ + 1) copies sent by the (¢ + 1) correct
processes that got the value of the coordinator a correct
process cannot miss more than ¢ copies (recall that a correct
process collect (n —t) valid messages). If the coordinator is
not an ¢2¢-winning process or if it is Byzantine, this phase
has no particular effect. The aim of this second phase is
that if the coordinator is an ¢2¢-winning process then all
the correct processes will get its value.

Third phase of a round r (lines 11-13). This phase is a filter;
it ensures that at the end of this phase, at most one non-_L
value can be kept in the auz variables in the situations
where the coordinator is Byzantine. If the coordinator is
correct, this is already the case. When the coordinator is
Byzantine two different correct processes may have set
their aux; variables to different values. In this phase, each



process collects (n — t) valid messages, the values of which
are stored in a set V;. If V; carries only the same value v
(V; = v) then v is kept in aux; otherwise auzx; is set to
L. At the end of this phase, there is at most one certified
value v (v # ). This phase has no particular effect if
the coordinator is correct. It ensures that eventhough the
coordinator is Byzantine, at most one value is kept in the
aux variables.

Fourth phase of a round r (lines 14-17). This phase ensures
that the Agreement property will never be violated. This
prevention is done in the following way. If a correct process
p; decides v during this round then if some processes
progress to the next round, then v is the only certified value.
In this decision phase, a process p; collects (n — t) valid
messages and stores the values in V;. If V; carries only a
unique non-_L value v, p; decides v. If a process p; has
received only values L, it is sure that no process decides
during this phase and thus it can keep the value it has already
stored in est;. These two cases are exclusive. A third case
may occur. If some process p; receives both v values and
L values, it does not know whether some process decides
during this round or not. Hence, in a conservative way, it sets
its variable est; to v before starting a new round. This way,
if some process decides, all other correct processes receive at
least one copy of the decided value due to the intersection of
the sets of received values. If no process decides, different
processes may start the next round with different but still
valid values.

Before deciding (line 16), a process first sends to all other
processes a signed message DEC that contains the decision
value (and the associated certificate). When a process p;
receives a valid DEC message at line 23, it first relays is
to all other processes and then decides (not all processes
decide necessarily during the same round).

IV. CORRECTNESS OF THE PROTOCOL

This section presents the proof of the termination property.
Indeed, the proofs of the Agreement and Validity properties
are similar to the ones presented in [23]. The proposed
protocol considers at most ¢ Byzantine processes. There are
five message exchanges: lines 1-2, lines 5-6, lines 8-9, lines
11-12 and lines 14-15.

Lemma 1: If no process decides a certified value during
a round r’ < r, then all correct processes start round r + 1.

Proof: Let us first note that a correct process cannot
be blocked forever in the init phase. Moreover, it cannot
be blocked at line 6 because at least all correct processes
respond to QUERY messages and there are at least n — ¢
correct processes.

The proof is by contradiction. Suppose that no process
has decided a certified value during a round r’ < r, where
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r is the smallest round number in which a correct process
p; blocks forever. So, p; is blocked at lines 9, 12 or 15.
Let us first examine the case where p; blocks at line 9.
In that case, as r is the smallest round number in which a
correct process p; blocks forever, and as line 9 is the first
statement of round r where a process can block forever this
means that all correct processes (they are at least (n — t))
eventually execute line 8. Consequently as communication
is reliable between correct processes the messages sent by
correct processes will eventually arrive at p; that blocks
forever at line 9. The same reasoning holds for lines 12
and 15. It follows that if p; does not decide, it will proceed
to the next round. A contradiction. |

Theorem 1 (termination): If there is a ¢2¢-winning pro-
cess in the system, then all correct processes decide eventu-
ally.

Proof: As the protocol uses authentication, if some
process receives a valid DEC message, it can decide even if
the message has been sent by a faulty process. Recall that
a Byzantine process cannot forge a signature. If a correct
process decides at line 16 or at line 23 then, due to the
sending of DEC messages at line 16 or line 23, respectively,
prior to the decision, any correct process will receive such
a message and decide accordingly (line 23).

Now, suppose that no correct process decides. The proof
is by contradiction. By assumption, there is a time 7 after
which there is a process p, that is a ©2¢t-winning process. Let
p; be a correct process and one of the privileged neighbors
of the winning process p,.. Let 7 be the first round that starts
after time 7 and that is coordinated by p,. As by assumption
no process decides, due to Lemma 1.

All correct processes p; (and possibly some Byzantine
processes) start round r and send a valid QUERY message
to p, (line 5). This QUERY message contains a value est
which is the estimate of process p;. When the coordinator
p, of round r receives the first QUERY message (line 20)
possibly from itself, it sets a local variable c_est, to the
valid value contained in the message. Then each time process
py receives a QUERY message related to this round (r), it
sends a RESPONSE message to the sending process. If we
consider any correct process p; privileged neighbor of p,,
the RESPONSE message from p, the coordinator to the
QUERY message of p; will be received by p; among the
first n — t responses at line 6.

In the worst case, there are ¢t Byzantine processes among
the 2t +1 privileged neighbors of p, (¢ Byzantine processes,
t correct processes and itself). During the second phase, a
Byzantine process can either relay the value of p, or relay
L arguing that it did not receive the response of p, among
the first n —¢ RESPONSE messages (the value of p, and L
are the only two valid values for this round). This allows to
conclude that the value v sent by p, the coordinator of the
present round is relayed at line 8) by, at least, the £+1 correct



Function Consensus(v;)
Init: r; — 0;
Task T'1: % basic task %
init phase
(1) send INIT(v;) to all;
(2) wait until ( INIT messages received from at least (n — t) distinct processes );
3) if (Elv : received at least (n — 2t) times ) then est; < v else est; < v; endif;
repeat forever
“) c— (r;modn)+1;r; —r; +1;
round 7;
5) send QUERY (7, est;) to all;
(6) wait until ( RESPONSE(7;, est) received from pe
or RESPONSE(r;, est) received from (n — t) distinct processes )
@) if (RESPONSE(r;, est) received from p.) then auxz; — est; % else L % endif;
(8) send RELAY (r;, aux;) to all;
9) wait until ( RELAY (73, *) received from at least (n — t) distinct processes) store values in V;;
10y if (V; — {L} = {v}) then aux; < v else aux; — L endif;
(11) send FILT1(r;, aux;) to all;
(12) wait until ( FILT1(r;, *) received from at least (n — t) distinct processes) store values in V;;
(13)  if (V; = {v}) then auz; <« v else auz; — L endif;
(14) send FILT2(r;, aux;) to all;
(15) wait until ( FILT2(r;, *) received from at least (n — t) distinct processes) store values in V;
(16)  case (V; ={v}) then send DEC(v) to all; return(v);
a7 (Vs ={v,L}) then est; «— v;
(18) endcase;
end repeat
Task T2[r]: % Query-response and coordination tasks - There is one such task per round r %
(19) c_est; — L;
(20) upon receipt of QUERY (7, est) from p;;
(21) if p; is the coordinator of round r and c_est; = L then c_est; — est;
(22) send RESPONSE(r, c_est;) to pj;
Task T°3:
(23) upon receipt of DEC(est): send DEC(est) to all; return(est);

Figure 1.

processes with which p, has winning links (the only other
possible value is ). Since each process collects at least
(n —t) RELAY messages we can conclude that all correct
processes will get at least one RELAY message containing
the value v of p, and consequently will set the variable aux;
to v at line 10.

During the third phase (lines 11-13), as the value v of
p. is the only certified value (at the previous phase, any
set of n — ¢ messages contain at least one value L), all the
processes that emit a certified message emit v. This allows to
conclude that all processes will have to set their aux value
to v value line 13. By the same way, all processes that emit
certified messages will emit v at line 14. From there we can
conclude that correct processes will all decide at line 16, a
contradiction. ]
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A Byzantine Consensus Protocol with ¢2¢-winning

V. CONCLUSION

This paper presented the first time-free deterministic
protocol that solves authenticated Byzantine Consensus in
an asynchronous distributed system. The protocol assumes
a weak additional assumption on message pattern where
at least 2¢ communication links are eventually winning.
These links connect the same correct process. In favorable
setting, the proposed protocol can reach decision in only
5 communication steps and needs only Q(n?) messages in
each step. The major contribution of this paper is to show
that Byzantine Consensus is possible with a weak additional
assumption on the pattern of messages that are exchanged
to satisfy the properties required by a ¢2¢-winning process.
Compared with the time-based approach, the cost is rela-
tively lower when we shift from crash failures to Byzantine
failures.
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