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Is a Brownian motion skew?

Antoine Lejay*  Ernesto Mordecki' Soledad Torres?
February 26, 2013

Abstract

We study the asymptotic behavior of the maximum likelihood es-
timator corresponding to the observation of a trajectory of a Skew
Brownian motion, through a uniform time discretization. We charac-
terize the speed of convergence and the limiting distribution when the
step size goes to zero, which in this case are non-classical, under the
null hypothesis of the Skew Brownian motion being an usual Brownian
motion. This allows to design a test on the skewness parameter. We
show that numerical simulations that can be easily performed to esti-
mate the skewness parameter, and provide an application in Biology.

Keywords: Skew Brownian motion, statistical estimation, maximum like-
lihood.
1 Introduction

The Skew Brownian Motion (SBm) has attracted interest within other facts,
due to its relations with diffusions with discontinuous coefficients or to media
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with permeable barriers, being the first example of the solution of a stochastic
differential equation with the local time of the solution as drift [8]: the SBm
X ={X;: 0 <t <T} can be defined as the strong solution of the stochastic
differential equation

X, =x+ B, + 04, (1)

where B = {B;: 0 <t < T} is a standard Brownian motion defined on a
probability space (€2, F,P), the initial condition is # > 0 (the case x < 0 is
symmetrical), § € [—1,1] is the skewness parameter, and £ = {¢;: 0 <t < T}
is the local time at level zero of the (unknown) solution X of the equation
departing from x, defined by

1 t
gt = lim — / 1(_676) (Xs)ds. (2)
0

e—0 2¢

In the literature the skewness parameter is sometimes defined as p = (6 +
1)/2; this second parametrization being more convenient for an alternative
construction of the SBm: depart from the reflected Brownian motion and
choose, independently with probability p € [0, 1], whether each particular
excursion of the reflected Brownian motion remains positive.

In the special case # = 1 (p = 1), the solution to (1) is the reflected
Brownian motion. The case # = 0 (p = 1/2) corresponds to the the standard
Brownian motion.

Recently, several papers have considered the SBm in modelling or simula-
tion issues, as well as some optimization problems. Thanks to the It6-Tanaka
formula, the SBm is strongly related to diffusion processes whose infinitesimal
generator, both divergence-form or non divergence form, has discontinuous
coefficients [19]. Hence, the SBm appears naturally for example in geophysics
as a model of the diffusion of a pollutant [26], in brain imaging by diffusion
MRI or in electro/encephalography [24], in population ecology [4,25], in as-
trophysics [29], ... See the review by A. Lejay [18| for references on the
subject, as well as a survey of the various possible constructions and appli-
cations of the SBm. In [20], we show how to simulate exactly the position of
the SBm after a constant time step.

In this paper we are interested in the statistical estimation of #, the
skewness parameter, when we observe a trajectory of the process through
an equally spaced time grid. From the statistical point of view we find this
problem interesting because it is in certain sense intermediate between the
classical problem of drift estimation in a diffusion, where the measures gen-
erated by the trajectories of the process for different values of the parameter
are equivalent [14, 23], and the estimation of the variance (the volatility in
financial terms) of a diffusion (see for instance [5], or [12] and the references
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therein), where the probability measures generated by the trajectories are
singular for different values of the parameter. At the best of our knowledge,
the only estimator of # is the one constructed by O. Bardou and M. Mar-
tinez [2], where they assume that the SBm is reflected at levels 1 and —1 to
ensure ergodicity, considering a different scheme of observation of the trajec-
tory.

The strategy proposed by O. Bardou and M. Martinez does not apply
here, as it is strongly related to ergodicity while the SBm is only null recur-
rent. The distribution of the renormalized occupation time on the positive
side AT (t)/t of the SBm up to time ¢ is known [15] (for § = 0, this is the
famous Arc-Sine distribution). Despite the mean of of A*(¢)/t is equal to
(1 +0)/2, it has a positive variance and it may not be used to set up an
estimator of 0, nor its discretized version (See [7] for example).

Indeed, only the behavior of the SBm close to 0 bring some information
for estimating 6. Expanding the log-likelihood provides indeed some weighted
version of the difference between upcrossings and downcrossings.

The main result of this article is to prove that under the distribution
of the Brownian motion, that is with § = 0, the MLE estimator 6,, from
n equally spaced observations of X7/, on [0,7] converges in probability to
0. Besides, we prove that n'/4, converges stably to W (¢7)/lr, where W is
a Brownian motion independent from X. The convergence of n'/*f, is the
Local Asymptotically Mixed Normality (LAMN) property at the point § = 0
[16], but with a rate 1/4 while in general, the rate is 1/2. This situation
is typical for null recurrent estimation problems [9]. Besides, we proved an
expansion of 6, as 6’%1)/711/4 + 6P /nl/2 4 9%3)/713/4 + .-+ where the 6 are
computed recursively.

Numerical simulations show us that it is plausible that 6, converges in
probability to # under the distribution of the SBm of parameter §. However,
we have not been able to prove that 8™ converges to 6 in probability in such
a situation. The key argument we used for § = 0, which are contained in
some limit theorem studied by J. Jacod in [11], are difficult to extend here,
as the distribution of the SBm for # = 0 is singular with respect to the one
of the Brownian motion [17]. However, if all the observations are positive
(reps. negative), then the MLE estimator gives 1 (resp. —1). Hence, under
the distribution of the reflected Brownian motion, the estimator always gives
the right value of 6, but this corresponds to a degenerate case.

The rest of the paper is organized as follows. Section 2 describes the
maximum likelihood methodology and the convergence results. In Section 3
we describe the limit distribution. Sections 4 presents the statistical Test and
some numerical simulations on the likelihood function. Section 5 presents an



application to diffusion of species in two different habitats, and Section 6
our conclusions. Finally, in the Appendix we provide the theorems taken
from [11] used in the proof of our main results in Section 2.

2 The maximum likelihood estimator

Consider the SBm X with parameter 6 € (—1,1) defined in (1) and the
sampling scheme denoted by X; := Xir/, (i = 0,...,n), and A = T/n.
In this section we derive the asymptotic behaviour of maximum likelihood
estimator 6,, of the parameter § when we observe the sample Xi,..., X,,. As
shown by J.B. Walsh in [28], the transition density of the SBm of parameter
0 € [—1,1] is given by:

qo(t, v, y) = p(t,y — ) +sgn(y)p(t, [z] + |y]), (3)

where )

plt,7) = —= exp ( — x—)
V2t 2t
is the density of a Gaussian random variable with variance ¢ and mean 0 and
sgn(z) = 1if x > 0, sgn(zx) = —1if z < 0 and sgn(x) = 0 if z = 0. The
likelihood of the sample is given by

n—1

An(0) =[] a0(A, X, Xi1).

=0
The maximum likelihood estimator (MLE) is
O, = argmaxpe_q 1)) An(0).
The uniqueness of the MLE follows from simple computations.
Lemma 1. For each n, there exists a unique MLE 0,,.

Proof. The derivatives of L, (#) with respect to 6 is easily computed thanks
to the simple expression of the density gy in (3). As seen in (4), 5L, (6) < 0.
This proves that 6 — L, () is strictly concave so that 6, is unique. [

Remark 1. The SBm has the same scaling property as the Brownian motion.
If X is a SBm of parameter 0, so is X, /. for ¢ > 0. Hence, for fixed n and T,
Y = (\/1n/TXir/m)icpn with Xo =0 is a SBm of parameter 6 for a SBm X
of parameter 6. It is then easily seen that the maximum likelihood estimator
applied to the sequence {Y;},—o , with a time-step A = 1 is distributed as

.....
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case, high-frequency estimation and long-time estimation are equivalent. In
any case, we are in the situation of a statistical estimation problem for a
null-recurrent Markov chain.

The difference between a SBm and a Brownian motion lies in the origin,
so that the path should cross 0 in order to get a meaningful estimator.

Lemma 2. [f all the X;’s are positive (resp. negative) for i =1,...,n, then
0, =1 (resp. 0, = —1). This means that the estimator see a positively (resp.
negatively) reflected Brownian motion.

Proof. From (3), for fixed x € R and y # 0, argmax ps(A, z,y) = sgn(y).
Besides, if y = 0, then pg(A, z,0) does not depend on #. Hence, if all the
observations X1,...,X,, are non-negative (resp. non-positive), then 6 = 1
(resp. 6 = —1) since A, () is the product of the ps(A, X;, X;11)’s. We
exclude the degenerated case that all the X;’s are equal to 0, which is almost
surely never observed whatever the the value of 6. O

Lemma 3. If 0, is the MLE associated to (X;)i=o
associated to (—X;)izo,. .-

n, then —0,, is the MLE

.....

Proof. This is an easy consequence of (3): The likelihood is left unchanged
when the signs of 6 and of the X;’s are changed. O]

2.1 The log-likelihood around 6 = 0

Instead of using the likelihood A, (), it is often more convenient to use the
log-likelihood defined by

n—1

Ln(0) :=log A, (0) = > log gs(A, Xi, Xija).

1=0

The MLE is the point 6,, at which 6 — L, () reaches its maximum. The
MLE 6,, may equivalently be defined as the solution to

For k > 1, its scaled (for notational convenience) k-th derivatives are

1 o



that are computed as

n—1 k k
- sgn(Xi1)"p(A, [ Xi] + | X
L9(0) = (~1)1 Y ( J;_]l:(A(X |X~|+1)]l Al (4)

1=0

An analytic development of L (#) holds around 0:

+o00
LY (O) =) 6L (0), ()
k=0

The inequality

p(A, 2] + |y) ( |zy| +xy) (—2(wy)+>
PERTI _exp (22T —axp (-2 ) <1, 2,y € R (6
RN p A p A < y (6)

implies that |L,(1k) (0)| < n and thus the series in (5) is absolutely convergent
for |0] < 1.
Introduce, for £ =1,2,..., the sequence of functions

hi(z,y) = [sen(z +y) exp (—(2/T)(x(z +y))*)]"

We can then rewrite Lﬁf)(o), for k=1,2,..., as:

LI(0) = (<113 hy(VaXe, Vi Xigs — X)),

We then see that the study of the limit behaviour of this type of sums, pre-
sented in the next proposition, can be directly obtained from results obtained
by J. Jacod [11]. (For convenience, we present Jacod’s results from [11] in
an Appendix).

2.2 Asymptotic behavior of the MLE under the Brow-
nian distribution

Let us set

LI(0 "Loon (X )h(vnX;, Vi X — Xi
Y ():_n1/4zz:o sgn(Xip1)h(vnXi, vn(Xip )). (7)

LP(0) Sy h(VnXi, V(X — X;))?

Unlike the MLE, a, is a pretty simple to compute from the X;’s.




For a non-negative starting point x = X, we consider the events
A, ={w: inf X;(w)<0and sup X;(w) > 0},
1<i<n 1<i<n

A={w: OéltleTXt(w) < 0}.

Let (£;)ico,r) be the local time at 0 of the process X. The event A means
that the path X crossed zero between 0 and 7. Hence, A = {{r > 0}. If
x = 0, then P[4] = 1. Of course, A, C A and P[A\ U,>A,] = 0. On the
complementary event A, of A,, Lemma 2 asserts that the MLE 6, is equal
to 1.

Let X be a SBM defined as the strong solution to (1) on a probability
space (§2, F,P) for a canonical Brownian motion W with a filtration (F;);>0
which satisfy the usual hypotheses.

Our main theorem is the following. It proves the convergence of the MLE
0, to 0 and specify its speed of convergence. In addition, this show that
the MLE may be expanded as a series in terms of 1/n'/4, where a,, plays a
fundamental role.

Before stating our theorem, we review the notion stable convergence due
to A. Renyi (see [1,13,27]).

Definition 1 (Stable convergence). Consider a sequence of random variables
Y,Y1,Ys,... defined on a the probability space (£, F,P), and a o-algebra
G CF.

We say that the sequence of random variables Y7, Ys ... converge G-stably
in distribution to a random variable Y defined on an extension (', 7', P') of

(Q, F,P), and denote

G-stably
_—

Y, Y

n—oo
when

E(Zf(Y,) — E(Zf(V)

for any bounded G measurable random variable Z, and any bounded and
continuous function f.

Theorem 1. Assume that 0 =0, i.e. let X be a Brownian motion on [0,T]
departing from x.
(I) For some constant A > 0,

F-stably
aply — \Tp
n—o0

with
o — TYAW (br)/br  if br > 0,
"o if by = 0,



where W is a Brownian motion independent from B.
(IT) Let d,(ll), df), ... be a vector of random wvariables given the recursive

relation dﬁf) =1 and

m+1 k
L o L 7(0) ST g (8)
k=1 n

1<iy,ig<m
i1+ Fig=m—+1

For any integerp > 0, (1Ad,(11), e 1Ad£p+1)) converges F-stably to (dV), ... d®+Y)
depending only on by and W (lr). Besides, for any € > 0, there exists some
integer ng large enough and some K such that

P n§+%|8n—@n| > K; Al <€ for any n > ny,

where ) .
Qo Q «
_ (2) “n . (r+1)_“'n
O, = nl/4 +d, nl/2 + +dy np+1)/4"

In addition, dg) converges in probability to 0 and n”“df) 15 bounded.
(IIT) It holds that 6,14 converges in probability to 0 under the Brownian

distribution and —
n40,1, 5 ATy (9)
n—oo
Remark 2. Using the scaling property of the Brownian motion and then of
the local time, Y is equal in distribution to T, for any 7" > 0.

3 Proof of the Theorem

3.1 Convergence of the derivatives of the log-likelihood

The main points in the proof of Theorem 1 follows from the asymptotic be-
havior of the derivative L{’ (0) of the log-likelihood. Let ® be the cumulative
distribution function of the normal distribution.

Let us note that if X is a SBm of parameter 6 then from the scaling
property, one gets easily that the process Y defined by Y; = T-/2X,; is also
a SBm of parameter § and £,(Y) = T~Y/2(;7, where £,(Y) is the symmetric
local time at zero of Y. With this remark, it is possible to apply the results
from [11] to Y with T'= 1 and then to transform then back on results on X.

Proposition 1. Assume that @ =0 in (1), i.e. let X be a Brownian motion
on [0,T] departing from x, and let € denote its symmetric local time at zero.



(a) Assume that k = 2,4,.... Denote

e — _2/000 {1 + le_ Cexp (2’;2(:—:3;”2)] O(—z)dr.  (10)

Then

ngk)(o) prob.  HEk
nl/2 n—oo. ﬁ

(b) Assume that k =1,3,.... Then for u, = C(h*), where C has been de-
fined by (27) in Appendiz and h(x,y) = sgn(z+y) exp (—(2/T)(z(x +y))"),
there exists a Brownian motion W*) independent from B such that

(7. (11)

L7(1k)(0) F-stably [k
n1/4 n—00 T1/4

W® (). (12)

Remark 3. The results of J. Jacod are given for multi-dimensional statistics.

For any integer k, the joint convergence in probability of n=%/ Q(Lg) 0), ..., L (0))
holds as well as the joint F-stable convergence of n=/4(LY(0), ..., L'F(0)).
Hence, using the property of stable convergence (see [1, Theorem 1’ and sub-

sequent Remark]), this implies the joint F-stable convergence of

(n—1/4L7(11) (0)’ n—1/2L7(12) (O), o 7n—1/4L£l2k+1) (0), n—l/QLgk-i-Q)(O))
F-stabl _ _ _ _
L (T Y Y WO (), T2 palr, o T A g d WD (07), TV 15 07).

n—oo

The correlations between the Brownian motions W® may be computed also
thanks to Theorem 1.2 in [11], but we do not use them here.

Proof. We apply Theorem 2 in the Appendix to the process Y; = T2 X,
and then we assume that 7' = 1. For T # 1, the scaling property has then
to be used again. Observe that

hi(z,y) <exp (—(z(z+y)*) <exp (lyl — |z A2?]).

We then have that (24) in Appendix holds with a = 1, h(z) = exp (—|z A 22|)
and r = 0, then it holds for any » > 0. In consequence, by the after mentioned
theorem, the convergence in (25) holds for h = hy with k = 2,4,.... It rests



to compute the constant in (26). We have

clhy) = //hkxy 1ydxdy—2/ dx/
\/%/ dx/ exp (—§y —2]my—2k:$> dy

:2/ O(—x)dx
0
1
/ dzexp (2k(k — 1)z exp ( 3 (y + 2kx) ) dy
d

:2/0 <I>(—a:)dx+2/ eXp(Qk’(k’ 1)2%) ®(— (2k — 1)z) de

0

:Q/OOOQD(—yc)dx—i— ka_ 1 /Oooe - (%) O(—z) dr. (13)

Taking into account that p, = —c(hy) we conclude that (11) holds with gy,
given in (10).

To prove (b) we rely on Theorem 3 in the appendix. Observe then that
c(hg) = 0 for odd k due to the property

hi(—z, —y) = —hg(z,y) for odd k.

In view of the fact that (24) holds for all h; with » = 4, we conclude the
proof. O]

The proof of the following Corollary is immediate from Proposition 1
since A = {{r > 0}, Remark 3 and the continuous mapping theorem.

Corollary 1. In the conditions of Proposition 1, fork =0,1,2, ..., we have:

ngQk—H) (O) prob. le2k+2) (0) prob.  H2k+2
a1 0, 14 T 1
Lgk—i—l) 0
L)

As (14)

F-stably, T1/4:u2k+1W(£T)

1 14. 15
L (0) " noe poly (15)
In particular, for A = —pq/ o
LYo sta W (¢
_n1/4 : ( )1A F-stably T1/4)\ ( T) ]-A- (16)
L7(1 )(0) n—00 ET

Hence, part (I) of Theorem 1 is immediate from this corollary.
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3.2 Asymptotic development of the MLE

We now study the development of the MLE 6, as a series in 1/n'/4. This
will prove Point (II) of Theorem 1. Point (III) is an immediate consequence
of Point (II).

Using the result of Remark 3, we consider the asymptotic behavior of the

vector
(n=ALM(0),n 2LP(0), ..., n2LER(0))

for some £ > 1. We may then consider a probability space (@,]—A" , @) such
that this sequence is equal in distribution to a sequence converging almost
surely to (T~ Y4, WM (br), T2 pgly, ..., T2 g ly). We now consider
some point in this probability space such that ¢7 > 0. If the starting point
is 0, then the event {{7 > 0} is of full measure.

Proposition 2. On the probability space (Q,]?, @) above, the random se-

quences d given by (8) are convergent and bounded in n. Besides, for
m=1,23, ...,

o a’ a™ 1
o n (2) 3) **n (m) n
Qn—n1/4 +d, 2/4—|—dn _n3/4+ +d, nm/4+o(—n(m+1)/4)

almost surely in the event {{r > 0}.

Let us start by a simple lemma to get a control over the finite Taylor
expansion of L (9)

Lemma 4. For any 0 and any integer m > 1, there exists a random constant

C such that

“ ' . o+
B0 =D HEDO8 < s 1126 < On S
—~ €l</6)

(17)
Proof. With (6) and for 6 € (—1,1),

CIG(Aa XZ'7 XiJrl)
QO(A(Xia Xi+1))

116 < <140 (18)

with (4), since LY ( )/n'/? converges in probability (either to pzlr or to 0
depending if k is even or odd), there exists a random constant C' such that

1/20
L] ()"W

11



Hence
m

LYO) =Y LED(0)e*
k=0

With (11) and (12), this gives (17) because L' (0)/n/2 is bounded in n. [

< sup |Ly"2(E)] - |0t
€l<lo

Lemma 5. For n large enough, the function LS)(Q) 15 1nvertible. Besides,

for n large enough, the function ([/,(11)(6’))*1 is Lipschitz in 0 with a constant
8/n'2usly on the event A,.

Proof. With (18),

L) ZM X X)) 1 L)
(A X Xi)? ) (162 T 4

Since Lg)(()) < 0 for n large enough as n~Y/ 2L$L2)(9) converges in probability

to some negative random variable (see (11)), we get that Lq(ll)(ﬁ) is one-to-one.
With the formula 9(LS(0))~ = 1/LP(LY (), (LY (6))~" is Lipschitz in
¢ with constant 4/L$12)(0). O

The idea of the proof is then the following: We construct an estimator ©,,
such that for some constant C' and p > 0,

supn?/*| L1 (0,)| < C.
neN

Since L&l)(en) =0, for n large enough,

|@n - 9n| = |(Lq(zl))_1<L 1)(671)) - (Lw(zl))_l(L 1)(0n>)|

n n

1/2 1/2
ST e,y < ST

S e 19

~ 2yl
Proof of Proposition 2. For the sake of simplicity, let us set ¢ = n'/%.

Set ©,, = anq + Bnq® + Vg + Enq? for some B, v, and &, to be carefully
chosen. Here, we consider only the first terms in the development of 6,. It
is easily to convince oneself that this method may be applied to any order
and that the involved terms 3, ¥n, &y, - - - may be computed recursively and
gives rise to (8).

With (17) and m = 4, there exists a constant C' such that

5
— L®0)02 — LW(0)03 — LY (0)e?] < CnW%. (20)

12



Remark that ngl)(O) — L;Q)(O)anq = 0. In order to get rid of the terms in ¢2,

set @)
ﬁn = 2) ( >a721
£L2(0)

Since the joint distribution of , and n'/ 4LS)’)(O) / L%Q)(O) converges stably,
n'/4B, converges stably. Also, 3, converges to 0.
In order to get rid of the terms in ¢3, set

L) 5 LY(0)
O S e)
Ly (0) Ly’ (0)

n — n anﬂn-

From Corollary 1, v, converges stably since o, and (3, converges stably.
In order to get rid of the terms in ¢*, set

L'Y(0) LY(0)
Sn = - (an'yn + 5721) —4 O‘i@n
L'?(0) LP(0)
Again, &, converges thanks to Corollary 1.
Hence
20
LO(©,) =Y " ¢"'BY + R.(6,),
r=>5

where R,,(0,,) < n'/2|6,[5/(1—|0,])¢ and B are terms that depend linearly
on L (0) and on the power of the v, Bn, Yn and &,. Since the LY (0) /n!/2
are bounded, we obtain that the n3/4B{) are bounded.

In addition, n'/40,, is bounded in n, so that n**R,(0,,) is bounded in n.
With (19), this proves that for some constant K,

K

no/A

Finally, let us note that 8, = a2d"? with d = —L$(0)/LP(0). With (14),
d'? converges in probability to 0 and n'/4d? is bounded in n. Remark that
Vo = a%dﬁ?) and &, = a;ﬁd&‘*) where d) and d? are bounded in n. This result
may be generalized to any order. O

Proof of Theorem 1 Point (II). On the event {{z > 0}, the local time has a
density (see Lemma 6 below). For each € > 0, one may find a set (¢) as well
as some values 0 < a’ < 0’ and ¢’ such that w € Q(€) implies that (4. € (a/, 1)
and |W(lr)/lr| < ¢ and

P[Q(e)|{lr > 0}] > 1 —¢/2.

13



From the joint convergence of the n1/4L$12k+1)(0) to puor+1W (¢r) and the
joint convergence of the n1/2L§LQk)(O) to porlr, we get for any € > 0, there
exists 0 < k < @’ and K > b as well as a measurable set €'(e,n) C Q(e) such
that

L®(0) < Kv/n on Q'(e,n)
LP(0) > ky/n on Q'(e,n)

~

and Vn > ng, P[QY(n,e)|{lr >0} > 1 —e.

In the proof of Proposition 2, we constructed some estimator ©,, such
that for some p > 0, angll)(@n) is bounded by some constant depending the
upper bounds of the n'/ 2L,(f”)(()). Besides, we use the Lipschitz constant of
(LS))*1 which depends on the lower bound of nl/QL,(E)(O). Thus, on (e, n),
we obtain that |6, — ©,| < C/nP*'/2 where C' depends only on K and k,
assuming that n > ng. This means that

nt1/2)6, — 0,| < C.
Thus, for any € > 0, there exists ny large enough such that
VYn > ng, @[n”+1/2|9n -0, >0 <e

which yields the result. O

3.3 The contrast function

In order to study the maximum likelihood, it is also possible to consider the

contrast function I (o
216) — P(La(0)
exp(Ln(0))
Using the asymptotic development of L, (u) around 0, we get that

2
log Zn(0) = ALY (0) + %LSLQ)(O) +O(6%).

Thus, with the result of Proposition 1 and taking into account that s = —puy,
we see that

n—oo

-sta 82
log Z,,(6/nt/hy 22200, ), <T1/4)\6W(£T) - T1/2§€T> .21

From this convergence we can intuitively check our result in (9), based in
the theory of convergence of statistical experiments and the LAMN property
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in (21). The theory states (under certain stringent conditions that we do
not verify) that the maximum likelihood estimator of the pre-limit exper-
iments converges stably to the maximum likelihood estimator of the limit
experiment [10]. It is direct, differentiating with respect to ¢ in the r.h.s.
of (21), to obtain, when ¢7 > 0, that the MLE in the limit experiment is
TYANW (1) /fr. We then obtain (9).

4 The limit distribution

In this section, we consider that the starting point is 0 and then that P[A] = 1.
Otherwise, on the event A, one may use the strong Markov property at the
first time the process hit zero.

As n'/*0,, and o, converge to AY ¢ with Yy = TY4W (¢7) /lr, we give the
main characteristics of this random variable. As noted in Remark 2, thanks
to the scaling property of the Brownian motion, we see that T is equal in
distribution to W (¢;)/¢;, whatever the value of T

Indeed, this random variable is easy to simulate.

Lemma 6. Under Py, the distribution of Y is symmetric. Besides, its density

1S
CdFy(z) [T ST —ry Y
el =S = [ [ e () a2

and it is equal in distribution to

G(H)

1
T= with H = (U +VV+07), (23)

where G(H), U and V are independent random variables, G(H) ~ N (0, H),
U~N(0,1) and V ~ exp(1/2).

Proof. 1t is well known that the local time ¢; at time 1 is equal in distribution
to the supremum of the Brownian motion sup, ¢ 1) B, on [0, 1]. It follows that

Fo (y) =Polth < y] =Py Sl[lp]Br <y = IP>0[7'y > 1],
rel0,1

where 7, = inf{t > 0| B, = y}. The density v(t;y) of 7, is equal to

1 y2

so that




and the density fy, (y) of ¢; is then equal to

1 2 2
fou(y) = /0 —;t?) exp (-g—t) dt.

Thus, conditioning with respect to the value of /1,

Fa(e) =BX <) = [ BIWG) <l dy

and this leads to (22).
Expression (23) follows from the equality in distribution of ¢, and (U +

V'V + U?). This expression has been used in order to simulate the reflected
Brownian motion [21,22]. O

The variance of T is 3.16. We see in Figure 1 that the density of T is
close to that of the normal distribution, yet narrower.

0.10 0.15 0.20 0.25 0.30

0.05

0.00

Figure 1: Density of T (solid) and density of the normal distribution with
variance Var(Y) (dashed).

5 Numerical tests and observations on the es-
timators

Numerical tests are easy to perform, as all the formulae are easy to imple-
ment. For example, the SBm is easily simulated: it could be approximated

16
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Figure 2: Statistics of 6,, and &,: mean value (points), 1/4 and 3/4-quantiles
(the upper and lower boundaries of the rectangles) as well as the 1/10 and 9/10-
quantiles (the extremities of the segments) for n = 10,000 over the 10,000
realizations of paths.

by random walks [8] or by the exact simulation algorithm proposed in [20].
As pointed out, the estimator a,, is easily computed from the data, while the
MLE may be found by a numerical optimization procedure since the den-
sity (3) of the SBm has a simple, analytic expression. In Section 4, we saw
how to simulate random variates distributed as T.

In order to simplify the notations, let us set

~ Oy ngl) (0) proba.
=A@ 0.

5.1 Numerical behavior of the estimators for the SBM
with 0 #£ 0

Of course, a natural question which arise is to know the behavior of the
MLE #6,, and of &, when the observed points {X;};—o.. . arise from a SBm
of parameter 6 # 0.

As noted in the introduction of this Section, numerical tests could easily
be performed for any value of 8, so that one may for example construct some
hypothesis test with thresholds given numerical estimation of quantiles. This
could indeed given better values than the one obtained by simply using an
asymptotic theorem.
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(a) On (b) an

Figure 3: Density of 6,, and &, for = 0, 6 = 5/10 and 6 = 910 and n = 10,000
sample points.

In Figure 2, we plot for values of the skewness parameter 6 in the set
{0, 1%0’ ce f’—(i)} the mean values of 6, and «,, over 10,000 paths with n =
10,000 samples points. We also plot its /10, 1/4, 3/4 and 9/10-quantiles.

In Figure 3, we plot the density of 6, and «, for 6 € {0, %, %} for
n = 10,000 sample points and constructed from N = 10,000 paths. We see
that the density of 6,, is skewed for 6 # 0, as one could expect, and that the
variance of 6,, seems to decrease as 6 increase to one. This is not the case
with a,,.

We see that the average value of 6, is close 6 and that the MLE seems
to be a consistent estimator of #. On the other hand, the mean value of a,,
is close to 6 only for small values of 6 (say 6 < 5/10) and overestimates 6 for

larger values.

5.2 Study of the estimator for small values of n and
0=0

Theorem 1 asserts that 6,, — &, is of order O(1/n%/*). In Table 1, we give the
/10 and 9/10-quantiles of n**(6,, — a,,). for small values of n. However, the
standard deviation increases with n.

We also see in Figure 4(a) that the density of o, = n'/*a,, remains stable
with values of n, even for small values of n. Figure 4(b) presents Quantile-
Quantile plot for ajgy against amsgooe, which confirms the closeness of these
two distributions. In Figure 4(c), we see that the distribution of ass0p00 is
also close to the one of T = ¢W (¢;)/¢; with ¢ chosen to get equality of the
variances.

1/4
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n 100 250 500 1,000 2,500 5,000 10,000 50,000 100,000 250,000
1/10-q.|—=0.59 —0.76 —1.01 —1.06 —1.15 —1.20 —1.17 —1.34 —0.94 —1.48
910-q.| 0.65 0.89 091 098 1.11 1.13 1.35 1.34 1.23 1.33
Sdev | 1.20 194 289 438 6.38 995 13.00 31.95 30.80 80.47

Table 1: Quantiles and standard deviation for of n*4(6, — &,) over N =
10,000 paths

Figure 4: Densities of o, = n

(a) Densities

1

(b) Q-Q for a0 vs. 250000

-1.0 -05 0.0 05 1.0

(c) Q-Q for azs0000 vs. T

/4%, for the values of n give in Table 1 and

Quantile-Quantile plot of «,, for n = 250,000 against n = 100 and «,, against
¢Y with ¢ such that Var(a,,) = Var(cY). The straight lines are defined by
y = x and show the concordance.
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6 An example of application: diffusion of species

As endowed in the introduction, the SBm is a fundamental tool when one has
to model a permeable barrier. In addition, it appears when one writes down
the processes generated by diffusion equations with discontinuous coefficients
in a one dimensional media: this issue is presented in the survey article [18§|
with references to the articles where the SBm arises and covering various
fields, such as ecology, finance, astrophysics, geophysics, ...

We present here a possible application to ecology of our hypothesis test,
which can be surely applied to other fields.

6.1 Has a boundary between two habitats an effect?

Diffusions are commonly used in ecology to explain the spread of a specie,
at the level of individual cells (See for example the book [3]) or the level of
an animal in a wild environment.

Several authors have proposed the use of biased diffusions to model the
behavior of a specie at the boundary between two habitats [4,25]), when the
species diffuse with different species at speed in each habitat.

Now, consider a situation where the dispersion of a specie in two different
habitats is well modelled by a diffusion process, and that the measurement of
the diffusion coefficient give the same value. Does it means that the boundary
has no effect on the displacement of the individuals?

Let us apply this in a one-dimensional world, where one habitat is [0, +00)
and the other is (—o0,0]. We assume that we may track the position of an
individual, whose displacement in each of the habitat is given by x + o B;.

Then, we may apply our hypothesis test to determine whether or not the
position shall be modelled by

(HQ) Xt =+ O'Bt

or by
(H) X;=ax+0B;+00(X).

Under Hypothesis (Hg), the boundary has no effect and is not seen. Under
Hypothesis (H;), the individual is more likely to go in one of the two habitat,
depending on the sign of 6.

6.2 What is the underlying operator?

Now, let us consider that we have a measurement of the diffusion coefficients
that gives two different values ay on R, and a_ on R_.
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One may then wonder which differential operator shall be used to model
the diffusive behavior. For a = a4 1) 1) + a—1(—x ), is it

1 1
L= §V(aV~) or A= 5@& ?

On (0,+00) and (—o00,0), there is no difference between these two operators,
which means that the local dynamic of the particle/individual is not affected
by the choice of L and A. However, the difference arises at 0: the process X
generated by L is solution to

t —_
X, =z +/ Va(X,)dB, + === 0 (X)
0

a++a,

while the process Y generated by A is solution to

t
Y,=ux +/ Va(Xs)dBs,
0

for a Brownian motion B (See for example [18,19]). From the analytic point
of view: the domain Dom(A) of A contains the functions of class C*(R) which
are bounded with bounded, first and second order derivatives. The domain
Dom(L) of L contains functions of class C*(R \ {0}) with bounded first and
second order derivatives which are furthermore continuous at 0, and such
that a; Vf(0+) = a_V f(0—). This condition is called the fluz condition. In
many physical situations, it is assumed that the flux aVu is continuous and
this is why divergence-form operators of type L arise.

Remark 4. Both L and A can be embedded in a single class of operators of
type 5V(aV-). If p and a are constant on (0,+o00) and (—o00,0), then we
may use the following characterization: let us consider

1
C = §V(av-) with @ = a4 1o 100) + a—1(—c00)

and

f, f', f" are bounded on R\ {0}
Dom(C) = § f € C*(R\ {0})| f(0—) = f(0+)
(1+N)f(04+) = (1 =X f'(0-), Ae (=1,1)

This class of operators is then specified by three parameters, ay > 0, a_ > 0
and A € (—1,1). The operator A corresponds to A = 0, while L corresponds
to A= (ay —a_)/(ay +a_).
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For ®(x) = [ dz/\/a( , X = ®(X) is solution to the SDE [18,19]

X, = ®(x) + B, + YE VI ok,
VA T+ /a_

while Y = ®(Y) is solution to the SDE

5wl s B 4 VTV
o= () + Bk V= AT

We then see that both X and Y are Skew Brownian motions, but the coeffi-
cients in front of their local time have opposite signs.

Even if we have not studied the asymptotic behavior of the MLE for the
SBm with skewness parameter different from 0, numerical experiments back
the following hypotheses test:

1. Given an observed X, estimate the diffusion coefficient for the process
on each side of 0.

2. Apply the function ® to the observed process.

3. Compute the MLE 6,, of the Skewness parameter. If a, > a_ (resp.
a; < a_)and 6, > 0 then decided that the infinitesimal generator of X
is L (resp. A). Otherwise, decide that it is A (resp. L).

7 Conclusion

In this article, we have studied the behavior of the maximum likelihood for
the Skew Brownian motion when the parameter to estimate is 0.

In particular, we have shown that the rate of convergence of the esti-
mator 6, is n'/* and not n!/? as in the classical case. This should not be
surprising: indeed, away from 0, the Skew Brownian motion behaves like
a Brownian motion, and only its dynamic close to 0 allows one to see the
difference between a Skew Brownian motion with a parameter 6 # 0 and a
Brownian motion. It is also not surprising that the local time enters in the
limit distribution.

The case 6 # 0 remains open. One needs to prove results similar to the
one of J. Jacod [11], when the Brownian motion is replaced by the Skew
Brownian motion (its distribution with respect to the Wiener measure is
singular). Of course, one cannot expect the limit law to be symmetric. Yet,
it is pretty easy to simulate the Skew Brownian motion and to estimate the
maximum likelihood, so that numerical studies are easy to perform.
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8 Appendix

In this Appendix we provide the theorems given in [11] used for the proofs of
the main results in Section 2. We slightly change the notation and present
the results in the particular cases that are relevant to us in the present work.

Denote by X = {X;: 0 < ¢ < 1} a Brownian motion on a probability
space (2, F,P). Introduce a Borel function h: R? — R such that there exist
a € R and h: R — R such that

hz,y) < e h(z) and /|x|r|lAz(x)| dr < 0. (24)

Theorem 2 (Theorem 1.1 p. 508 in [11]). Consider h as above, satisfy-
ing (24) with r = 0. Then

n—1

1 T0b.
V) Zo h(VnXifm, VI Xy — Xign)) :_>—OO> c(h)t, (25)

where
c(h) = //2 h(z,y)p(1, y) dz dy, (26)
R
and (£;)i>o denotes the local time of X at level zero.

Remark 5. Tt must be noticed that the convergence in (25), as stated in [11],
is stronger, in the sense that both terms in (25) are processes (i.e. depend
on t) and the convergence is locally uniformly in time, in probability. Recall
that a sequence (Z™),>1 of processes is said to converges locally uniformly in
time, in probability, to a limiting processes Z if for any t € R* the sequence
SUp,<; |27 — Z,| goes to 0 in probability.

Let us assume now that A is such that ¢(h) = 0. Then set
cy=ct)+2 [ [ plphyBarydyde @D
R JR
with
+0o0
H(x) = Z/p(hy)/p(l,Z)h(ﬂery, z)dzdy.
k=0 VR R

Theorem 3 (Theorem 1.2 p. 511 in [11]). Consider h as above, satisfy-
ing (24) with some r > 3, and assume that c¢(h) =0 (see (26)). Then

n—1
1 F-stable in dist.
71 2 VX V(X gy — Xign)) = O (W (6), (28)
=0

n—oo

where W = {W;: t > 0} is a Brownian motion independent of X, and ({;)i>o
is the local time of X at level zero. The constant C'(h) is given by (27).
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Remark 6. As in the previous remark, the theorem stated in [11] is stronger,
now in the sense that both terms in (28) are processes, and the processes
converge stably in distribution in the Skorokhod space of cadlag functions.
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