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A PARAMETRIC METHOD FOR PITCH ESTIMATION OF PIANO TONES
Valentin EMIYA, Bertrand DAVID, Roland BADEAU

Ecole Nationale Sigrieure des &lecommunications - Bpartement TSI
46 rue Barrault, 75634 PARIS cedex 13 - France

ABSTRACT damping factor and initial phase. So far, the other part of the sound,

The efficiency of most pitch estimation methods declines when thzi—.ﬂd“ding the gmbienlt( nois]?, transrients, ;]etc. Ibas not I?eer; usedhin
analyzed frame is shortened and/or when a wide fundamental frdhe Fo estimation task, as far as the authors know. Therefore, the
quency () range is targeted. The technique proposed hereinjointIPrel'm'nary task in theF, estimation method we present consists

uses a periodicity analysis and a spectral matching process to irtf? extracting the parameters of components. Fyeestimator then

prove theF,, estimation performance in such an adverse COntext[ncludesaspectral function and a temporal function. The parametric

a60ms-long data frame together with the wholé,/s-octaves, pi- apprqaqh allows to take into acgount the inhgrmonicity of §qunds
ano tessitura. The enhancements are obtained thanks to a parame éh in time a_nd fr(_aque_ncy domains and to optimize the precision of
approach which, among other things, models the inharmonicity of '€ £0 Numeric estimation. L . .
piano tones. The performance of the algorithm is assessed, is com- The Fo estimation system is descrlbec_i in section 2. Evalu_atlor_1
pared to the results obtained from other estimators and is discussé%fsu_lts and comparisons with (_)ther algorithms are thgn detailed in
in order to characterize their behavior and typical misestimations. Section 3 and conclusions are finally presented in section 4.

Index Terms— audio processing, pitch estimation > PITCH ESTIMATION SYSTEM

1. INTRODUCTION 2.1. High Resolution analysis

Numerous methods dedicated to fundamental frequefisy gsti- 1 he Na-length analyzed waveform is modeled by:

mation of periodic signals try to extract the signal self-similarities K

by maximizing a function of_ time or frequency. Ir_l this manner, s(t) = Zakzi + w(t) (1)

they measure a degree of internal resemblance in the waveform i

(ACF [1, 2], AMDF [3, 4], cepstrum [5]) or in the spectrum [6]. )

When processing real world musical sounds, these techniques afgfined for¢ < [0, N, — 1] and Somposed of a sum ok

confronted to deviations from the theoretical model, such as the pre§XPonentially-modulated sinusoids ., k & [1, K with complex

ence of noise, which can be both stationary and non stationary, or tfiTPlitudesas. = Axe™ € T, (A being the real, positive am-

possibly non-uniform distribution of the harmonics. plitude and®,, the initial phase), and distinct poleg = ¢ o
The development and applications of the quoted methods ofteffx P€ing the frequency and,. the damping factor), plus an addi-

deal with an extension to subband processing [2, 7], to an optimizalVe colored noises(t). This section details how the signal is pre-
tion of the main function [4, 7] or to the joint use of both time and Processed, how poles, are then estimated via the ESPRIT (Esti-

frequency domains [8]. Typical errors that usually occur givera ge Mation of Signal Parameters via Rotational Invariance Techniques)
eral idea of the difficulties thé, estimation task must cope with. @/90rithm [10], and how amplitudes;, are finally extracted.
Temporal or spectral methods tend to make sub-octave or octave er- FTEPrOCessingA two-step preprocessing stage is applied to the
rors respectively. Both of them come up against difficulties like aSi9nal sampled &2 kHz:

large Fy search rangee(g. 27-4200 Hz for the piano), non-regular 1. The cubic computational cost of the ESPRIT algorithm is

spectral envelopes and inharmonic deviations of the frequency com- reduced when the number of poles to be estimated is low.
ponents|[6, 9]. In addition, a short analysis frame prevents spectral This is achieved by using a filter bank. The signal is splitted
methods from resolving components for Idw values whereas the into D = 32 subbands with widtt500-Hz by using cosine-
uniformely-distributed discrete time scale used by temporal methods ~ modulated filters [11]. The order of magnitude of the com-
makes the estimation fail above sotfglimit. putational cost drops fronv? to N2 /D? (N2 /D? per band)

The newF, estimation algorithm we describe aims at enhancing leading to a satisfactory processing time for the analysis bloc.
Fo estimation results in the case of a short analysis window and a 2. Components of piano sounds are particularly well represented
large Fy search range. We will focus on piano sounds since they by the exponential sinusoidal plus noise model introduced
present all the listed difficulties and usually cause one of the worst in (1). However, the ESPRIT algorithm only applies to the re-
estimation error rates per instrumestd. see|[8]). The pitch of a strictive case of white noise. Thus, the second preprocessing
harmonic or quasi-harmonic sound is an attribute that only depends step consists in whitening the noise in each subband thanks
on the sinusoidal components of the signal. Thii astimator only to an AR filter estimated on the smoothed spectrum of the

requires the parameters of components such as frequency, amplitude signal.

The research leading to this paper was supported by thelFEIRANR ESPRIT algorithm. The signal in each preprocessed subband

under contract ANR-06-JCJC-0027-0%@mposition efElements Sonores IS @ sum of exponentially-modulated sinusoids plus white noise. As-
et Applications Musicales - DESAM suming the number of poles is known, the ESPRIT algorithm [10]




gives an estimation of those poles. The method is based on a sub-

space projection on the so-called signal subspace and benefits from 2500

the rotational invariance property of this signal subspace. 2000
Estimation of the number of poles.In the current application,

the number of poles in each subband is not known a priori and thus =, 1500

must be estimated. The ESTER [12] algorithm establishes a cri- 1000

terion J(p) that provides an estimation of the number of poles as

argmax. . (J(p) > d.), P being the set of candidates for the num- 500

ber of poles and ; a threshold tuned t&; = 10 in the current study.

The result obtained by this method is either correctly estimated, or 00 1000 2000 3000 4000
slightly over-estimated. As shown in [12], the latter case is not dis- f

turbing for the ESPRIT analysis, and weak amplitudes are estimated

for the spurious poles. _ Fig. 1. At any givenFy, the frequencieg, are remapped t9;, &,
Estimation of amplitudes. Once the poles extracted, ampli- |oa4ing to a harmonic distribution for the actu@. One theoretical

tudes are estimated by a least squares algorithm applied to the SLﬁﬁrtial over 5 is represented wiflg = 27.5Hz andg = 2.54¢ — 4.

band signal. The effects of the preprocessing stage on the ampli-

tudes in each subband are corrected by applying the inverse filters

of the various preprocessing steps — whlte_nlng_, filter bank angl preWhereﬁ (fo) is an approximative inharmonicity coefficient for fun-

emphasis filter series —, leading to the estimation of the amp“tUdegamental frequency, averaged from the results presented inl [13

ak, k € [1, K], pp. 365]. The assumed partial ordef fo, fi) associated to fre-

) o guencyfy is extracted from the inharmonicity law:
2.2. Pitch estimation

A temporal method and a spectral method are first introduced. Al- _ 2 7
though each one could account foa estimator, they are jointly 5 \/(1 B (fo))” + 40 (fo) I 1+ 6(fo)
used in the same manner as in [8] to obtain the whole, more efficient?” (fo, fx) = 28 (fo) ®)

estimator detailed in the last part.

As the remapping process causes the remapped frequencies
2.2.1. Temporal method g7,.% Of the partials to be perfect multiples of the actual fundamental

. ) . ) frequencyfo, we replacef, with g1 , in (2) to obtain a temporal
Periodicity is often analyzed by assuming the signal is an observa- ) e . 1
function Rinn(7) for piano tones which is maximum fer= —-:

tion of a real, wide-sense stationary (WSS) progessd by estimat- fo

ing its autocovariance functioR,(7) = E [y(¢)y(t + 7)]. When

the signal is periodic, the maxima &%, (7) are located at = 0 and K

at every multiple of the period. Let us consider a real, WSS process Rinn(7) = Z Dk COS (2W95,1J> (6)
y composed of undamped sinusoids with frequencigs real am- k=1

plitudes2ay, initial phases, which are assumed to be independant

and uniformely distributed alon, 2[. The autocovariance func- 222, Spectral method

tionofyis Ry (1) = >_r_, 2aj cos (2mvi7) +8(7)o2,, . Therefore . . . . .

we can define a temporal functid®(r) for F, estimation from the A parametric amplitude spectrum is designed from the estimates of

parameters estimated by the high resolution analysis: frequenciesf,. and energiesZ; of components: € [1, K]. Itis
composed of a sum dk gaussian curves centered fip with con-

K stant standard deviatian, weighted by the square root of the com-
R(r) = Zpk cos (27 fi.7) (2)  ponent energies as average amplitudes:
k=1
. K 2
k| if |2] =1 VEr _U-1)?
= a S = e 202 7
P { “%2% otherwise ) /) kzz:l 2o @

wherer > 0, fi, = 292 js the normalized frequency of compo- o is Set to fomin/4 Where fomin is the lower bound of thé, search
nentk, and the instantaneous powsyr is an estimate of coefficient range in order to prevent overlap between successive partials.
2a? over the analysis frame. Our spectral estimatdr (f) relies on maximizing a scalar prod-

In the case of a slightly inharmonic sound, the frequency deviuct between the parametric amplitude spectrum and theoretical har-
ation weakens or even removes the maximaR¢f) at the multi-  monic unitary patterns aofy candidates:
ples of the period. The inharmonicity law [13] for a piano tone of
fundamental frequencyy, causes partiat not to be located at fre- Hy
quencyh fo but ath fo1/1 + B(h? — 1), § being the inharmonicity uif) = wa,hS (hf) (8)
coefficient of the note. As illustrated in fig. 1, this frequency stretch- h=1
ing may be inversed by remapping the set of estimated frequencies

{fx,k € [1, K]} to a set of frequencie§y, x, k € [1, K]}: where H; is the maximum number of partials possible for funda-
mental frequencyf and{wy »,h € [1, H¢]} is the pattern associ-
9o,k fx (4) ated tof. The choice of the pattern is based on an approximative
0>

\/1 + B (fo) (A2 (fo, fr) — 1) logarithmic spectral decrease of components. The glage linear



benefit from this phenomenon is described in [8]. It consists in mul-

10° tiplying a temporal and a spectral function on a comnigrscale in
3X: — ——— — order to preserve common peaks from both functions and to remove
ol i : g Lo or attenuate other peaks (seeflfig. 2). Thus, the pitch is estimated by

e maximizing the product of the methodn (%) andUinn(f):
Lpaoeos : A N
U R b i = argmax (R (L) U () 1)
10 10° 5\ fn )"
-3

4)(:10: — ——Tr — Thanks to the analytic expressions (6) and (1 () and

Uinn(f) can be directly evaluated for arfyvalue. As theFy distrib-
ution of an equal-tempered musical scale is logarithmicFhscale
support is set tdV; points logarithmically spaced in th&-search
range. This unconstrained choice is a key advantage of the method
since the logarithmidy distribution is not offered by many methods
(see [4, 8]). Actually, temporal methods have a linearly distributed
time scale, which results in a lack of precision in high frequency and
too much resolution in low frequency, whereas Fourier-based spec-
tral methods have a linedr, distribution. In those cases, the esti-
mation function must often be interpolated to achieve the required
precision and may still suffer from this.

In a Matlab implementation on 8.4GHz-CPU, the overall
processing of &0ms frame average&.5s. Aboutls is necessary
for the analysis. Abou@5% of the remaining time is required by the
spectralFy estimator and may be optimized and written in C for a
computationally-efficient implementation.

R, (110

Rinh(llf) Uinh(f)

10° 10° 3. EVALUATION
f (H2)
The algorithm has been evaluated on isolated piano tones from var-
ious sources3168 notes from three pianos of RWC database [14],
270 notes from five pianos of a PROSONUS database2éddotes
from a Yamaha upright piano of a private database. All record-
ings include several takes of all t88 notes of piano range (except
PROSONUS in which notes are spaced by fourth) with a varying
loudness. RWC samples also offer various play modes (normal, stac-
cato, with pedal). Thé7, search scale is composed N} = 8192
values logarithmically distributed betwegomin = 26.73 Hz and
fomax = 4310 Hz. The estimation is performed after the analysis of
a single60 ms or93 ms frame:60 ms is quite a challenging frame
win = woe! (9) lengthsince itis below twice the period of lowest notes whens
is a well spread duration for this kind of evaluation. Each estimated
. Hf opnf) 2 . . Fy is associated to the closest note in the equal tempered scale with
wherewo = (thl € ) is a normalizing term such that - a4 yned t0440 Hz. Errors are then defined as incorrect note esti-
Zth1 w?, = 1. mations. The method is compared to two estimators. The first one is

The spectral estimator is then adapted to piano tones by selectirfi§ Similar to our estimator as possible, replacing the ESPRIT analy-
the values of the spectrum on an inharmonic stretched scale inste8§ Stage with a classical analysis: the ACF is estimated from the

of a harmonic scale: signal by the formula:(7) = N]:j_r DFT! [|DFT [s]ﬂ , the factor

~a— being a correction of the bias; the spectral estimatg( fo)

Hy Na N X )
is computed by replacing the parametric spectrum with the modulus
Unn(f) = wa,hS (hf\/ L+ B(f) (h* — 1)) (10)  of the DFT of the signal, using a zero-paddingsa¥; points; ()
h=1 is mapped to the frequency scale by interpolation as described in [8];
Finally, the estimator efficiency can be improved by ignoring allthe pitch is finally estimated by maximizing the product between the
frequencies and weights below a cut-off frequency @ Hz since  spectral function and the remappe( ). The second method is the
the impedance at the piano bridge [13] causes a significant devid!N algorithm [4] which is considered as a very efficient monopitch
tion of low frequencies from the inharmonicity law and the highestestimator. We used the code available on the authors’ website.
weigthsw;,;, of patterns are allocated to those frequencies. Evaluation results are reported in fig. 3. At the target window
length of 60 ms, the global error rate of our estimator is around
4.4% which is at least twice better than the other estimators. This
is due to a low error rate on a larde range (.1% in the F range
As mentioned in the introduction, sub-harmonic and harmonic eré5 — 2000 Hz) and slowly increasing values at the very bass and tre-
ror trends are opposed in temporal and spectral methods. A way tde limits. In comparison, the non-ESPRIT based estimator achieves

Fig. 2. From top to bottom, on a logarithmic frequency scale: para
metric spectrum, spectral estimation functibin(f), remapped
temporal estimation functioRinn (l) joint Fy estimation function.
Functions result from thé0 ms analysis of a D3 piano note.

regression betwedng(/Ex) and fx is extracted and weightsy »,
are then defined as:

=

2.2.3. Pitch estimator
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Fig. 3. Octave-averaged error rates per note with two different frame [5]

lengths, for the parametrig, estimator and two other methods: a
similar but non-parametric algorithm and the YIN estimator

a1.1% error rate in the rang@40 — 2000 Hz. Its low efficiency
outside this range shows how thg estimation is improved by both

the high resolution analysis and the handling of parametric, analytic

formulas. The YIN algorithm is slightly less efficient in the medium

to 14.1%.

4. CONCLUSIONS

The F, estimator designed in this paper allows to address typical
error trends in a short frame analysis and a widerange context.

It is based on a preliminary extraction of the parameters of compo-
nents and on the design of temporal and spectral parametric function.
Satisfying performances have been obtained and a large part was al-
located to the discussion on typical errors and the way to avoid them.
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