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Application of the linear sampling method to retrieve
cracks with impedance boundary conditions

Résumé : Nous utilisons dans ce travail la Linear Sampling Method pour reconstruire une
fissure impédante dans le vide. Ce papier est une extension du travail de Cakoni et Colton [1]
qui applique la Linear Sampling Method pour reconstruire une fissure avec une condition mixte
et ceci en utilisant plusieurs mesures de champs lointains associés à différentes ondes incidentes
planes. Nous donnons dans ce travail une validation théorique et numérique de notre méthode.

Mots-clés : Problème inverse en électromagnétisme, méthode d’échantillonnage, condition
d’impédance, détection de fissure
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1 Introduction

We are concerned in this work by the inverse scattering problem from a crack with an impedance
boundary condition. More precisely we shall investigate the application of the Linear Sampling
Method (LSM) to retrieve the geometry of the crack from multi-static far field data at a given
frequency. As compared to previous works on this type of problem and methods [1, 4, 8], the
originality of the present one relies on considering the case of the impedance boundary conditions
on both sides of the crack. This induces more technical difficulties in the justification of the method
and also on the numerical side. For instance the algorithm proposed in [1] does not work if one of
the impedance values is not infinite. The main difficulty relies on the choice of the orientation of the
probing “ small “ crack. Based on the theoretical justification of LSM we propose a minimization
procedure that enforces the correct choice of this orientation. Prior to considering the inverse
problem, we propose a study of the forward problem using an integral equation approach. This
part is then used in designing a numerical method to solve this problem. It is used for instance, to
generate the synthetic data needed for the inverse scheme. The theoretical developments of this
first part are inspired by [1]. We also quote the work of [9] for the study of the direct problem
using an integral equation approach in Hölder spaces and the work of [10] for the study of the
inverse problem using a different sampling method. The extension of the current work to the
factorization method [7] and to the reciprocity gap sampling method [2] is under preparation.

The report is organized as follows. In section 2, the direct problem is introduced along with
a study of the uniqueness and existence of the solution using an integral equation method. The
validation of the numerical implementation of this problem is then presented by comparing the
results to those given by a volumetric method (using FreeFem++ [6]). In section 3, we introduce
the inverse problem and we describe our formulation of the LSM along with the mathematical
justifications. Lastly, we propose and test different sampling schemes associated with section 3,
for different shapes of the cracks and different values of the impedances.

2 The direct scattering problem for a crack with impedance
boundary conditions

Let σ ⊂ Rm, m = 2, 3, be a smooth nonintersecting open arc. For further considerations, we
assume that σ can be extended to an arbitrary smooth, closed curve ∂Ω enclosing a bounded
domain Ω in Rm. The normal vector ν on σ coincides with the outward normal vector to ∂Ω,
with simply connected complement.
Impedance type boundary conditions on σ lead to the following problem

{

∆u+ k2u = 0 in Rm \ σ
∂νu± ± λ±u± = 0 on σ

(1)

where the wave number k is positive and λ± ∈ L∞(σ) are the given (complex-valued) impedance
functions with non-negative imaginary part and λ+ +λ− 6= 0. Notice that u±(x) = limh→0+ u(x±
hν) and ∂νu± = limh→0+ ν · ∇u(x± hν) for x ∈ σ.
The total field u = ui +us is decomposed into the given incident plane wave ui(x, d) = eikd·x with
unitary direction d and the unknown scattered field us which is required to satisfy the Sommerfeld
radiation condition

lim
r=|x|→+∞

r
m−1

2 (∂ru
s − ikus) = 0, (2)

uniformly in all directions x̂ = x
|x| .

In order to formulate the scattering problem more precisely we need to define the trace spaces
on σ. If H1

loc(R
m \ σ), H1/2(∂Ω) and H−1/2(∂Ω) denote the usual Sobolev spaces we define the

following spaces (see [11]) :

H1/2(σ) =
{

u|σ : u ∈ H1/2(∂Ω)
}

H̃1/2(σ) =
{

u ∈ H1/2(σ) : supp(u) ⊂ σ̄
}

.

RR n➦ 7478



4 BEN HASSEN & BOUKARI & HADDAR

Now we denote by H−1/2(σ) and H̃−1/2(σ) the dual spaces of H̃1/2(σ) and H1/2(σ) respectively.
Using the notation

g± = −(∂νu
i ± λ±ui) (3)

the problem (1)-(2) is a special case of the

Impedance crack problem (ICP) : Given g± ∈ H−1/2(∂Ω) and (λ±) ∈ L∞(σ) with Im(λ±) ≥
0 and λ+ 6= −λ−, find us ∈ H1

loc(R
m \ σ) satisfying the Sommerfeld radiation condition (2) and

∆us + k2us = 0 in Rm \ σ (4)

∂νu
s
± ± λ±us

± = g± on σ. (5)

The aim of this section is to prove the existence of the solution of the (ICP) problem, since
the following uniqueness result can be found in [9] and [4]

Theorem 1 The (ICP) problem has at most one solution.

To prove the existence of the solution of the (ICP), we use a boundary integral equations approach
(see [4] for a sound soft crack and a sound hard crack, [1] for a partially coated crack and [9] for
a 2D impedance crack when λ+ = λ− is Hölder continuous).
We define [u] := u+ − u− and [∂νu] := ∂νu+ − ∂νu−, the jump of u and ∂νu respectively, across
the crack σ.

Lemma 1 Further assume that (λ±)−1 ∈ L∞(σ). The scattered field us is solution of the (ICP)

if and only if the vector ([u], [∂νu])
T

solves the system of integral equations

Aσ





[u]

[∂νu]



 =





−(λ+ + λ−)∂νu
i

−(λ+ + λ−)ui



 (6)

where the matrix operator Aσ : H̃1/2(σ) × H̃−1/2(σ) → H−1/2(σ) ×H−1/2(σ) is given by

Aσ :=









λ+λ−I + (λ+ + λ−)Tσ −1

2
(λ+ − λ−)I − (λ+ + λ−)K ′

σ

1

2
(λ+ − λ−)I + (λ+ + λ−)Kσ I − (λ+ + λ−)Sσ









(7)

Proof
If us is a solution of the (ICP) then [us] ∈ H̃1/2(σ) and [∂νu

s] ∈ H̃−1/2(σ) (see Lemma 2.2 in [1]).
Using the Green representation formula, the following relation holds for z ∈ Rm \ σ (see theorem
2.24 in [4])

us(z, d) =

∫

σ

(

[u(y, d)]
∂Φ(z, y)

∂ν(y)
−

[

∂u(y, d)

∂ν(y)

]

Φ(z, y)

)

ds(y), (8)

where Φ is the fundamental solution to the Helmholtz equation defined by

Φ(x, y) :=











1

4π

eiκ|x−y|

|x− y| m = 3

i

4
H

(1)
0 (κ|x− y|) m = 2

with x 6= y and H
(1)
0 being the Hankel function of the first kind of order zero. Next by making

use of the jump relations of the single and double layer potentials across ∂Ω (see [11]), we obtain
from (8)

us
± = Kσ[u] − Sσ[∂νu] ±

1

2
[u] (9)

∂νu
s
± = Tσ[u] −K ′

σ[∂νu] ±
1

2
[∂νu] (10)

INRIA



Application of LSM to cracks with impedance boundary conditions 5

where S∂Ω,K∂Ω,K
′
∂Ω, T∂Ω are the boundary integral operators

S∂Ω : H−1/2(∂Ω) → H1/2(∂Ω) K∂Ω : H1/2(∂Ω) → H1/2(∂Ω)
K ′

∂Ω : H−1/2(∂Ω) → H−1/2(∂Ω) T∂Ω : H1/2(∂Ω) → H−1/2(∂Ω)

defined by

S∂Ωψ(x) :=

∫

∂Ω

ψ(y)Φ(x, y)ds(y), K∂Ωϕ(x) :=

∫

∂Ω

ϕ(y)
∂Φ(x, y)

∂ν(y)
ds(y),

K ′
∂Ωψ(x) :=

∫

∂Ω

ψ(y)
∂Φ(x, y)

∂ν(x)
ds(y), T∂Ωϕ(x) :=

∂

∂ν(x)

∫

∂Ω

ϕ(y)
∂Φ(x, y)

∂ν(y)
ds(y)

and Sσ,Kσ,K
′
σ, Tσ are the corresponding operators defined on σ. These restricted operators have

the following mapping properties (see [11])

Sσ : H−1/2(σ) → H1/2(σ) Kσ : H1/2(σ) → H1/2(σ)
K ′

σ : H−1/2(σ) → H−1/2(σ) Tσ : H1/2(σ) → H−1/2(σ).

Moreover, from the boundary conditions (5) and (3), we have

[∂νu] + λ+us
+ + λ−us

− = −(λ+ + λ−)ui,

λ+λ−[u] + λ−∂νu
s
+ + λ+∂νu

s
− = −(λ+ + λ−)∂νu

i.
(11)

Finally, by combining the relations (9), (10) and (11), we show that ([u], [∂νu])
T

solves the system
of equations (6).

Conversely, assume that ([u], [∂νu])
T

satisfies (6)-(7), so

λ−
(

Tσ[u] −K ′
σ[∂νu] +

[∂νu]

2

)

+ λ+

(

Tσ[u] −K ′
σ[∂νu] −

[∂νu]

2

)

+ λ+λ−[u] =

−(λ+ + λ−)∂νu
i (12)

and

λ+

(

Kσ[u] − Sσ[∂νu] +
[u]

2

)

+ λ−
(

Kσ[u] − Sσ[∂νu] −
[u]

2

)

+ [∂νu] =

−(λ+ + λ−)ui (13)

The potential us, defined by (8), belongs to H1
loc(R

m \ σ) and satisfies the Helmholtz equation in
Rm \σ and the Sömmerfeld radiation condition. It remains to show that us satisfies the boundary
condition (5). To this end, we first inject (10) in (12) and (9) in (13). We obtain

λ−∂νu
s
+ + λ+∂νu

s
− + λ+λ− [u] = −(λ+ + λ−)∂νu

i (14)

λ+us
+ + λ−us

− + [∂νu] = −(λ+ + λ−)ui (15)

Multiplying (15) by λ± and adding the results to (14), we show that

∂νu
s
± − λ±us

± = −(∂νu
i ± λ±ui) on σ.

Therefore, the field us given by (8) is a solution of the (ICP). �

Lemma 2 The operator Aσ given by (7) has a trivial kernel.

Proof.
Let ζ = (α, β)T ∈ H̃1/2(σ) × H̃−1/2(σ) satisfying Aσζ = 0. Define the potential

v =

∫

σ

∂Φ(x, y)

∂n(y)
α(y)ds(y) −

∫

σ

Φ(x, y)β(y)ds(y); x ∈ Rm \ σ.

RR n➦ 7478
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This potential belongs to H1
loc(R

m \ σ) and satisfies the Helmholtz equation in Rm \ σ and the
Sommerfeld radiation condition. Moreover, using the jump relations of the single and double layer
potentials across σ, we get

v± = Kσ(α) − Sσ(β) ± α

2

∂νv± = Tσ(α) −K ′
σ(β) ± β

2

Hence,
[v] = α and [∂νv] = β. (16)

Therefore, as in the proof of Lemma 1, we show that v ∈ H1
loc(R

2 \ σ̄) satisfies

∆v + k2v = 0 in R2 \ σ,
∂νv± − λ±v± = 0 on σ

and the Sömmerfeld radiation condition. Then, from the uniqueness of the solution of this system,
we have v = 0 and we conclude, by (16), that α = β = 0. �

Lemma 3 The operator Aσ : H̃1/2(σ) × H̃−1/2(σ) → H−1/2(σ) × H−1/2(σ) given by (7) has a
bounded inverse.

Proof.
Let ϕ ∈ H1/2(∂Ω) and ψ ∈ H−1/2(∂Ω) be the extension by zero to ∂Ω of [u] ∈ H̃1/2(σ) and
[∂νu] ∈ H̃−1/2(σ) respectively. We denote by T0 the boundary integral operator corresponding to
the Laplace operator, defined as T∂Ω by replacing the kernel Φ(x, y) by

Φ0(x, y) :=











1

4π

1

|x− y| m = 3

− 1

2π
ln |x− y| m = 2

The operator −T0 is coercive on ∂Ω. Hence, we have for all ϕ ∈ H1/2(∂Ω)

Re(〈−T0ϕ,ϕ〉H−1/2(∂Ω),H1/2(∂Ω)) ≥ ‖ϕ‖H1/2(∂Ω).

Then
Re(〈−T0[u], [u]〉H−1/2(σ),H̃1/2(σ)) ≥ ‖[u]‖H̃1/2(σ),

which leads to the coercivity of the operator −T0 on σ whence the operator

A0,σ =





(λ+ + λ−)T0 − 1
2 (λ+ + λ−)I

0 I





is invertible. Consider now the operator

Ac =







λ+λ−I + (λ+ + λ−)Tc −(λ+ + λ−)K ′
∂Ω

λ+ − λ−

2
I + (λ+ + λ−)K∂Ω −(λ+ + λ−)S∂Ω.







The operator Tc := T∂Ω − T0 is compact since it has a continuous kernal.
Since the injection from H

1
2 (∂Ω) to H− 1

2 (∂Ω) is compact and λ± ∈ L∞(∂Ω), the operators

(λ+ − λ−)I and λ+λ−I are also compact from H
1
2 (∂Ω) to H− 1

2 (∂Ω).

In the other hand, K ′
∂Ω is a compact operator from H− 1

2 (∂Ω) to H− 1
2 (∂Ω). The operator S∂Ω

is continuous from H− 1
2 (∂Ω) to H

1
2 (∂Ω). Thus (λ+ + λ−)S∂Ω is compact from H− 1

2 (∂Ω) to

H− 1
2 (∂Ω) . The operator K∂Ω is continuous from H

1
2 (∂Ω) to H

1
2 (∂Ω), which implies that (λ+ +

INRIA



Application of LSM to cracks with impedance boundary conditions 7

λ−)K∂Ω is compact from H
1
2 (∂Ω) to H− 1

2 (∂Ω). We conclude that Ac : H̃1/2(∂Ω)× H̃−1/2(∂Ω) →
H−1/2(∂Ω)×H−1/2(∂Ω) is a compact operator. Thus the restriction of Ac to H̃1/2(σ)×H̃−1/2(σ)
denoted by Ac,σ is also compact.
Finally Aσ = A0,σ + Ac,σ is Fredholm with index zero and since by Lemma 2 Aσ is injective we
conclude that it has a bounded inverse. �

As a consequence of these lemmas, we have the following result

Theorem 2 The (ICP) problem has a unique solution given by

us(z, d) =

∫

σ

(

[u(y, d)]
∂Φ(z, y)

∂ν(y)
−

[

∂u(y, d)

∂ν(y)

]

Φ(z, y)

)

ds(y), z ∈ Rm \ σ (17)

where, ([u], ∂νu])
T

is the unique solution of the system of integral equations (6).

2.1 Numerical solution of the (ICP) problem

Let Aσ : H̃1/2(σ) × H̃−1/2(σ) → H−1/2(σ) ×H−1/2(σ) be the matrix operator given by (7). We
use a Galerkin method to solve numerically the system of integral equations

Aσ

(

ϕ
ψ

)

=

(

f1
f2

)

. (18)

We multiply the two equations in (18) by test functions α and β ∈ H̃
1
2 (σ) respectively and we

integer over σ (in the sense of the duality pairing between H−1/2(σ) and H̃
1
2 (σ))

∫

σ

λ+λ−αϕ+

∫

σ

C1αTσϕ−
∫

σ

C2αψ −
∫

σ

C1αK
′
σψ =

∫

σ

αf1 (19)

∫

σ

C1βϕ+

∫

σ

C2βKσϕ+

∫

σ

λ+λ−βψ −
∫

σ

C1βSσψ =

∫

σ

βf2 (20)

where we simplified the notations by denoting C1 = (λ+ + λ−), C2 = 1
2 (λ+ − λ−).

Then we discretize the space H−1/2(σ) × H̃1/2(σ) using finite elements P1 × P1. To compute the
integral involving the operator Tσ we use the following formula (see [5])

∫

σ

α(x)
∂

∂ν(x)

∫

σ

ϕ(y)
∂Φ(x, y)

∂ν(y)
ds(y) ds(x)

= κ2

∫

σ

∫

σ

Φ(x, y)ν(x) · ν(y)α(x)ϕ(y) ds(x) ds(y)

−
∫

σ

∫

σ

Φ(x, y)(∇α(x) × ν(x)) · (∇ϕ(y) × ν(y)) ds(x) ds(y).

We end the study of the direct problem by some numerical tests obtained by the scheme described
above. To validate our algorithm, we use also FreeFem++ to solve (ICP) problem using FEM
method. To this end, we discretize the disk of radius 10 times the wavelength by P1 elements.
We compare the modulus of the far field pattern (see (21)), computed by the two methods (the
scheme based on integral equations and that using FEM) for 100 observation points, different
crack shapes and different incident plane waves ui(x) = exp(ik(x1cos(θ) + x2sin(θ))) with angle
θ. We keep the wave number constant k = 2π for all the tests and we choose two different values
of the impedances λ− = λ+ = 5 + i and λ− = λ+ = 1 + i.
We recall that the solution of the (ICP) problem has the asymptotic behaviour of an outgoing
spherical wave (see [3])

us(x, d) = r
1−m

2 eikru∞(x̂, d) +O(r−
m+1

2 ), (21)

where u∞ is the far field pattern of the scattered wave, x ∈ R
m\σ, x̂ = x/|x| and r = |x|.

RR n➦ 7478



8 BEN HASSEN & BOUKARI & HADDAR

Figure 1: The modulus of u∞ computed by Freefem++ (red) and by the integral equations method
(blue) for λ− = λ+ = 5 + i. The angle of incidence θ = π/2 (left) and θ = π/6 (right). The crack
is the segment [−0.5, 0.5] × {0}.

Figure 2: The modulus of u∞ computed by Freefem++ (red) and by the integral equations method
(blue) for λ− = λ+ = 1 + i. The angle of incidence θ = π/4 (left) and θ = π/3 (right). The crack
is the segment {0} × [−0.5, 0.5].

Figure 3: The modulus of u∞ computed by Freefem++ (red) and by the integral equations method
(blue) for λ− = λ+ = 5 + i. The angle of incidence θ = π/2 (left) and θ = π/6 (right). The crack
is of shape L with peaks (0, 1), (1, 1), (1, 0).

INRIA



Application of LSM to cracks with impedance boundary conditions 9

Figure 4: The modulus of u∞ computed by Freefem++ (red) and by the integral equations method
(blue) for λ− = λ+ = 1 + i, θ = π/4 (left) and θ = π/3 (right). The crack is is of shape L with
peaks (0, 1), (1, 1), (1, 0).

Figure 5: The modulus of u∞ computed by Freefem++ (red) and by the integral equations method
(blue) for λ− = λ+ = 5 + i, θ = π/2 (left) and θ = π/6 (right). The crack is an arc of the unit
circle with an angle varying from 0 to 90 degrees.

Figure 6: The modulus of u∞ computed by Freefem++ (red) and by the integral equations method
(blue) for λ− = λ+ = 1 + i, θ = π/4 (left) and θ = π/3 (right). The crack is an arc of the unit
circle with an angle varying from 0 to 90 degrees.

RR n➦ 7478



10 BEN HASSEN & BOUKARI & HADDAR

We can clearly see that the results (compare Figure 1 to 6) obtained by the two methods are very
close which validates our scheme. Note that the integral equation method is much faster than the
finite element method since the size of the linear system is much smaller (even though, the matrix
is not sparse).

3 The inverse problem

3.1 Settings and theoretical justification of the LSM

In this section, we adapt the LSM for scattering by a partially coated crack (see [1]) to the following
inverse problem :

Inverse scattering by an Impedance Crack (IIC). Given the far field pattern u∞(·, ·) on
Sm−1 × Sm−1 of the solution to (ICP), reconstruct the crack σ.

To solve the (IIC) by the LSM method, we first define the far field operator

F : L2(Sm−1) → L2(Sm−1)

g 7→
∫

Sm−1

u∞(·, y)g(y)ds(y) (22)

and consider the far field equation

F (gL)(x̂) = Φ∞
L (x̂) for all x̂ ∈ Sm−1 (23)

where Φ∞
L ∈ L2(Sm−1) is given by

Φ∞
L (x̂) = γ

∫

L

(

αL(y)
∂e−iκx̂·y

∂ν(y)
+ βL(y)e−iκx̂·y

)

ds(y), (24)

with γ =











eiπ/4

√
8πκ

in 2D

1

4π
in 3D

(25)

Notice that Φ∞
L is the far field pattern of the potential ΦL defined by

ΦL(x) :=

∫

L

(

αL(y)
∂Φ(x, y)

∂ν(y)
+ βL(y)Φ(x, y)

)

ds(y) (26)

with densities αL ∈ H̃
1
2 (L) and βL ∈ H̃− 1

2 (L), for any smooth non intersecting open arc L ∈ R
m−1.

We will characterize the crack σ by the behaviour of an approximate solution gL of the far field
equation (23).

To prove the existence of an approximate solution of (23), we factorize the operator F as
F = BH where B : H−1/2(σ) ×H−1/2(σ) → L2(Sm−1) maps the boundary data (g+, g−) to the
far field pattern of the solution of (ICP) and H is the trace operator defined by

H : L2(Sm−1) → H−1/2(σ) ×H−1/2(σ)
g 7→ ((∂ν − λ−)vg, (∂ν + λ+)vg)

where vg is the Herglotz wave function of kernal g ∈ L2(Sm−1),

vg(x) :=

∫

Sm−1

eiκx·dg(d) ds(d), x ∈ R
m. (27)

We will show that the traces of the solution of the (ICP) on both sides of σ can be approximated
by the appropriate traces of the Herglotz wave function vg. We shall keep the same hypothesis on
λ± as in section 2 and further assume that (λ+ + λ−)(x) 6= 0 for a.e x ∈ σ.

INRIA



Application of LSM to cracks with impedance boundary conditions 11

Lemma 4 The operator H is injective and has a dense range.

Proof. Let g ∈ L2(Sm−1) be an element of the kernal of H. Then,

(∂ν ± λ±)vg = 0 on σ.

Since by assumption (λ+ + λ−) 6= 0 then vg = 0 and ∂νvg = 0 on σ0 ⊂ σ. From the unique
continuation principle it implies that vg = 0 in R

m and therefore g = 0 which proves that H is
one to one.
The main idea of the proof of the second part of the theorem is to show that H∗, the adjoint
operator of H, is injective.
To this end, we determine first the expression of H∗. Let g ∈ L2(Sm−1) and α, β ∈ H̃1/2(σ), then
H∗ : H̃1/2(σ) × H̃1/2(σ) → L2(Sm−1) satisfies

〈H(g), (α, β)〉H∗,H = 〈g,H∗(α, β)〉L2(Sm−1),L2(Sm−1)

where H := H̃1/2(σ) × H̃1/2(σ).
By changing the order of integration and using (27),

〈H(g), (α, β)〉H∗,H

=

∫

Sm−1

g(d)

[∫

σ

(

α(y)

(

∂

∂ν(y)
− λ−

)

+ β(y)

(

∂

∂ν(y)
+ λ+

))

e−iκd·yds(y)

]

ds(d).

Therefore, for d ∈ Sm−1, the operator H∗ is given by

H∗(α, β)(d) =

∫

σ

(

α(y)

(

∂

∂ν(y)
− λ−

)

e−iκd·y + β(y)

(

∂

∂ν(y)
+ λ+

)

e−iκd·y

)

ds(y).

We observe that H∗ is the far field pattern of the potential

γ−1V (z) =

∫

σ

(α(y)

(

∂

∂ν(y)
− λ−

)

Φ(z, y) + β(y)

(

∂

∂ν(y)
+ λ+

)

Φ(z, y))ds(y),

for z ∈ R
m \ σ̄. This function is well defined in R

m \ σ̄ since α and β can be extended by zero
to functions in H1/2(σ). Moreover, V ∈ H1

loc(R
m \ σ̄) satisfies the Helmholtz equation and the

sommerfeld radiation condition.
Therefore, if H∗(α, β) = 0, the far field pattern of V is zero and from Rellich’s lemma and the
unique continuation principle we conclude that V = 0 in R

m \ σ̄. Then, by the jump relations of
the layer potentials, we have [V ] = γ(α+ β) and [∂νV ] = γ(λ−α− λ+β). This implies that

α+ β = 0 and λ−α− λ+β = 0.

Finally, since by assumption λ+(x) 6= −λ−(x) for a.e x ∈ σ, α = β = 0 and the operator H∗ is
injective. �

In the next step, we provide some properties of the operator B. We need to introduce the
operators F : H̃1/2(σ) × H̃−1/2(σ) → L2(Sm−1) given by

F(ϕ,ψ)(x̂) := γ

∫

σ

(

ϕ(y)
∂e−iκx̂y

∂ν(y)
+ ψ(y)e−iκx̂y

)

ds(y) (28)

and M : H̃1/2(σ) × H̃−1/2(σ) → H−1/2(σ) ×H−1/2(σ) defined by

M :=

(

T + λ+(K + 1
2I) −λ+S −K ′ + 1

2I
T − λ−(K − 1

2I) λ−S −K ′ − 1
2I

)

. (29)

Lemma 5 The operator M has a bounded inverse and B = γFM−1.
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12 BEN HASSEN & BOUKARI & HADDAR

Proof. For a given (ϕ,ψ) ∈ H̃1/2(σ) × H̃−1/2(σ), the function F(ϕ,ψ)(x̂) is the far field pattern
of the potential

P (ϕ,ψ)(x) :=

∫

σ

ϕ(y)
∂Φ(x, y)

∂ν(y)
ds(y) +

∫

σ

ψ(y)Φ(x, y)ds(y).

The function P ∈ H1
loc(R

m \ σ̄) satisfies the Helmholtz equation in Rm \ σ̄ and the Sommerfeld
radiation condition. In addition, following the proof of Lemma 2, we show that ϕ = [P ], ψ =
−[∂νP ] and

(

(∂ν + λ+)P+(ϕ,ψ)
(∂ν − λ−)P−(ϕ,ψ)

)

= M

(

ϕ
ψ

)

where M : H̃1/2(σ)× H̃−1/2(σ) → H−1/2(σ)×H−1/2(σ) is given by (29). This operator is related
to the matrix Aσ defined by (7). More precisely,

Aσ =

(

λ−I λ+I
I −I

)

M

and by Lemma 3, M−1 : H−1/2(σ)×H−1/2(σ) → H̃1/2(σ)× H̃−1/2(σ) exists and is bounded. �

Lemma 6 The operator F : H̃1/2(σ)× H̃−1/2(σ) → L2(Sm−1) is injective and has a dense range
in L2(Sm−1).

Proof. The injectivity of F can be proved in the same way as in Lemma 4, by replacing the
potential V by P .
Proceeding again as in the proof of Lemma 4, let g ∈ L2(Sm−1) and (α, β) ∈ H̃1/2(σ)× H̃−1/2(σ),

〈F(α, β), g〉 =

∫

Sm−1

g(d)F(α, β)(d)ds(d)

= γ

∫

Sm−1

g(d)

(∫

σ

α(y)
∂e−iκd·y

∂ν(y)
ds(y) +

∫

σ

β(y)e−iκd·yds(y)

)

ds(d)

= γ

∫

σ

α(y)

∫

Sm−1

g(d)
∂e−iκd·y

∂ν(y)
ds(d)ds(y) + γ

∫

σ

β(y)

∫

Sm−1

g(d)e−iκd·yds(d)ds(y).

Therefore, F∗(g) = γ(∂νvg, vg).
Now, if F∗(g) = 0 then vg = ∂νvg = 0.
Thus, as in Lemma 4, g = 0 which proves the density of the range of F . �

Summarizing the previous results, the operator F defined by (22) is factorized as F = FM−1H.
Hence, the range of F is included in the range of F . Therefore, thanks to the following Lemma,
there exist an approximated solution of the equation (23).

Lemma 7 For any smooth non intersecting arc L and functions αL ∈ H̃
1
2 (L), βL ∈ H̃− 1

2 (L), the
operator Φ∞

L given by (24) belongs to R(F) the range of F if and only L ⊂ σ.

Proof.
First assume that L ⊂ σ. Since H̃± 1

2 (L) ⊂ H̃± 1
2 (σ), it follows from (28) that Φ∞

L (x̂) ∈ R(F).

Now let L 6⊂ σ and assume, on the contrary, that Φ∞
L ∈ R(F). Hence, there exists ϕ ∈ H̃

1
2 (σ)

and ψ ∈ H̃− 1
2 (σ) such that

Φ∞
L (x̂) = γ

∫

L

(

ϕ(y)
∂e−iκx̂·y

∂ν(y)
+ ψ(y)e−iκx̂·y(y)

)

ds(y).

Thus Φ∞
L is the far field pattern of the potential

P (x) =

∫

σ

(

ϕ(y)
∂Φ(x, y)

∂ν(y)
+ ψ(y)Φ(x, y)

)

ds(y), x ∈ Rm−1 \ σ.

INRIA



Application of LSM to cracks with impedance boundary conditions 13

Since by definition Φ∞
L is also the far field pattern of the potential ΦL given by (26) then using

the Rellich lemma and the unique continuation principle, the potentials ΦL and P coincide in
Rm−1 \ (σ̄ ∪ L̄).
Let x0 ∈ L\σ and Bǫ a small neighborhood of x0 with Bǫ ∩σ = ∅. Then, P is analytic in Bǫ while
ΦL has a singularity at x0 which is a contradiction. This proves that Φ∞

L /∈ R(F). �

Theorem 3 We assume that L is a nonintersecting smooth open arc. The following is true:

1. If L ⊂ σ; there exists a sequence (gn)n∈N on L2(Sm−1) such that

lim
n→+∞

‖F (gn) − Φ∞
L ‖L2(Sm−1) = 0

and
lim

n→+∞
||vgn

||∗ <∞,

where ‖vgn‖∗ := ‖∂νvgn + λ+vgn‖H−
1
2 (σ)

+ ‖∂νvgn − λ−vgn‖H−
1
2 (σ)

.

2. Otherwise, for any sequence (gn)n∈N ⊂ L2(Sn−1) that satisfies

lim
n→+∞

‖F (gn) − Φ∞
L ‖L2(Sm−1) = 0

we have
lim

n→+∞
||vgn ||∗ = +∞.

Proof.

❼ If L ⊂ σ, it is easy to find a bounded solution of the far field equation (23). In fact, we have

H̃
1
2 (L) ⊂ H̃

1
2 (σ) and H̃− 1

2 (L) ⊂ H̃− 1
2 (σ).

Thus, Φ∞
L ∈ R(F) there exists a unique (α, β) ∈ H̃

1
2 (σ) × H̃− 1

2 (σ) such that

Φ∞
L = F(α, β)

Therefore by Lemma 5 there exists a unique (α̃, β̃) ∈ H̃
1
2 (σ) × H̃− 1

2 (σ) such that

Φ∞
L = FM−1(α̃, β̃)T .

Moreover by Lemma 4 the range of H is dense on H−1/2(σ) ×H−1/2(σ), hence there exists
(αn, βn)n∈N ⊂ R(H) such that limn→+∞(αn, βn) = (α̃, β̃). Using the continuity of H, we
show the existence of a sequence (gn)n∈N ⊂ L2(Sn−1) verifying limn→∞ Hgn = (α̃, β̃) which
proves that

lim
n→+∞

‖F (gn) − Φ∞
L ‖L2(Sm−1) = 0.

❼ Let L 6⊂ σ and let us assume that ‖vgn‖∗ <∞. Therefore,

‖∂νvgn + λ+vgn‖H−
1
2 (σ)

+ ‖∂νvgn
− λ−vgn

‖
H−

1
2 (σ)

<∞. (30)

Let (αn, βn) ∈ R(H). Since H is injective there exists a sequence (gn)n∈N ⊂ L2(Sn−1) such

that H(gn) = (αn, βn). From (30), the sequence (αn, βn) is bounded in H− 1
2 (σ) ×H− 1

2 (σ).
Therefore we can extract a subsequence, that we still denote (αn, βn) which weakly converges
to (α, β).
The integral operator F is compact since it has a regular kernal and M−1 is a bounded
operator, so that the operator FM−1 is a compact operator. Consequently,

lim
n→+∞

‖F (gn) −FM−1(α, β)‖L2(Sm−1) = 0

and by the uniqueness of the limit, we have

FM−1(α, β) = Φ∞
L .

We deduce that Φ∞
L ∈ R(F) and L ⊂ σ which is a contradiction. �
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14 BEN HASSEN & BOUKARI & HADDAR

3.2 Numerical schemes and results

Regularization

For the purpose of the numerical experiments, we construct a nearby solution to (23) using a
Tikhonov regularization. Therefore we solve the following equation

(ηI + F ∗F )gη = F ∗Φ∞
L

where η is a parameter of regularization. By the singular value decomposition (SVD) we mean a
representation of F in the form

F (g) =
∑

i

σi(g, fi)li,

where (fi), (li) are orthonormal systems in L2(S1), and σi are positive constants, the singular
values of F . The adjoint of F is given by

F ∗(g) =
∑

i

σi(g, li)fi,

Thus, the operator F ∗F is given by

F ∗F (g) =
∑

i

σ2
i (g, fi)fi,

On the other hand, we have

F ∗(Φ∞
L ) =

∑

i

σi(Φ
∞
L , li)fi.

Finally, we get the expression of gη, the solution of (23)as

gη =
∑

i

σi(Φ
∞
L , li)

η + σ2
i

fi (31)

The regularization parameter is chosen using the Morozov discrepancy principle.
Discretization

The numerical experiments are conducted in a 2 D setting of the problem. We consider n equally
distant observation points of the far field (x̂l)1≤l≤n on the unit circle.

Fg(x̂l) ≃
n

∑

j=1

wju∞(x̂l, x̂j)g(x̂j) (32)

where wj is the arclengh between two adjacent points. Let L be a small segment of center z and
with normal ν. Then

Φ∞
L (x̂l) ≃ γ|L|(α(z)e−ikx̂lz + β(z)(−ikx̂l.ν)e

−ikx̂lz) (33)

The discrete equation to solve is then

Fg(x̂l) ≃ Φ∞
L (x̂l) ∀x̂l (34)

using the Tikhonov procedure explained above. The sampling procedure will consist then in vary-
ing the z and ν in (33). According to Theorem 3 we expect ‖g‖ (where g is a solution to (34)) to
be large except when z ∈ σ and ν is the normal to σ at z.
We shall consider two types of solutions: the first one denoted by gz corresponds to α(z) = 1 and
β(z) = 0, the second one denoted by gz,ν corresponds to α(z) = 0 and β(z) = 1.

INRIA



Application of LSM to cracks with impedance boundary conditions 15

First criterion
Let us consider two independent normals for instance ν1 = (0, 1)t and ν2 = (1, 0)t . At each
sampling point z we compute

z −→ 1

‖gz‖
+

1

‖gz,ν1
‖ +

1

‖gz,ν2
‖ . (35)

This criterion may not be efficient if ν1 or ν2 coincide with the exact normal to σ at z, specially
if σ is a segment with normal N , N 6= ν1 and N 6= ν2 (see numerical section).

Second criterion
Let us define the normal ν as follows:

ν = ζν1 +
√

1 − ζ2ν2 with 0 ≤ ζ ≤ 1

Therefore, by linearity of the equation (34)

gz,ν = ζgz,ν1
+

√

1 − ζ2gz,ν2
.

Based on the theoretical justification, the normal ν to σ at z ∈ σ corresponds with the value ζ
that minimizes

‖gz,ν‖2
= ζ2‖gz,ν1

‖2 + (1 − ζ2)‖gz,ν2
‖2 + 2ζ(1 − ζ2) 〈gz,ν1

, gz,ν2
〉 (36)

The proposed criterion will be the determination on each point z of

z −→ 1

‖gz‖
+

1

‖gz,ν‖
(37)

where g, gz,ν corresponds with ζ that minimizes (36).

Numerical tests

The efficiency of this approach is tested using both criteria for different shapes, namely arc-
shaped cracks, L-shaped cracks and the union of two segments having an oblique angle between
them and for several ranges of the impedance values. We present in the following figures the iso-
values of the right hand side of (35). The red isovalues correspond to the highest values whereas
the blue ones represent the smallest ones. This means that the crack corresponds to red isovalues
in the figures.
In all the numerical tests we use 100 observation points of the far field pattern and the same
number of incident plane waves.
Both criteria give a good reconstruction of the crack for the case of large impedances (see Figures
7, 8). In the case of small impedances, using the first criterion, the result is not satisfactory for
all geometries. This is due to the fact that for large impedances we are close to the Dirichlet
case, hence the dominant term in (35) is 1

‖gz‖
. In the case of the small impedances, we are close

to the Neumann case and in this case the dominant term is the one that contains the normal
derivatives. Figure 9 shows that if ν1 or ν2 coincides with the exact normal to the crack we have a
good reconstruction otherwise only the part of the crack for which the normal coincides with ν1 or
ν2 is correctly reconstructed: see Figure 10, 11. Hence having a good approximation of ν is very
important for the precision of the result. This problem is fixed by the use of the second criterion
as demonstrated by the reconstruction shown in Figures 7, 8, 9, 10 and 11. Let us observe however
that the quality of the results slightly deteriorates when the impedance values are between high
and small magnitudes: see Figure 12, 13 and 14. To illustrate the importance of the reconstruction
of the normals in the precision of the results we visualize the reconstructed ones in Figure 15, 16
and 17. We observe that the best results correspond with the cases where the normals at the crack
are the exact ones.

RR n➦ 7478



16 BEN HASSEN & BOUKARI & HADDAR

Case of Large impedances
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(a) Reconstruction using the first criterion
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(b) Reconstruction using the second criterion

Figure 7: Reconstruction of an L-shaped crack with peaks (0.75, 0), (0, 0), (0, 0.75) for λ− = λ+ =
100(1 + i) (left), λ− = λ+ = 1000(1 + i) (middle), λ− = λ+ = 106(1 + i) (right)
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(a) Reconstruction using the first criterion
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(b) Reconstruction using the second criterion

Figure 8: Reconstruction of an arc-shaped crack with center (−0.5,−0.5), radius 0.8 and angle
varying from 0 to 90 degrees for λ− = λ+ = 100(1 + i) (left), λ− = λ+ = 1000(1 + i) (middle),
λ− = λ+ = 106(1 + i) (right).
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Case of small impedances
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(a) Reconstruction using the first criterion

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

 

 

2

4

6

8

10

12

14

16

18

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

 

 

2

4

6

8

10

12

14

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

 

 

2

4

6

8

10

12

14

(b) Reconstruction using the second criterion

Figure 9: Reconstruction of an L-shaped crack with peaks (0, 0.75), (0, 0), (0.75, 0) for λ− = λ+ =
0.1(1 + i) (left), λ− = λ+ = 0.01(1 + i) (middle) λ− = λ+ = 10−6(1 + i) (right).
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(a) Reconstruction using the first criterion
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(b) Reconstruction using the second criterion

Figure 10: Reconstruction of an arc-shaped crack with center (−0.5,−0.5), radius 0.8 and angle
varying from 0 to 90 degrees for λ− = λ+ = 0.1(−1 + i) (left), λ− = λ+ = 0.01(−1 + i) (middle),
λ− = λ+ = 10−6(−1 + i) (right).
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(b) Reconstruction using the second criterion

Figure 11: Reconstruction of two segments {0} × [0, 0.8] and [0, 0.4] × [0,−0.8] for λ− = λ+ =
0.1(1 + i) (left), λ− = λ+ = 0.01(1 + i) (middle), λ− = λ+ = 10−6(1 + i) (right).

Case of impedances with ”moderate values“
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(b) Reconstruction using the second criterion

Figure 12: Reconstruction of an L-shaped crack with peaks (0, 0.75), (0, 0), (0.75, 0) for λ− = 1.5+1
and λ+ = 2 + 1.2i (left), λ− = λ+ = 5(1 + i) (middle), λ− = λ+ = 10(1 + i) (right).
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Figure 13: Reconstruction of an arc-shaped crack with center (−0.5,−0.5), radius 0.8 and angle
varying from 0 to 90 degrees for λ− = 1.5+ i and λ+ = 2+1.2i (left), λ− = λ+ = 5+5i (middle),
λ− = λ+ = 10(1 + i) (right).
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(a) Reconstruction using the first criterion
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(b) Reconstruction using the second criterion

Figure 14: Reconstruction of two segments {0} × [0, 0.8] and [0, 0.4] × [0,−0.8] for λ− = 1.5 + i
and λ+ = 2 + 1.2i (left), λ− = λ+ = 5 + 5i (middle), λ− = λ+ = 10(1 + i) (right).
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Figure 15: Reconstruction of the normals for λ− = λ+ = 0.001 + 0.001i (left), λ− = λ+ = 5 + 5i
(middle), λ− = λ+ = 10(1 + i) (right).
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Figure 16: Reconstruction of the normals for λ− = λ+ = 0.001 + 0.001i (left), λ− = λ+ = 5 + 5i
(middle), λ− = λ+ = 10(1 + i) (right).
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Figure 17: Reconstruction of the normals for λ− = λ+ = 0.001 + 0.001i (left), λ− = λ+ = 5 + 5i
(middle), λ− = λ+ = 10(1 + i) (right).

Influence of the frequency
A more relevant physical model for the impedance boundary conditions would be

∂νu
± ± kλ̃±u± = 0 on σ±

where now λ± are dimensionless constants. We shall study the influence of the frequency on the
reconstructions for these type of conditions. Figures 18, 19 show the reconstructions of the normals
for two different choices of the frequency. We observe that the best orientation for the normals
are given by the smaller frequency. This then suggests to use the small frequency case to first
reconstruct the normal fields then use these normals to evaluate the criterion (37). This procedure
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improves the results obtained for the higher frequency: compare Figures 20-22 to Figures 12-14
respectively.
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Figure 18: Reconstruction of the normals for λ̃− = λ̃+ = 0.79(1 + i), k = π/2.
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Figure 19: Reconstruction of the normals for λ̃− = λ̃+ = 0.79(1 + i), k = 4π.
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Figure 20: Reconstruction of an L-shaped crack with peaks (0, 0.75), (0, 0), (0.75, 0) for λ̃+ =
0.23 + 0.15i λ̃− = 0.31 + 0.19i (left) λ̃− = λ̃+ = 0.79(1 + i) (middle) λ̃− = λ̃+ = 1.58(1 + i)
(right) with k = 2π.
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Figure 21: Reconstruction of arc-shaped crack for λ̃+ = 0.23 + 0.15i λ̃− = 0.31 + 0.19i (left)
λ̃− = λ̃+ = 0.79(1 + i) (middle) λ̃− = λ̃+ = 1.58(1 + i) (right) with k = 2π.
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Figure 22: Reconstruction of two segments {0} × [0, 0.8] and [0, 0.4] × [0,−0.8] for λ̃+ = 0.23 +
0.15i λ̃− = 0.31+0.19i (left) λ̃− = λ̃+ = 0.79(1+ i) (middle) λ̃− = λ̃+ = 1.58(1+ i) (right) with
k = 2π.
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Paris 6, 2006.

[5] M. A. Hamdi. Formulation variationnelle par équations intégrales pour le calcul de champs
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