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1 Introduction

The key to precision and scalability in all formal methods for static program
analysis and verification is the handling of disjunctions arising in relational anal-
yses, the flow-sensitive traversal of conditionals and loops, the context-sensitive
inter-procedural calls, the interleaving of concurrent threads, etc. Explicit case
enumeration immediately yields to combinatorial explosion. The art of scalable
static analysis is therefore to abstract disjunctions to minimize cost while pre-
serving weak forms of disjunctions for expressivity.

Building upon packed binary decision trees to handle disjunction in tests,
loops and procedure/function calls and array segmentation to handle disjunc-
tions in array content analysis, we introduce segmented decision trees to allow
for more expressivity while mastering costs via widenings.

2 Semantic Disjunctions in Abstract Interpretation

The main problem in applying abstract interpretation [2, 5, 6] to static analysis is
to abstract a non-computable fixpoint collecting semantics lfpv⊥ F for a concrete
transformer F ∈ C 7→ C, partial order v, and infimum ⊥ into an abstract
semantics lfp

v]

⊥] F
] for an abstract transformer F ] ∈ A 7→ A, abstract order

v], and abstract infimum ⊥] where the existence of fixpoints is guaranteed by
Tarski’s theorem [21] on complete lattices or its extension to complete partial
orders (cpos). The collecting semantics is the specification of the undecidable
properties we want to collect about programs. The abstract semantics is an
effective approximation of the collecting semantics. For soundness, lfpv⊥ F v
γ(lfpv

]

⊥] F
]) where γ ∈ A 7→ C is the concretization function. Particular cases

involve a Galois connection 〈C, v〉 −−−→←−−−α
γ
〈A, v]〉 such that ∀x ∈ C : ∀y ∈ A :

α(x) v] y ⇐⇒ x v γ(y) and the case of completeness requiring α(lfpv⊥ F ) =
lfp

v]

⊥] F
].

In general the concrete domain 〈C, v, ⊥, t〉 is a complete lattice or cpo
and the concrete transformer F is in disjunctive form F ,

⊔
i∈∆ Fi and often



completely distributive (∀i ∈ ∆ : Fi(
⊔
j∈∆′ Xj) =

⊔
j∈∆′ Fi(Xj)) or continuous

(completely distributive on increasing chains).
In that most usual case, the iterative fixpoint computation X0 = ⊥, . . . ,

Xn+1 = F (Xn), . . . , Xω =
⊔
n>0X

n = lfpv⊥ F is X1 = F (⊥) =
⊔
i∈∆ Fi(⊥),

X2 = F (X1) =
⊔
i∈∆ Fi(

⊔
j∈∆ Fj(⊥)) =

⊔
i,j∈∆2 Fi ◦ Fj(⊥), . . . , Xn+1 =

F (Xn) =
⊔
i∈∆ Fi(

⊔
i1,...,in∈∆n Fi1 ◦ . . . ◦ Fin(⊥)) =

⊔
i1,...,in,in+1∈∆n+1 Fi1 ◦

. . . ◦ Fin ◦ Fin+1(⊥), . . . , so that passing to the limit lfpv⊥ F = Xω =
⊔
n>0X

n =⊔
n>0

⊔
i1,...,in∈∆n Fi1 ◦ . . . ◦ Fin(⊥). This shows that the disjunctive explosion

problem appears in the concrete iterative fixpoint definition.

If the abstraction is a Galois connection, the abstraction preserves existing
joins. It follows that α(lfpv⊥ F ) = α(

⊔
n>0

⊔
i1,...,in∈∆n Fi1 ◦ . . . ◦ Fin(⊥)) =⊔]

n>0

⊔]
i1,...,in∈∆n α(Fi1 ◦ . . . ◦ Fin(⊥)) which is most often over approximated

as
⊔]

n>0

⊔]
i1,...,in∈∆n α ◦ Fi1 ◦ γ ◦ α ◦ Fi2 ◦ γ ◦ . . . ◦ α ◦ Fin ◦ γ(α(⊥))) v]⊔]

n>0

⊔]
i1,...,in∈∆n F

]
i1
◦ F ]i2 ◦ . . . ◦ F

]
in

(⊥])) = lfp
v]

⊥] F
] where ∀i ∈ ∆ : α ◦

Fi ◦ γ v] F ]i , F ] ,
⊔]

i∈∆ F
]
i and ⊥] , α(⊥). This shows that the disjunctive

explosion problem does also exist in the abstract.

The situation is even worst in absence of best abstraction, that is of a Galois
connection, since the concrete transformers Fi may have many, possibly non-
comparable, abstractions F ]i . In absence of minimal abstractions (as shown by
the abstraction of a disk by polyhedra [12]), infinitely many potential abstrac-
tions may exist. Choosing which abstraction should better be used during the
analysis is another source of potential combinatorial explosion.

3 Handling Disjunctions in Abstract Interpretation

Contrary to purely enumerative or symbolic encodings of program properties,
abstract interpretation offers solutions to the combinatorial explosion of disjunc-
tions so as to minimize computational costs. The key idea is to abstract away
irrelevant properties of the collecting semantics.

The abstract domain 〈A, v], ⊥], t]〉 can be chosen as finite (e.g. predicate
abstraction [3, 13]) or better of finite height (e.g. constant propagation [15]) to
bound n in lfp

v]

⊥] F
] =

⊔]
n>0 F

]n(⊥])).
However this solution has been shown to have intrinsic limitations [8] that can

be eliminated thanks to infinite abstract domains not satisfying the ascending
chain condition together with widenings

`
and narrowings

a
[2, 4, 5] (including

the common practice of including the widening in the transformers F ]i , i ∈ ∆
mentioned in [9], by choosing λX .X `

(α ◦ Fi ◦ γ(X)) v] F ]i , i ∈ ∆, which is
not such a good idea since it precludes the later use of a narrowing).

Moreover, in absence of a best abstraction, that is of a Galois connection, a
choice is usually made among the possible non-comparable abstractions F ]i of
the concrete transformers Fi to minimize costs [7].



The objective of minimizing computational costs is antagonist to that of
precision necessary for making proofs, so that a lot of work in abstract inter-
pretation is on the design of abstract domains offering cost effective yet precise
enough ways of abstracting infinite disjunctions.

In this line of work, we consider the examples of binary decision trees in
Sect. 4 and segmented arrays in Sect. 6 which common generalization is seg-
mented decision trees as introduced in Sect. 7, a generalization which is more
precise while remaining scalable.

4 Binary Decision Trees

Inspired by the use of Binary Decision Diagrams in abstract interpretation [17,
18], binary decision trees can express disjunctive properties depending on the
values of binary variables with opportunistic sharing at the leaves [16, 19]. They
are an instance of the reduced cardinal power of abstract domains [6, Sect. 10.2]
mapping the values of boolean variables (represented in decision nodes) to an
abstraction of the other variables (represented in the leaf nodes) for the values
of the boolean variables along the path leading to the leave.

Example 1. The following binary decision tree

X > 0X = 0X < 0

B2B2

B1

T

T T FF

F

written JB1 : JB2 : LX < 0 M , LX = 0 M K, JB2 : LX = 0 M , LX > 0 M K K
encodes
(B1∧B2∧X < 0)∨ (((B1∧¬B2)∨ (¬B1∧B2))∧X = 0)∨ (¬B1∧¬B2∧X > 0).

ut

The parenthesized representation of trees uses L . . . M for leaves and Jx : . . . K
for left to right decision nodes on variable x.

Example 2. In the following example, Astrée [10] discovers a relation between
the boolean variable B and the unsigned integer variable X.

% cat -n decisiontree.c

1 typedef enum {FALSE = 0, TRUE = 1} BOOLEAN;

2 BOOLEAN B;

3 void main () {

4 unsigned int X, Y;

5 while (TRUE) {

6 __ASTREE_analysis_log(());



7 B = (X == 0);

8 if (!B) {

9 Y = 1 / X;

10 };

11 };

12 }

astree --exec-fn main --print-packs decisiontree.c

...

<boolean relations:decisiontree.c@9@5=

if B then <integers (intv+cong+bitfield+set): X in {0} >

else <integers (intv+cong+bitfield+set): X in [1, 4294967295] >

>

...

%

At line 9, the relation between B and X is expressed by a binary decision tree
with B as only decision node and X in the leave nodes. This binary decision tree
states that if B is TRUE then X is zero else X is positive. Since B is checked to be
false there is no division by zero at line 9. ut

5 Variable Packing

Relational abstractions such as octagons [20], polyhedra [12] or binary decision
trees in Sect. 4 can express relations between values of variables hence complex
disjunctions. However their cost may grow polynomially or even exponentially in
size and time. Even for abstract domains such as the octagon domain which has a
very light cubic cost compared to many relational domains (such as exponential
costs in the number of variables for polyhedra [12]), this would still be too high
for very large embedded programs with tens of thousands variables as found in
aeronautics.

Variable packing is a way to control memory and computation costs by lim-
iting the number of variables that can be related at a given program point. The
decision of which variables can be considered in such abstract relations at each
program control point can be taken during the analysis e.g. by widenings (de-
ciding which variables to eliminate by projection from the relation). Variable
packing is an even more radical solution which consists in controlling costs a
priori, by statically restricting the variables which can be considered in such
abstract relations at each program control point. Such a more radical solution
is necessary when the cost of even one iteration with all variables in the relation
is prohibitive.

The idea is to make small packs of variables that are related while no attempt
is made to relate variables appearing in different packs. A simple and cheap pre-
analysis groups variables that are interdependent (used together in expressions,
loop indices, etc.) in a way that can be represented by the relation. Relations
are established among variables associated to each pack, but no relation is kept
between variables of distinct packs. The cost thus becomes linear, as it is linear
in the number of packs (which is linear in the code size, and so, in the number



of variables) and, e.g. for octagons, cubic in the size of packs (which depends on
the size of the considered packs, and is a constant).

Example 3. In Ex. 2, Astrée has packed the boolean variable B and the un-
signed integer variable X together (but the pack does not contain variable Y). The
abstract domain used in the leaves is the reduced product [6] of several abstract
domains which can be specified as an option of the analysis and by default are
the following

/* Domains: ... Packed (Boolean relations (based on Absolute value

equality relations, and Symbolic constant propagation (max_depth=

20), and Linearization, and Integer intervals, and Integer

congruences, and Integer finite sets, and Integer bitfields, and

Float intervals)), and ... */

...

Boolean relations :

List of packs

decisiontree.c@9@5 { B X }

...

<boolean relations:decisiontree.c@9@5=

if B then <integers (intv+cong+bitfield+set): X in {0} >

else <integers (intv+cong+bitfield+set): X in [1, 4294967295] >

>

...

The output in Ex. 2 only prints informative results, specifically intervals [4,
5], simple congruences [14], bit fields (recording an invariant bit pattern in the
binary representation of the variable, if any) and sets of small values (recording
the set of possible values of the variable in a small range of values near zero) for
that example. ut

Candidates for packing in a binary decision tree are the boolean variables
to which a boolean expression is assigned or which are involved in a test as
well as the variables which depend directly or indirectly on such a boolean vari-
able, with a maximum number of boolean variables which can be set by an op-
tion --max-bool-var (3 by default). The option --print-packs allows printing
packs of variables determined by the pre-analysis for the binary decision trees.
In case of insufficient precision, Astrée can be asked to create binary decision
tree packs containing given variables by the ASTREE boolean pack directive
inserted in the program code. Of course putting all boolean program variables
in a single pack would certainly achieve great precision but is also the best way
to get a combinatorial explosion.

6 Array Segmentation

Array segmentation was introduced in [11] to abstract array content (as opposed
to array bounds [4]). The array is divided into consecutive segments. The content
of each segment is abstracted uniformly but different segments can have different



abstractions. Starting from a single initial segment with uninitialized content,
segments are split and filled by assignments to arrays elements and joined when
merging control flows. A widening may be necessary to merge segments so as to
avoid the degenerescence to the case of one element per segment.

The bounds of the segments are specified by a set of side-effect free expres-
sions which all have the same concrete value (maybe unknown in the abstract).
Segments can be empty thus allowing an array segmentation to encode a dis-
junction of cases in a way that avoids the explosion of cases.

Example 4. The segmentation {0}>{1}0{i}?>{n} of an array A states that 0 <
1 6 i < n, that the values of the array elements A[0], A[i], A[i+1], . . . ,
A[n-1] are all unknown, while the values of A[1], A[2], . . . , A[i-1], if any, are
all initialized to zero. It is possible that i = 1 in which case the segment A[1],
. . . , A[i-1] is empty, and i < n so that the segment A[i], . . . , A[n-1] cannot
be empty (it contains at least one element).

The segmentation {0}>{1}0{i}>{n} is similar but for the fact that i > 1 so
that the segment A[1], . . . , A[i-1] cannot be empty. So {0}>{1}0{i}?>{n} is
a compact encoding of the disjunctive information ({0}>{1,i}>{n}) ∨ ({0}>
{1}0{i}>{n}) distinguishing the first case i = 1 from the second i > 1.

Similarly {0}>{1}0{i}?>{n}? is the disjunction ({0}>{1,i,n}) ∨ ({0}>
{1,i}>{n}) ∨ ({0}>{1}0{i,n}) ∨ ({0}>{1}0{i}>{n}). Of course, expressivity
is limited since it is not possible to express that either i = 1 or i = n but not
both (although this might be separately expressible by the abstraction of the
simple variables i and n). ut

Note that there are no holes in the segmentation since any such hole is just
a segment which content is unknown.

An enriched semantics of arrays is used viewing an array value as the pair of
an index and the value of the corresponding array element. In this way the uni-
form abstraction used in a segment can relate array values within each segment
to their index included between the segment bounds.

The array segmentation is implemented as a functor which means that the
abstract domains representing sets of expressions and array index-elements ab-
stractions should be passed as parameters to the functor to create a particular
instance. The advantage of this approach is that the abstract domain parameters
can be changed without having to rewrite the static analyzer.

Moreover the static analyzer can optionally perform a reduced product [6]
between an instance of the array segmentation functor and the abstract domains
that are used for variables appearing in the expressions of the segment bounds.
It follows that the array segmentation takes into account both the operations
on arrays (array element access and assignment) and operations on variables
related to array indexes.

7 Segmented Decision Trees

Segmented decision trees are decision trees where the choices are made on the
values of variables according to ranges specified by a symbolic segmentation.



Example 5. The segmented decision tree (where false < true for booleans)

Y ! [-",0] Y ! [-10,1] Y ! [0,0]Y ! [-1,10] Y ! [0,+"]

B1: ! true !

X: ! I ! X: ! J ! M !0 < I = K ! N 1 < J = K+1 < M ! N

can be written in the parenthesized form

JB1 : JX {0 < I = K 6 N} : LY ∈ [−∞, 0] M I LY ∈ [−10, 1] M K true

JX {1 < J = K + 1 < M 6 N} :

LY ∈ [−1, 10] M J LY ∈ [0, 0] M M LY ∈ [0,+∞] M K K

This segmented decision tree encodes the fact that if B1 is false (i.e. B1 < true)
then if X < I then Y is non-positive while if X > I then −10 6 Y 6 1. Similarly,
if B1 is true (i.e. B1 > true) then either X < J and −1 6 Y 6 10, or J 6 X < M
and Y is null, or X > M and Y is non-negative. So the leaf nodes specify abstract
properties of Y while the decision nodes on B1 and X specifying conditions for
these properties to hold. Attached to each decision node, is a side relation on
expressions that holds in the concrete under the condition that this node is
reached. For example (B1 ∧ 1 < J = K + 1 < M 6 N) ∨ (¬B1 ∧ 0 < I = K 6
N). These expressions are usually in a restricted normal form. In this example
the normal form of expressions is an integer constant, a variable, or a variable
plus an integer constant and the side relations are those expressible with the
octagon abstract domain [20]. The segment bounds are any representative of the
equivalent class of expressions which have equal concrete values (so that we could
have chosen K for I and K + 1 for J). The abstract domain of side relations is
assumed to be expressive enough to maintain such equality information between
expressions in normal form (i.e. I = K and J = K + 1). ut

As for boolean decision trees, an ordering is imposed on all decision variables.
That allows binary operations on decisions trees to operate on the same vari-
able 5. But unlike binary decision trees, the number of choices for a given variable
is not bounded a priori and the choices may be on different criteria (the bounds
in the symbolic segmentations) at each node, even if they have the same decision
variables.

As for simple array segmentation, the ordering of the bounds of each segment
describes an order on expressions. That means that segments could describe
5 In addition it may allow to eliminate the nodes with only one child, an optimization

we will not apply in this paper.



two kinds of informations: a serie of tests deciding what choice to make and a
pre-order on some expressions. Unlike for array segmentation, that information
would now be relative to the choices above a node in a tree. So we decided to
separate the two notions, such that at each node, we have a decision variable, a
pre-order and a segmentation that respects the pre-order (instead of prescribing
it) and leads to subtrees. A direct consequence is that segments will be much
more simple, as that removes the necessity of a ? tag for emptyness or of the
lowest and highest bounds of the segmentation. Also, it allows the use of single
expressions as bounds instead of sets of expressions.

Separating the pre-order information from the decision process allows us to
use much more precise domains for the pre-order and leads to more precise uni-
fications of segmentations. But storing a pre-order on all possible expressions
that can be used at a given node in the tree might lead to very expensive repre-
sentations. So we chose instead to rely on reduction with other abstract domains
for pre-order information valid at every node in the tree and store at each node
the ordering information that we can add to what holds for its father. In that
way, if the abstraction of an instruction implies an ordering that is not relevant
to the tree, it will not increase the complexity of the tree, but further opera-
tions might still use that information from reduction with the other abstract
domains. In the drawings and examples, we will represent that information as a
set of inequations between expressions, but in practice, depending on the canon-
ical expressions we use, we can implement it in a more efficient way, using for
example small octagons if the canonical expressions are of the form ±X+ c with
X a variable and c a constant. Also, in order to simplify the presentation, in the
schemata, we put all global pre-order information at the root 6.

Definition 1. A segmented decision tree t ∈ T((D, <D),E, Dc, D`) over deci-
sion variables in the totally ordered set (D, <D), canonical expressions in E,
ordering abstract domain Dc (with concretization γc) and leaf abstract do-
main D` (with concretization γ`) is either L p M with p an element of D` or
J x {C} : t0b1t1 . . . bntn K such that x is the smallest variable in D, each bi (1 6
i 6 n) is an element of E, C is an element of Dc and each ti ∈ T((D\{x}, <D),
E, Dc, D`) (0 6 i 6 n). ut

To define the concretization of a segmented decision tree, we will write ρ
for concrete environments assigning concrete values ρ(x) to variables x and JeKρ
for the concrete value of the expression e in the concrete environment ρ. The
concretization of a segmented decision tree reduced to a leave is

γt( L p M ) , γ`(p)

and the concretisation of a segmented decision tree rooted at a decision node is

6 For clarity, some redundancy is sometimes preserved in segmented decision trees
while, for brevity, some repetitive information is omitted in fixpoint computations.



γt.(J x {C} : t0b1t1 . . . bntn K) ,

{ρ ∈ γc(C) | ∀i ∈ [1, n) : JbiKρ 6 Jbi+1Kρ ∧
(n = 0 ∨ ρ(x) < Jb1Kρ) =⇒ ρ ∈ γt(t0) ∧
∀i ∈ [1, n) : (JbiKρ 6 ρ(x) < Jbi+1Kρ) =⇒ ρ ∈ γt(ti) ∧
(n > 0 ∧ ρ(x) > JbnKρ) =⇒ ρ ∈ γt(tn)}

We introduce also the notation ⊥D for the decision tree in T((D, <D),E, Dc, D`)
such that each node is of the form J x {>C} : t K and the only leaf is L⊥` M ,
where >C is the top element of Dc and ⊥` is the bottom element of D`. When
D is clear from the context, we simply write ⊥.

7.1 Segmented Decision Tree Abstract Functor

The segmented decision tree abstract functor T((D, <D),E, Dc, D`) is a param-
eterized abstract domain taking as a parameter a totally ordered set (D, <D) of
decision variables, a set E of canonical expressions, an ordering abstract domain
Dc and a leaf abstract domain D` for the leaves.

The abstract domain D` for the leaves is usually the reduced product [6] of
several abstract domains, as was the case for binary decision trees in Sect. 4.
The list of abstract domains appearing in this reduced product at the leaves is
assumed to be an option of the static analyzer constructor. Therefore this option
specifies a particular instance of the segmented decision tree abstract functor
used to build a particular instance of the static analyzer for that option. The
advantage of this modular approach is that the static analyzer can be changed
by changing the options, without any re-programming.

The maximal height of the segmented decision trees is a parameter of the
static analysis which can therefore be changed before each run of the static
analyzer. A variable packing pre-analysis is used to determine which variables D
are chosen to appear in the decision and leave nodes. The number of variables in
the decision nodes is bounded by this maximal height. Following [11], the choice
of which expressions b1, . . . , bn ∈ E, n > 0 do appear in decision nodes is made
during the static analysis.

7.2 Reduction of an Abstract Property by a Segmented Decision
Tree

Given a segmented decision tree t and an abstract property p ∈ D of the variables
in abstract domain 〈D,v,⊥, t, u〉 with concretization γ, tuDp is the abstraction
of the conjunction γt(t) ∩ γ(p) in the abstract domain D. It is the intersection
of p with the join of the abstract properties obtained along paths of t feasible
for p.

Example 6. In Ex. 5, the hypotheses that B1 is true and X < M imply that
Y ∈ [−1, 10]t [0, 0] = [−1, 10]. The implied condition collects information along



the path and at the leaves and is therefore B1 ∧ (X < M) ∧ (1 < J = K + 1 <
M 6 N) ∧ Y ∈ [−1, 10]. ut

The operation t uD p is used in the definition of the reduced product of the
abstract domain 〈D, v〉 by the abstract domain of segmented decision trees.

A path of t is feasible for p if it corresponds, at each level in the tree, to a
segment of the node which, according to p and the conjunction of side conditions
collected from the root to this node, is not empty. For each decision variable,
the conjunction of the hypothesis p and the collected side conditions is used to
determine to which segments the value of the variable does belong. The infor-
mation available on this variable is thus the join of the information available at
the leaves for each segment plus the fact that the variable value is between the
extreme bounds of these segments along this path. More formally (v is the ab-
stract implication, ( true ? a : b ) , a, ( false ? a : b ) , b is the conditional, D(p)
is the best approximation of p ∈ Dc ∪D` in D (in absence of best abstraction,
an over-approximation must be used)).

⊥D uD p , ⊥
t uD ⊥ , ⊥

L p′ M uD p , D(p′) u p
J x {C} : t0b1t1 . . . bntn K uD p , t0 uD (p uD(C) u (n = 0 ? > : D(x < b1)) )

t
n−1⊔
i=1

ti uD (p uD(C) uD(bi 6 x < bi+1))

t(n > 0 ? tn uD (p uD(C) uD(x > bn)) : ⊥ )

Observe that p v q implies γ(p) ⊆ γ(q) whereas p 6v q does not implies that
γ(p) 6⊆ γ(q) whereas the sufficient condition p u q = ⊥ implies γ(p) ∩ γ(q) = ∅
and so γ(p) 6⊆ γ(q).

7.3 Reduction of a Segmented Decision Tree by an Abstract
Property, Tests

In a test, all paths that are feasible in the segmented decision tree are preserved
while all the paths that, for sure, can never be followed according to the tested
condition are disregarded.

Example 7. Assume that in Ex. 5, the test is on B1. On the true branch of the
test, the false subtree is disregarded while on the false branch of the test the



true subtree is disregarded. We get:

Y ! [-",0] Y ! [-10,1]

B1: !

X: ! I !0 < I = K ! N

B1 = false

Y ! [0,0]Y ! [-1,10] Y ! [0,+"]

B1: !

X: ! J ! M ! 1 < J = K+1 < M ! N

B1 = true

ut

Formally, we define the restriction t ut p of the segmented decision tree t by
condition p ∈ D as

⊥D ut p , ⊥D

t ut ⊥ , ⊥D

L p′ M ut p , L p′ uD`
D`(p) M

J x {C} : t0b1t1 . . . bntn K ut p ,

let t′0 , t0 ut (p uD(C) u (n = 0 ? > : D(x < b1) )) :

and for i = 1, . . . , n− 1 : t′i , ti ut (p uD(C) uD(bi 6 x < bi+1)),

and if n > 0, t′n , tn ut (p uD(C) uD(x > bn))
in ( (∀i ∈ [0, n] : t′i = ⊥D) ? ⊥D :

let l = min{i ∈ [0, n] | t′i 6= ⊥D} and m = max{i ∈ [0, n] | t′i 6= ⊥D} in

J x {relaxC (C, p)} :L′lbl+1t
′
l+1 . . . bmt

′
m K )

Note that the information of p that changes the ordering is kept global. On
the contrary, it is possible to relax the incremental information on pre-order
at each node: each constraint implied by both C and p can safely be removed
from C, leading to a more compact representation. The choice of computing that
relaxation depends on the domain for C. This choice is noted relaxC (C, p) in
the algorithm. In addition, we can perform another optimization when a node is
left with only one child. In that case, we can join the pre-order of the node and
its child and put top as the incremental pre-order for the child.

7.4 Segments Unification, Tree Merges and Binary Operations

When performing a binary operation on two decision trees (joins, widening,
ordering. . . ), we have to go through the two trees at the same time. Because the
variables are ordered, for each pair of subtree during the traversal, the root is
on the same decision variable, but the segments may have no bound in common.
So, in order to push the binary operation to subtrees, we need to find a common
refinement for the two segments (as given by the refinement algorithm in [11]),
which we call segments unification.



Example 8. Consider the random assignment B1 =? to the boolean variable B1

in the context of Ex. 5. The subtrees of the two segments of B1 must be merged,
as follows

B1: !

Y ! [-",10] Y ! [-10,10] Y ! [-10,+"]

X: ! K ! K+1 ! 0 < K < K+1 ! N

The pre-orders on the decision variable X in Ex. 5 involve the bounds of the
decision variable and the equivalence classes of the expressions appearing in the
segmentation.

1
!

I, K N
!!

0

1 J-1, K M N
!!!

J, K+1
!

M-1
!

1 J-1, K M N
!!!

J, K+1
!

M-1
!

1
!

0
!

I, K N
!

K+1K N+11
!

0
! ! !

The union of these pre-orders eliminates the variables I, J , and M since they
are not comparable in both pre-orders. For example the first pre-order may
correspond to a program context where I = K but this might not hold in the
program context corresponding to the second pre-order. However although K
and N might have different values in these two program contexts, the relation
K 6 N is valid in both program contexts and so is preserved in the union of the
pre-orders.

1
!

I, K N
!!

0

1 J-1, K M N
!!!

J, K+1
!

M-1
!

1 K N
!!!

K+1

1
!

0
!

K N
!

K+1K
!! !

1
!

0 N

K+1K
!! !

This union contains only one maximal chain

1
!

I, K N
!!

0

1 J-1, K M N
!!!

J, K+1
!

M-1
!

1 K N
!!!

K+1

1
!

0
!

K N
!

K+1K
!! !

1
!

0 N

K+1K
!! !

which yields a relation between (classes of equal) expressions which is valid in
both pre-orders and can therefore be attached to the merged node for X. The
segmentation for X in the merged tree is the subchain obtained by considering
classes of expressions with representatives appearing in either of the original
segmentations (that is K = I and K + 1 = J while 0, 1 and N did not appear).

1
!

I, K N
!!

0

1 J-1, K M N
!!!

J, K+1
!

M-1
!

1 K N
!!!

K+1

1
!

0
!

K N
!

K+1K
!! !

1
!

0 N

K+1K
!! !

– The subtree in the refined first segment X < K is the merge of the subtrees
of the corresponding segment Y ∈ [−∞, 0] on the left (X < I = K) and
Y ∈ [−1, 10] on the right (X < J = K + 1), that is Y ∈ [−∞, 0] t [−1, 10] =
[−∞, 10].



– The subtree in the refined second segment K 6 X < K + 1 is the merge of
the subtrees of the corresponding segments on the left (Y ∈ [−10, 1] when
X > I = K) and on the right (Y ∈ [−1, 10] when X < J = K + 1), that is
Y ∈ [−10, 1] t [−1, 10] = [−10, 10].

– The subtree in the refined third and last segment X > K + 1 is the merge
of the subtrees of the corresponding segments on the left (Y ∈ [−10, 1] for
X > I = K) and on the right (Y ∈ [0, 0] t [0,+∞] for J = K + 1 6 X < M
or M 6 X), that is Y ∈ [−10, 1] t [0, 0] t [0,+∞] = [−10,+∞]). ut

In contrast with simple array segmentation, we may have richer ordering infor-
mations, and it will be useful to provide precise segments unification. Given two
nodes J x {C0} : t00b

0
1 . . . b

0
n0t0n0 K and J x {C1} : t10b

1
1 . . . b

1
n1t1n1 K, assuming that

we collected all the preordering informations in C0 and C1, we must compute
two nodes J x {C0} : t′00 b1 . . . bnt

′0
n K and J x {C1} : t′10 b1 . . . bnt

′1
n K which do share

the same bounds and are sound (and precise) over-approximations of the input
nodes. For these nodes to be valid, the bounds b1. . . bn must respect the order-
ing in both C0 and C1. So, the first step is to compute C0 ∪C C1. Then the
resulting nodes will be more precise if the new bounds can all be compared to
the previous bounds. That is, for all k ∈ {0, 1}, for all i ≤ nk and all j ≤ n,
either ∀ρ ∈ γc(Ck)Jbki Kρ ≤ JbjKρ or ∀ρ ∈ γc(Ck)Jbki Kρ ≥ JbjKρ. Then solving the
segment unification problem consists in finding a chain in the pre-order defined
by C0∪C C1 such that all elements of the chain respect that property. In general
there is no best chain, but the longer the chain the better, and it is certainly
best to maximize the number of bounds bki such that there is a bj such that
∀ρ ∈ γc(Ck)Jbki Kρ = JbjKρ, meaning that a maximum number of bounds are
preserved.

The algorithm to find the bounds b1 . . . bn will thus starts by building a graph
whose vertices are elements of each segments and the expressions in E that are
equal to a bound in each segment according to the Ck’s (including extrema
for the decision variable, if any). Then on that graph, we merge the strongly
connected components. Each vertex of this graph can be colored by a couple
of bounds (b0i , b

1
j ) or by one bound of a segment. Then we find the path in the

graph with maximal number of colors. A couple of optimizations can be used
to compute that path, and any path is a correct, although maybe imprecise,
answer, so we can also stop that algorithm at any point based on a time limit.

Once we have computed the bounds b1 . . . bn, we compute the new subtrees

J x {C0} : t00b
0
1 . . . b

0
n0t0n0 ./C0 b1 . . . bn K

and J x {C1} : t10b
1
1 . . . b

1
n1t1n1 ./C1 b1 . . . bn K

where:

t0a1t1 . . . amtm ./C b1 . . . bn =

— if m = 0 then
– if one of the bi is such that x < bi in C, let l be the smallest such i. The

result is t0b1 . . . bl−1t0bl⊥bl+1 . . . bm⊥
– else t0b1 . . . bnt0



— else if n = 0 then t0 ∪ . . . ∪ tm
— else if b1 = a1 in C, we must look at b2, if any, in case of segment creation:

– if n > 1 and b2 = b1 in C, then we create a segment. The value of that
segment depends on the binary operation (as in [11]). If the operation
is a join, a widening or the segment is the first argument of inclusion
testing then the value is ⊥. If the operation is a meet, or a narrowing,
or the second argument of an inclusion testing then the value is >. Let
us call ⊥> that value. the result is then t0b1(⊥>a1t1 . . . amtm ./C b2 . . . bn)

– else the result is t0b1(t1a2t2 . . . amtm ./C b2 . . . bn)
— else if a1 ≤ b1 in C then

– if m > 1 and b1 ≤ a2 in C then (t0 ∪ t1)b1t1a2 . . . amtm ./C b1 . . . bn
– else (t0 ∪ t1)a2t2 . . . amtm ./C b1 . . . bn

— else (b1 ≤ a1),
– if b1 ≤ x in C then ⊥b1(t0a1t1 . . . amtm ./C b2 . . . bn)
– else t0b1(t0a1t1 . . . amtm ./C b2 . . . bn)

Once we have computed two new trees which agree on the bounds, we can
perform the binary operation. The binary operation must be carried on the
incremental pre-orders and on each pair of subtrees recursively, until reaching
the leaves where we can compute the binary operation on D`.

Join There is a special case when joining two trees: in case we create new
segments, there is an opportunity to add incremental pre-order informations. If
we merge J x {C} : . . . K in a context of pre-order information C1, and ⊥ in the
context of C2, then the result is J x {C uc (relaxC (C1, C2))} : . . . K because we
know that on that segment only the pre-order in C1 is true. For that mechanism
to be precise, we need to keep track of the pair of possible pre-orders during the
computation of the joins.

Widening Because segments are split, their number in a decision node can
grow indefinitely so that the segmented decision tree can explode in breadth.
This must be prevented by a segment widening. We are in a situation where one
abstract domain (the segments of a node) is a basis for another one. We can
use a mechanism similar to [22] and widen on the segmentations, then on that
common segmentation apply the widening child by child.

A first possibility for the segmentation widening is the segments unification
of [11] which is based on the use of the common expressions in the two segmen-
tations. In that way, the number of expressions that appear in segments can only
decrease. We can achieve the same property by keeping all expressions that can
occur as bounds of the first argument of the widening and only those expressions.
This is easily implemented by keeping only those expressions in the graph where
we look for a best chain of expressions.

7.5 Assignments

As variables may occur in leaves, expression bounds or as decision variables, we
have to consider all cases, keeping in mind that those cases are not exclusive.



Assignments to leaf variables An assignment to a variable appearing in the
leaf nodes only will determine the feasible paths to the leaves where it appears
and perform the assignments in each of these leaves (in the abstract domain of
the leaves).

Example 9. Assuming in Ex. 5 that nothing is known on the upper bound of
I, J , K, M , and N in the variable environment, the assignment Y = X will
determine that either ¬B1 in which case if X < I then else X > I > 0 so
Y ∈ [1,+∞] or B1 holds and so either X < J in which case Y ∈ [−∞,+∞], or
1 < J 6 X so Y ∈ [2,+∞], or else 1 < J < M 6 X and so Y ∈ [2,+∞]. We get

Y ! [-",+"] Y ! [1,+"] Y ! [3,+"]

B1: ! true !

X: ! I ! X: ! J ! M !0 < I = K ! N 1 < J = K+1 < M ! N

Y ! [2,+"]
ut

In general the assignment of an expression to a variable involves some conditions
(such as absence of overflow, positiveness, non-nullity, etc) that have to be taken
into account by pruning the tree as in Sect. 7.3. In case where we have to do
such pruning, we can follow the same algorithm, but performing the assignment
at the leaves in addition to imposing the test.

Assignments to segment bound variables An assignment to a variable
appearing in segment bounds may be invertible, in which case segments which
were based on the old value of the variable can be expressed based on the new
value, or not invertible, in which case it is not possible to keep the segments
bounds when they are only expressible in terms of the old values of the assigned
variable.

More precisely, if the assignment can be expressed as b = f(b) and f invert-
ible, we can replace the variable b by f−1(b) in each expression appearing in
bounds of the decision tree, and that encodes the same property. To complete
the assignment, we must also carry it to incremental pre-orders at each node.

Example 10. Consider the assignment I = I − 1 in the context of Ex. 5. After
this assignment the old value Io of I (to which Ex. 5 is referring to) can be
expressed in terms of the new value In as In = Io−1 so Io = In+1 by inversion.
So, we get the post-condition of the assignment I = I−1 by replacing I by I+1



in the segmented decision tree of Ex. 5.

Y ! [-",0] Y ! [-10,1] Y ! [0,0]Y ! [-1,10] Y ! [0,+"]

B1: ! true !

X: ! I+1 ! X: ! J ! M !0 < I+1 = K ! N 1 < J = K+1 < M ! N

ut

In case of non-invertible assignment to a variable b appearing in a bound, we
look at all bounds were b appears. If at that bound the pre-order information
can provide another expression that is known to be equal to the bound but that
does not contain b, we can replace the bound by that expression. Otherwise, we
drop the bound from the segmentation and merge the two consecutive subtrees
that were separated by that bound. As for the tests, if that results in only one
child for a node, we can push up the incremental pre-order information of that
child.

In addition, the assignment must be carried also in the incremental pre-
orders.

Assignments to decision variables For an invertible assignment X = f(X)
to a decision variable X where Xo (resp. Xn) is the value of X before (resp.
after) the assignment, we have Xn = f(Xo) such that Xo = f−1(Xn). The
segment conditions b 6 Xo are transformed into b 6 f−1(Xn) that is f(b) 6 Xn

when f is increasing and f(b) > Xn when f is decreasing. Similarly Xo < b are
transformed into f−1(Xn) < b that is Xn < f(b) when f is strictly increasing
and xn > f(b) when f is strictly decreasing. If f also depends on other decision
variables, their abstract value must be evaluated along the path to the nodes for
X.

Example 11. Consider the invertible assignment is X = int(B1) − X in Ex. 5
where int(false) = 0 and int(true) = 1 that is X = −X when B1 is false and
X = 1−X when B1 is true , which are both invertible assignments.

Y ! [-",0]Y ! [-10,1] Y ! [0,0] Y ! [-1,10]Y ! [0,+"]

B1: ! true !

X: ! -I ! X: ! 2-M ! 2-J !0 < I = K ! N 1 < J = K+1 < M ! N

ut



In case of non-invertible assignment, we cannot keep the segments related to
the assigned variable. So we merge the children of that variable. In case where
the assignment x=e can be represented exactly in the pre-order domain, then we
are as precise as possible. Otherwise, it is still possible to add some information
in the tree. For example if the expression is a monotone function over another
variable y smaller than x (for <D) then we can store the inequalities implied by
the segmentation over y into the incremental pre-orders associated with y. If
the variable is greater than x, we can do the same if all the nodes on y share a
bound.

Example 12. Consider the non-invertible assignment is X = int(B1). The post-
condition is preserved while selectively merging the children. Assuming int(b)
to be a canonical integer expression for canonical Boolean expressions b, we get:

Y ! [-1,+"]Y ! [-",1]

B1: ! true !

X: !

X = int(B1)

X: !

ut

8 Abstracting Functions (and Array Contents)

Binary Decision Diagrams were originaly developped to represent boolean func-
tions [1]. In the same way, segmented decision trees can be used to approximate
functions over totaly ordered domains: we make decisions for each parameter
of the function, and the leaves of the tree represent the possible values of the
function for that constraint on the parameters.

Example 13. The function sinx, x ∈ [0, 2π] could be approximated by the seg-
mented decision tree Jx {0 6 x 6 2π} : L sinx : [0, 1] M π L sinx : [−1, 0] M K. ut

Formaly, a function f(x0, . . . , xn) can be seen as a set of vectors of size n+ 1
of the form < v0, . . . , vn, f(v0, . . . , vn) >. Then a property over functions is a
set of sets of vectors. The first abstraction we perform is to go back to sets of
vectors, by taking the union of the sets, then we are in a setting where we can
use segmented decision trees directly, with decision variables the first n variables
ordered by the order on parameters of the function. Such abstraction could be
very powerful to summarize functions and perform modular analyzes.

Multi-dimensional arrays can be seen as functions from index values to array
content. So we can use the same combination of abstractions and obtain precise
representations. Because arrays don’t have formal parameters, we just need a
convention to name to variables which will correspond to the array dimensions



and to the array content. One possibility is to subscript the array name with the
number of the dimension for the indexes and with v for the content.

One more important difference between functions and arrays is the assign-
ment. It is easily implemented as an assignment to the content variable un-
der the appropriate condition for the dimension variables. May-assign can arize
when such conditions cannot be represented exactly in the expressions allowed
as bounds, but in general this mechanism will be very precise.

If we specialize that abstraction to arrays of dimension 1, we have an ab-
straction that is equivalent to [11] where the leaves consisted of abstractions of
couples index-content.

9 Examples

9.1 Conditional Computation

int x1, x2, y, z;

struct s;

/* 0: */ x1 = 0;

y = z = 1;

s = INIT;

/* 1: */ while /* 2: */( z < 100 ) {

/* 3: */ if (x1 < y) s = INIT; /* 4: */

else { /* 5: */

if (x2 > y) s = SPECIAL; /* 6: */

else s = computation(s, x2); /* 7: */

/* 8: */ }

/* 9: */ z++;

/* 10: */ if (?) y++; /*11: */

/* 12: */ if (?) x1++;/*13: */

/* 14: */ }

/* 15: */ if (x1>y && x2>y) /* 16: */ assert(s==SPECIAL);

In that abstract program, the structure s is the output and the variable x2 is
the input. On some variation, x2 may change at each loop iteration but that
does not change the invariants here, so we just consider that its value is fixed.

A pre-analysis can fix the decision variables to be x1 and x2 as they are in
guards to compute values and then in a guard to test those values. The structure
s will be at the leaves (the result of computation is abstracted by COMP).

The fixpoint iteration with widening will go as follows (we write J v : . . . K for

J v {true} : . . . K):

1-9:Jx1 {x1 = 0, y = z = 1} : Jx2 : L INIT M K K HInitialization with input x2I

14: Jx1 {x1 ∈ [0, 1], y ∈ [1, 2], z = 2} : Jx2 : L INIT M K K
2: Jx1 {0 ≤ x1 ≤ y ≤ z, x1 < z, 0 < y} : Jx2 : L INIT M K K
3: Jx1 {0 ≤ x1 ≤ y ≤ z, x1 < z, 0 < y} : Jx2 : L INIT M K K
4: Jx1 {0 ≤ x1 < y ≤ z < 100} : Jx2 : L INIT M K K



5: Jx1 {0 < y = x1 < z < 100} : Jx2 : L INIT M K K
6: Jx1 {0 < y = x1 < z < 100, y < x2} : Jx2 : L SPECIAL M K K
7: Jx1 {0 < y = x1 < z < 100, x2 ≤ y} : Jx2 : L COMP M K K
8: Jx1 {0 < y = x1 < z < 100} : Jx2 : L COMP M K y + 1 L SPECIAL M K
9: Jx1 {0 ≤ x1 ≤ y ≤ z < 100, x1 < z, 0 < y} : Jx2 : L INIT M K y Jx2 : L COMP M K

y + 1 L SPECIAL M K
10: Jx1 {0 ≤ x1 ≤ y < z < 101, x1 < z − 1, 0 < y} : Jx2 : L INIT M K

y Jx2 : L COMP M K y + 1 L SPECIAL M K
11: Jx1 {0 ≤ x1 < y ≤ z < 101, x1 < z − 1, 1 < y} : Jx2 : L INIT M K

y − 1 Jx2 : L COMP M K y L SPECIAL M K
12: Jx1 {0 ≤ x1 ≤ y ≤ z < 101, x1 < z − 1, 0 < y} : Jx2 : L INIT M K y − 1

Jx2 : L COMP ∪ INIT M y L COMP ∪ SPECIAL M K y

Jx2 : L COMP M y L COMP ∪ SPECIAL M y + 1 L SPECIAL M K K
13: Jx1 {1 < x1 < z < 101, 0 < y ≤ z} : Jx2 : L INIT M K y

Jx2 : L COMP ∪ INIT M y L COMP ∪ SPECIAL M K y + 1

Jx2 : L COMP M y L COMP ∪ SPECIAL M y + 1 L SPECIAL M K K
14: Jx1 {0 ≤ x1 < z < 101, 0 < y ≤ z} : Jx2 : L INIT M K y − 1

Jx2 : L COMP ∪ INIT M y L COMP ∪ SPECIAL ∪ INIT M K y

Jx2 : L COMP ∪ INIT M y L COMP ∪ SPECIAL M K y + 1

Jx2 : L COMP M y L COMP ∪ SPECIAL M y + 1 L SPECIAL M K K
2: = 14: without z < 101

Has the union of 14: and 2: is 14: here and this is the abstract loop invariantI

15: = 2:

16: Jx1 {0 < y < x1 < z, y < x2, 99 < z} : Jx2 : L SPECIAL M K K
HThe assertion in 16: is proved correct.I

9.2 Partial Array Initialization

The program below partially initializes an array A.

int n; /* n > 0 */

int k, A[n];

/* 0: */ k = 0;

/* 1: */ while /* 2: */ (k < n) {

/* 3: */ if (k > 0) {

/* 4: */ A[k] = 0;

/* 5: */ };

/* 6: */ k = k+1;

/* 7: */ };

/* 8: */

The ordering abstract domain Dc is assumed to be the octagon abstract domain [20]).
Following Sect. 8, an array A is abstracted by two fresh variables A1 ∈ D to segment



indices A1 of array A, A1 ∈ [A.low, A.high] and a variable Av ∈ D standing for any value
of the array in a given segment such that Av <D A1 and Av is a leave. For leaves we use
constant propagation [15]. The loop invariant found at point 3 is

Av: 0Av: !

k: ! 2 !

A1: ! 1 ! k !A1: !

0 ! k < n

Av: !Av: !

The fixpoint iteration with widening is the following:

0: J k {0 < n, 0 6 A1 < n} : J A1 : L Av : > M K K Hk and A uninitializedI

`: ⊥ H` = 1, . . . , 8, infimumI

1:,2:,3:,6: J k {k = 0 < n} : J A1 : L Av : > M K K H0: where k = 0, k < n, k 6 0I

7: J k {k = 1 6 n} : J A1 : L Av : > M K K H6: where k = k + 1I

2:,3: J k {0 6 k 6 1, k < n} : J A1 : L Av : > M K K Hjoining 1: and 7:, test k < nI

4: J k {1 = k < n} : J A1 : L Av : > M K K H3: with k > 0I

5: J k {1 = k < n} : J A1 : L Av : > M 1 L Av : 0 M 2 L Av : > M K K
H4: with A[k] = 0 where k = 1I

6: J k {0 6 k 6 1, k < n} : J A1 {k = 0} : L Av : > M K 1
J A1 {k = 1} : L Av : > M 1 L Av : 0 M 2 L Av : > M K K

Hjoining 3: and k 6 0 so k = 0 together with 5: where k = 1I

7: J k {1 6 k 6 2, k 6 n} : J A1 {k = 1} : L Av : > M K 2

J A1 {k = 2} : L Av : > M 1 L Av : 0 M 2 L Av : > M K K H6: where k = k + 1I

1: tt 7: J k {0 6 k 6 2, k 6 n} : J A1 {0 6 k 6 1} : L Av : > M K 2

J A1 {k = 2} : L Av : > M 1 L Av : 0 M 2 L Av : > M K K K Hjoin of 1: and 7:I

2:,3: J k {0 6 k < n} : J A1 {0 6 k 6 1} : L Av : > M K 2

J A1 : L Av : > M 1 L Av : 0 M k L Av : > M K K K H2:
`

(1: tt 7) 7, test k < nI

4: J k {0 < k < n} : J A1 {k = 1} : L Av : > M K 2

J A1 : L Av : > M 1 L Av : 0 M k L Av : > M K K K H3: with k > 0I

5: J k {0 < k < n} : J A1 {k = 1} : L Av : > M 1 L Av : 0 M 2 L Av : > M K 2

J A1 : L Av : > M 1 L Av : 0 M k + 1 L Av : > M K K K H4: with A[k] = 0I

6: J k {0 6 k < n} : J A1 {k = 0} : L Av : > M K 1

J A1 {k = 1} : L Av : > M 1 L Av : 0 M 2 L Av : > M K 2

J A1 : L Av : > M 1 L Av : 0 M k + 1 L Av : > M K K K
Hjoining 3: and k 6 0 with 5:I

7: J k {0 < k 6 n} : J A1 {k = 1} : L Av : > M K 2



J A1 {k = 2} : L Av : > M 1 L Av : 0 M 2 L Av : > M K 3

J A1 : L Av : > M 1 L Av : 0 M k L Av : > M K K K H6: where k = k + 1I

1: tt 7: J k {0 6 k 6 n} : J A1 {0 6 k 6 1} : L Av : > M K 2

J A1 : L Av : > M 1 L Av : 0 M k L Av : > M K K K Hjoin of 1: and 7:I

2:,3: J k {0 6 k < n} : J A1 : L Av : > M K 2

J A1 : L Av : > M 1 L Av : 0 M k L Av : > M K K K
H2:

`
(1: tt 7), test k < n, convergence, 3: is the abstract loop invariantI

8: J k {0 6 k = n, 0 6 A1 < n} : J A1 : L Av : > M K 2

J A1 {0 6 k < n} : L Av : > M 1 L Av : 0 M K K K
H2: and k > n, program postconditionI

Observe that the segmented decision tree automatically discovers a partition of the
loop body as given by the condition k > 0 while the segmented array partitions the
values of the array elements according to variable k.

9.3 Multidimentional Arrays

The program below partially initializes a matrix M.

int m, n; /* m, n > 0 */

int i, j, M[m,n];

/* 0: */ i = 0;

/* 1: */ while /* 2: */ (i < m) {

/* 3: */ j = i+1;

/* 4: */ while /* 5: */ (j < n) {

/* 6: */ M[i,j] = 0;

/* 7: */ j = j+1;

/* 8: */ };

/* 9: */ i = i+1;

/* 10: */ };

/* 11: */

A global invariant is 0 ≤ M1 < m and 0 ≤ M2 < n, so we keep it implicit in the following

fixpoint iteration:

0: J M1 : J M2 : L Mv : > M K K Hprogram precondition: i, j, and A uninitializedI

`: ⊥ H` = 1, . . . , 11, infimumI

1:,2:,3: J M1 {i = 0} : J M2 : L Mv : > M K K H0: with i = 0, i < m 8I

4:,5:,6: J M1 {i = 0, j = i + 1 = 1 < n} : J M2 : L Mv : > M K K
H3: with j = i+1;, j < nI

7: J M1 {i = 0, j = i + 1 = 1 < n} :

J M2 : L Mv : > M j L Mv : 0 M j + 1 L Mv : > M K i + 1 J M2 : L Mv : > M K
K H6: with M[i,j] = 0;I

7 When a new branch is taken in a test within a loop the widening is usually delayed,
which we avoid to shorten the example.



8: J M1 {i = 0, j = i + 2 = 2 6 n} :

J M2 : L Mv : > M j− 1 L Mv : 0 M j L Mv : > M K i + 1 J M2 : L Mv : > M K
K H7: with j = j+1;I

4: tt 8: J M1 {i = 0, i + 1 6 j 6 i + 2 6 n} :

J M2 : L Mv : > M 1 L Mv : 0 M j L Mv : > M K i + 1 J M2 : L Mv : > M K
K Hjoin of 4: and 8:I

5: J M1 {i = 0, i + 1 6 j 6 n} :

J M2 : L Mv : > M 1 L Mv : 0 M j L Mv : > M K i + 1 J M2 : L Mv : > M K
K H5:

`
(4: tt 8:) 9I

9: J M1 {i = 0, i + 1 6 j = n} : J M2 : L Mv : > M 1 L Mv : 0 M i + 1

J M2 : L Mv : > M K K H5: and j > nI

10: J M1 {i = 1, i 6 j = n} : J M2 : L Mv : > M 1 L Mv : 0 M K i J M2 : L Mv : > M K K
H9: and i = i+1;I

1: tt 10: J M1 {i = 1, i 6 j = n} : J M2 : L Mv : > M 1 L Mv : 0 M K i J M2 : L Mv : > M K K
Hjoin of 1: and 10:I

2: J M1 {0 6 i} : J M2 : L Mv : > M 1 L Mv : 0 M K i J M2 : L Mv : > M K K
H2:

`
(1: tt 10:)I

3: J M1 {0 6 i < m} : J M2 : L Mv : > M 1 L Mv : 0 M K i J M2 : L Mv : > M K K
H2: and j < nI

4:,5:,6: J M1 {0 6 i < m, j = i + 1 < n} :

J M2 : L Mv : > M 1 L Mv : 0 M K i J M2 : L Mv : > M K
K H3:, j = i+1; and j < nI

7: J M1 {0 6 i < m, j = i + 1 < n} : J M2 : L Mv : > M 1 L Mv : 0 M K i

J M2 : L Mv : > M j L Mv : 0 M j + 1 L Mv : > M K i + 1 J M2 : L Mv : > M K
K H6: and M[i, j] = 0;I

8: J M1 {0 6 i < m, j = i + 2 6 n} : J M2 : L Mv : > M 1 L Mv : 0 M n K i

J M2 : L Mv : > M j− 1 L Mv : 0 M j L Mv : > M K i + 1 J M2 : L Mv : > M K
K H7: with j = j+1;I

4: tt 8: J M1 {0 6 i < m, i + 1 6 j 6 i + 2 6 n} : J M2 : L Mv : > M 1 L Mv : 0 M K i

J M2 : L Mv : > M i + 1 L Mv : 0 M j L Mv : > M K i + 1 J M2 : L Mv : > M K
K Hjoin of 4: and 8:I

5: J M1 {0 6 i < m, i + 1 6 j 6 n} : J M2 : L Mv : > M 1 L Mv : 0 M K i

J M2 : L Mv : > M i + 1 L Mv : 0 M j L Mv : > M K i + 1 J M2 : L Mv : > M K
K H5:

`
(4: tt 8:)I

9: J M1 {0 6 i < m, i + 1 6 j = n} : J M2 : L Mv : > M 1 L Mv : 0 M K i

J M2 : L Mv : > M i + 1 L Mv : 0 M K i + 1 J M2 : L Mv : > M K
K H5: and j > nI



10: J M1 {0 < i 6 m, i 6 j = n} : J M2 : L Mv : > M 1 L Mv : 0 M K i− 1

J M2 : L Mv : > M i L Mv : 0 M K i J M2 : L Mv : > M K
K H9: and i = i+1;I

1: tt 10: J M1 {0 6 i 6 m} : J M2 : L Mv : > M M1 + 1 L Mv : 0 M K i J M2 : L Mv : > M K K
Hjoin of 1: and 10:(segments unification yields 1 ≤ M1 + 1 ≤ i for subtree
merges)I

2: J M1 {0 6 i} : J M2 : L Mv : > M M1 + 1 L Mv : 0 M K i J M2 : L Mv : > M K K
H2: v (1: tt 10:), stabilization at a fixpointI

11: J M1 {0 < m = i} : J M2 : L Mv : > M M1 + 1 L Mv : 0 M K K
H2: and i > m, program postcondition.I

10 Conclusion

Many static analyses are very impressive on small examples but fail to scale up. The
problem mainly originates from the explosion of possibles cases in handling disjunc-
tions. Mastering the exponential growth is the key to scalability, while enabling weak
forms of disjunction is essential to the precision which is necessary to avoid false alarms.
Based on two abstract domain functors that have shown experimentally to scale up, we
have proposed a new combination which expressivity is better than each of them taken
separately and which complexity can be mastered by imposing both static restrictions
(like maximal depth or variable packing) and dynamic restrictions (by widening to
control the breath of the tree).
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