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Abstract. This paper presents crystal-MUSIC, a method for DOA esti-
mation of multiple sources in the presence of diffuse noise. MUSIC is well
known as a method for the estimation of the DOAs of multiple sources
but is not very robust to diffuse noise from many directions, because the

covariance structure of such noise is not spherical. Our method makes
it possible for MUSIC to accurately estimate the DOAs by removing
the contribution of diffuse noise from the spatial covariance matrix. The
denoising of the matrix (i.e. removal of the diffuse noise component)
consists of two steps: 1) denoising of the off-diagonal entries via a blind
noise decorrelation using crystal-shaped arrays, and 2) denoising of the
diagonal entries through a low-rank matrix completion technique. The

denoising process does not require the spatial covariance matrix of diffuse

noise to be known, but relies only on an isotropy feature of diffuse noise.

Experimental results with real-world noise show that the DOA estima-
tion accuracy is substantially improved compared to the conventional
MUSIC.

Key words: Diffuse noise, DOA estimation, microphone arrays, MU-
SIC, source localization

1 Introduction
DOA estimation of sound sources is an important issue with many applications
such as beamforming and speaker tracking. Real-world sound environments typ-
ically contain multiple directional sounds as well as diffuse noise, which comes
from many directions like in vehicles or cafeterias. In this paper, we present
crystal-MUSIC, a method for accurate estimation of the DOAs of multiple
sources in the presence of diffuse noise.

One of the most fundamental approaches to DOA estimation is to maximize
the output power of the delay-and-sum or other fixed beamformers with respect
to the steering direction. Because of a broad beam pattern, however, DOA esti-
mates by such methods may be inaccurate in the presence of multiple sources.
Methods based on Time Delay Of Arrival (TDOA) estimates [1] widely in use
today assume a single target source and again the performance can be degraded
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when more than one source is present. On the other hand, MUSIC [2–4] esti-
mates the DOAs of multiple sources as directions in which the corresponding
steering vector becomes most nearly orthogonal to the noise subspace.

It is important in MUSIC to accurately identify the noise subspace. When
there is no noise, it is easily obtained as the null space of the observed covariance
matrix. It can be obtained also in the presence of spatially white noise, since such
noise only adds its power to all eigenvalues uniformly without changing the eigen-
vectors because of its spherical covariance structure. Therefore, the basis vectors
of the noise subspace coincide with the eigenvectors of the observed covariance
matrix belonging to the smallest eigenvalue. Directional noise can be dealt with
as well, for it can be regarded as one of the directional signals. In contrast, diffuse
noise can significantly degrade the identification of the noise subspace, because
the noise spans the whole observation space, and unlike spatially white noise, its
covariance structure is not spherical.

Aiming to make MUSIC robust to diffuse noise, this paper proposes a method
for restoring the covariance matrix of directional signals from the observed co-
variance matrix contaminated by diffuse noise. The restoration is performed in
two steps. In the first step, the contribution of diffuse noise is removed from the
off-diagonal entries through the diagonalization of the covariance matrix of dif-
fuse noise. This is performed through a technique of Blind Noise Decorrelation
(BND) [5, 6], in which any covariance matrix of isotropic noise is diagonalized
by a single unitary matrix based on the use of symmetrical arrays called crystal
arrays. In the second step, thus obtained off-diagonal entries are completed to
be the full matrix with the diagonal entries filled in via a low-rank matrix com-
pletion technique [7–9]. We present a modified version of the method in Ref. [7]
with a positive semi-definite constraint on the estimated covariance matrix.

The rest of the paper is organized as follows. Section 2 gives a brief review of
MUSIC, on which the proposed method is based. Section 3 describes our method
for restoring the covariance matrix of the directional signals. Some experimental
results are presented in Section 4, and the conclusion is stated in Section 5.

2 Review of MUSIC

We use the following notation throughout. The superscripts ∗ and H denote
complex conjugation and Hermitian transposition, respectively. Signals are rep-
resented in the time-frequency domain with τ and ω denoting the frame index
and the angular frequency. The covariance matrix of a zero-mean random vector
γ(τ, ω) is denoted by Φγγ(τ, ω) , E [γ(τ, ω)γH(τ, ω)], where E [·] is expectation.

2.1 Observation model
We assume that an array of M microphones receives L(< M) directional sig-
nals (some of them can be unwanted directional interferences) from unknown
directions in the presence of diffuse noise. We assume the number of directional
sources, L, to be known in this paper. Let s(τ, ω) ∈ CL be the vector comprising
the directional signals observed at a reference point (e.g. the array centroid),
and x(τ, ω) ∈ CM and v(τ, ω) ∈ CM be the vectors comprising the observed sig-
nals and the diffuse noise at the microphones, respectively. Assuming planewave
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propagation and static sources of the directional signals, we can model the trans-
fer function from sl(τ, ω) to xm(τ, ω) as Dml(ω) , e−jωδml , where δml denotes
the delay in arrival of the directional signal sl(τ, ω) from the reference point to
the m-th microphone. Consequently, our observation model is given by

x(τ, ω) = D(ω)s(τ, ω) + v(τ, ω) (1)

=

L∑

l=1

d(ω; θl)sl(τ, ω) + v(τ, ω), (2)

where θl denotes the DOA of the l-th directional sound,

d(ω; θ) ,
[
e−jωδ1(θ) e−jωδ2(θ) . . . e−jωδM (θ)

]T

(3)

denotes the steering vector corresponding to DOA θ, and δm(θ) denotes the time
delay of arrival for DOA θ from the reference point to the m-th microphone. We
assume s(τ, ω) and v(τ, ω) to be uncorrelated zero-mean random vectors. As a
result, x(τ, ω) is a zero-mean random vector with covariance matrix

Φxx(τ, ω) = D(ω)Φss(τ, ω)DH(ω) + Φvv(τ, ω). (4)

2.2 DOA estimation

The orthogonal projection of d(ω; θ) onto the noise subspace, i.e. the orthog-
onal complement of span{d(ω; θl)}

L
l=1, becomes zero when θ coincides with θl.

Therefore, the MUSIC spectrum

fMUSIC(ω; θ) , ‖V H(ω)d(ω; θ)‖−2
2 (5)

attains peaks at θl, where V is a matrix whose columns are orthonormal basis
vectors of the noise subspace. Since the MUSIC spectrum (5) is defined for each
ω, it is needed to integrate the information from all frequency bins in order to
obtain a single estimate of the DOAs. A common approach is to average Eq. (5)
over frequencies [3, 4]. For example, the geometric mean [3] gives

fMUSIC(θ) ,

[
∏

ω

fMUSIC(ω; θ)

] 1

K

, (6)

with K denoting the number of averaged frequency bins. The DOAs are esti-
mated as peaks in fMUSIC(θ).

3 Denoising of the Spatial Covariance Matrix

To calculate (5), it is important to accurately estimate V (ω), namely basis vec-
tors of the noise subspace. However, diffuse noise can significantly degrade the es-
timation, because it spans the whole observation space, and unlike spatially white
noise, its covariance structure is not spherical. Our idea therefore consists in
restoring the covariance matrix of the directional signals, D(ω)Φss(τ, ω)DH(ω),
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from the observed covariance matrix Φxx(τ, ω) contaminated by diffuse noise,
so that we can obtain V (ω) as eigenvectors of the restored matrix belonging
to the eigenvalue 0. The matrix restoration consists of two steps. Firstly, the
contribution of diffuse noise to the off-diagonal entries is removed using BND [5,
6] as explained in Section 3.1. Secondly, the diagonal entries are restored via a
low-rank matrix completion technique [7–9] as explained in Section 3.2.

3.1 Diffuse noise removal from the off-diagonal entries

Coming from many directions, diffuse noise can be regarded as more isotropic
than directional. Therefore, we make the following assumptions:

1) Diffuse noise has the same power spectrogram at all microphones:

[Φvv]11(τ, ω) = [Φvv]22(τ, ω) = · · · = [Φvv]MM (τ, ω). (7)

2) The inter-channel cross-spectrogram of diffuse noise is identical for all mi-
crophone pairs with an equal distance:

rmn = rpq ⇒ [Φvv]mn(τ, ω) = [Φvv]pq(τ, ω), (8)

where rmn is the distance between the m-th and n-th microphones. It was shown
that there exist such array geometries that any Φvv(τ, ω) satisfying these as-
sumptions is diagonalized by a single unitary matrix [5, 6]. So far, we have found
five classes of geometries enabling such diagonalization, namely, regular polygo-
nal, (twisted) rectangular, (twisted) regular polygonal prism, rectangular solid,
and regular polyhedral arrays. They are called crystal arrays from their shapes.

Making use of a crystal array, we can remove the contribution of the diffuse
noise to the off-diagonal entries as follows:

P HΦxx(τ, ω)P = P HD(ω)Φss(τ, ω)DH(ω)P + P HΦvv(τ, ω)P (9)

where P is a unitary diagonalization matrix of Φvv(τ, ω).

3.2 Restoration of the diagonal entries

Now that the off-diagonal entries of P HD(ω)Φss(τ, ω)DH(ω)P has been ob-
tained, the problem has reduced to that of completing its missing diagonal
elements. Once this is done, the desired matrix D(ω)Φss(τ, ω)DH(ω) will be
computed by the transformation P (·)P H. Since P HD(ω)Φss(τ, ω)DH(ω)P is
of rank at most L, the technique of low-rank matrix completion [7–9] can be
applied. We present here a variant of an EM-based method by Srebro et al. [7]
with a positive semi-definite constraint on the matrix to be completed. This is
because MUSIC identifies the noise subspace based on the property that the
eigenvectors of D(ω)Φss(τ, ω)DH(ω) belonging to the positive and zero eigen-
values form bases of the signal and noise subspaces, respectively. Therefore, if
the estimated matrix has some negative eigenvalues, there is no way of assigning
the corresponding eigenvectors to one of these subspaces in a reasonable way.

We consider that we obtain via BND an imcomplete observation Y of Θ ,

P HD(ω)Φss(τ, ω)DH(ω)P , where the obtained off-diagonal elements {xmn} are
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regarded as observables, and the missing diagonal elements {zmm} as latent
variables. (Therefore, the diagonal entries of the basis-transformed observed co-
variance matrix P HΦxx(τ, ω)P is just abandoned here.) The observation Y is
considered to contain some errors because BND is generally not perfect. There-
fore, Y is modeled as follows:








z11 y12 · · · y1M

y21 z22 · · · y2M

...
...

. . .
...

yM1 yM2 · · · zMM








︸ ︷︷ ︸

Y

=








θ11 θ12 · · · θ1M

θ21 θ22 · · · θ2M

...
...

. . .
...

θM1 θM2 · · · θMM








︸ ︷︷ ︸

Θ

+








ǫ11 ǫ12 · · · ǫ1M

ǫ21 ǫ22 · · · ǫ2M

...
...

. . .
...

ǫM1 ǫM2 · · · ǫMM








︸ ︷︷ ︸

E

, (10)

where E is the error term with ǫmn assumed to be i.i.d. complex-valued Gaussian
random variables. The criterion is the maximization of the log-likelihood of the
observed data subject to the constraint that Θ is positive semi-definite and of
rank at most L:

Θ̂ = arg max
Θ∈Ω

lnP ({ymn}m6=n|Θ), (11)

where Ω denotes the set of the M × M positive semi-definite matrices of rank
at most L.

The E-step amounts to the calculating the new estimate Ŷ (i+1) of Y by
completing the diagonal entries of Y by those of the current estimate Θ̂(i) of Θ:

Ŷ (i+1) =









θ̂
(i)
11 y12 · · · y1M

y21 θ̂
(i)
22 · · · y2M

...
...

. . .
...

yM1 yM2 · · · θ̂
(i)
MM









. (12)

The M-step amounts to calculating the new estimate Θ̂(i+1) of Θ as the best
approximation of Ŷ (i+1) in the Frobenius sense subject to Θ ∈ Ω:

Θ̂(i+1) = arg min
Θ∈Ω

‖Ŷ (i+1) − Θ‖F. (13)

We can write the solution to (13) explicitly using the eigenvalue decomposition

of Ŷ (i+1):
Ŷ (i+1) = U (i+1)Λ(i+1)UH(i+1), (14)

where U (i+1) is a unitary matrix and the eigenvalues in the diagonal of Λ(i+1)

are ordered from largest to smallest (possibly negative). Then, the solution to
(13) is given by

Θ̂(i+1) = U (i+1)Λ
(i+1)
T UH(i+1). (15)

Here, Λ
(i+1)
T is the truncated version of Λ(i+1) whose diagonal entry (eigenvalue

of Ŷ (i+1)) is kept if and only if it is positive and among the L largest and
replaced by zero otherwise.
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The initialization is simply performed as follows: Ŷ (0) = Θ̂(0) = P HΦxxP .
Using the resulting estimate Θ̂, we obtain the estimate of DΦssD

H as PΘ̂P H,
whereby obtaining the noise subspace V to be used in the calculation of the
MUSIC spectrum (5).

4 Experimental Results

In this section, we present experimental results to show the effectiveness of
crystal-MUSIC for the real-world noise and to compare it with conventional
MUSIC. We used real-world noise recorded in a station building in Tokyo [10]
with a square array of diameter 5 cm. Two target speech signals were added
to this noise recording under the assumption of plane wave propagation. The
speech data were taken from the ATR Japanese speech database [11]. The du-
ration of thus generated observed signals was 7 s, and the sampling frequency
was 16 kHz. We used STFT for subband decomposition, where the frame length
and the frame shift were 512 and 64, respectively, and the Hamming window
was used. Φxx for both methods was calculated by averaging x(τ, ω)xH(τ, ω)
temporally over all frames.

As explained in Section 3, the main contribution of this paper is the restora-
tion of the covariance matrix of the directional sounds from the observed covari-
ance matrix. To see how well this technique works, we plot in Fig. 1 a relative
Frobenius error defined by ‖ · −DΦssD

H‖F/‖DΦssD
H‖F as a function of the

frequency. The solid and dashed lines are the results for the covariance matri-
ces before the denoising: Φxx and after the denoising: PΘ̂P H, respectively. The
SNR at the first microphone was adjusted to −5 dB and the number of iterations
of the EM algorithm was 100. The true DOAs of the target signals were 200◦

and 260◦. We see that the error was effectively reduced through the denoising.

From this result, an improved MUSIC spectrum is expected. To confirm this,
we plot in Fig. 2 an example of (a) the conventional MUSIC spectra and (b) the
crystal-MUSIC spectra, for each frequency. The SNR at the first microphone
was adjusted to −5 dB and the number of iterations of the EM algorithm was
100. The lines show the true DOAs of the target signals, namely 200◦ and 260◦.
We see that the crystal-MUSIC gave more accurate peak positions and much
less spurious peaks.

Finally, we compare the accuracy of DOA estimation by MUSIC and crystal-
MUSIC in a statistical manner. Fig. 3 shows the Root Mean Square Error
(RMSE) of the DOA estimation by MUSIC and crystal-MUSIC as a function
of the SNR at the first microphone. The DOA estimates were obtained from
the geometric mean of narrowband MUSIC spectra as in Eq. (6). The range of
averaging was 80th to 150th frequency bins (approximately 2.5 kHz to 4.7 kHz).
The range was determined on the basis of the observation from Fig. 2 that, at
the frequencies out of the range, the peaks were not reliable likely because of
a low SNR and/or spatial aliasing. The RMSE was calculated from an experi-
ment with various source DOAs, where all the 15 DOA combination from the
set {0◦, 60◦, 120◦, · · · , 300◦} were tested. The figure shows a substantial improve-
ment in RMSE by crystal-MUSIC.



Crystal-MUSIC 7

Fig. 1. The relative Frobenius error as a function of the frequency before and after the
the covariance matrix restoration.

(a) subband MUSIC spectra (b) subband crystal-MUSIC spectra

Fig. 2. An example of the subband MUSIC spectra for (a) conventional MUSIC and
(b) crystal-MUSIC.
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Fig. 3. The RMSE of DOA estimation as a function of SNR.
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5 Conclusion

We described crystal-MUSIC, an accurate method for estimating DOAs of mul-
tiple sounds in a diffuse noise field. It is based on removal of the contribution
of diffuse noise from the observation covariance matrix via BND using crystal
arrays and a low-rank matrix completion technique. We presented a new ma-
trix completion method with a positive semi-definite constraint, which is more
suitable to MUSIC. The experiment using real-world noise showed the effective-
ness of the covariance matrix restoration and the substantial improvement in
the DOA estimation accuracy by crystal-MUSIC.
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