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Abstract

We introduce a computational framework
that allows a machine to bootstrap flexible
autonomous learning of speech recognition
skills. Technically, this framework shall en-
able a robot to incrementally learn to recog-
nize speech invariants from unsegmented au-
dio streams and with no prior knowledge of
phonetics. To achieve this, we import the
bag-of-words/bag-of-features approach from
recent research in computer vision, and adapt
it to incremental developmental speech pro-
cessing. We evaluate an implementation of
this framework on a complex speech database.

1. Introduction

1.1 Constraints, difficulties and learning

scenarios

The goal of this article is to introduce a computa-
tional framework that allows a machine to bootstrap
flexible autonomous learning of speech recognition
skills. Technically, this framework shall enable a
robot to incrementally learn speech invariants from
unsegmented audio streams and with no prior knowl-
edge of phonetics (i.e. without re-using for example
a probabilistic phone recognizer). This requires to
bring together various conventional speech recogni-
tion techniques with the constraints of developmen-
tal learning.

This goal implies several important challenges and
issues. First of all, in order to achieve developmen-

tal and cognitive plausibility, as for example dis-
cussed by Brent, (Brent, 1999), our system must be
incremental and self-organised. Furthermore it must
start with little and generic knowledge on the envi-
ronment it has to explore, i.e. in our case no knowl-
edge of phonetics, phonotactics or lexicons. Another
important issue is the design of interaction channels
between the system and its environment, that is to
say the kind of (un-)supervision it is (un-)exposed

to and the multimodality of the input channels,
as for example coupling speech learning with visual
information. Finally the integration of motor chan-
nels in the learning process connects learning and
action. This introduces issues ranging from goal ori-
ented analysis of the audio stream, to studies of more
intrinsic structures of this stream.

Choosing a standpoint between these aspects de-
fines a learning scenario. A broad spectrum of such
experimental setups have been developed in previ-
ous work and shows how they influence the choice of
methods and algorithms. Organizing those scenar-
ios through the degree of supervision they include
gives a good way to identify categories of machine
learning methods they integrate. First, systems with
no interaction with outside word, thus unsupervised,
extract intrinsic structure of the speech flow. Such
scenarios lead to a kind of “autistic” systems: as
they do not share any convention with the outside
world, or other sensorimotor channels, no real com-
munication is possible (Park and Glass, 2008). Any-
way, the mechanism used in those scenarios are of
real interest, for example to be used for bootstrap-
ping (Iwahashi, 2003, Brandl et al., 2008), or as in-
termediate modules of larger architectures. The sec-
ond category of scenarios is the one for which super-
vision takes the form of a reward, thus leading to
reinforcement learning frameworks. It is for exam-
ple the case when Gorin et al. (Gorin et al., 1994)
train their system to a specific task: the How may
I help you ? problem. Finally, the most com-
mon scenarios take the form of a completely super-
vised problem, with for example labeled data. Those
labels may be semantic tags (Gorin et al., 1999,
ten Bosch et al., 2008) or language tags for language
recognition (Ma and Li, 2005). Self-labeled data are
also possible, for example, when dealing with multi-
ple sensory-channels.

1.2 Existing architecture for speech learning

We have just seen that the methods and algorithms
to be used are quite influenced by these learning sce-



narios. Those methods must be integrated in some
learning architecture, designed to fit the requirement
of a specific scenario. Those are quite different but
we may extract some key principles of their design,
some of which are essential in the framework we
present in this article.

Sub-lexical and lexical classification These are
the abilities to classify sounds into groups that share
similarities, such as phonemes, and to build a rep-
resentation of words on top of those groups of basic
sounds, which includes the compliance to phonotac-
tic rules. To achieve lexical and sub-lexical classi-
fication, two heuristics have to be used: topologi-
cal information, representing the proximity between
sounds, and statistical information used to assimi-
late different sounds, that have the same function in
the language. It has indeed been shown (Kuhl, 2004)
that, as young infants are initially able to distinguish
different sounds, this ability disappears for sounds
that are different but functionally equivalent in their
mother language. This phenomenon is necessary to
achieve robustness against the great variability of
pronunciation of a given phoneme.

Sub-lexical classification may be achieved
by Recurrent Neural Networks, as in
(Roy and Pentland, 2002), or Hidden Markov
Models as in (Ma and Li, 2005); but in those
examples, this classifier is trained offline, before the
experiment, in a static manner, as a universal sound
recognizer which does not fit our developmental
requirements. Aimetti (Aimetti, 2009) build a sys-
tem that learns a lexical representation, computed
using similarity measures on segments of speech;
one example of those segments is used to repre-
sent each keyword. Park and Glass used a graph
clustering method to group similar sound segments
as sub-lexical entities (Park and Glass, 2008), thus
autonomously learning such a representation. The
learning of this classification is often treated as a
clustering problem.

Segmentation Whereas utterance segmentation
is quite easy through silence recognition, word seg-
mentation is indeed a difficult task (even for standard
written text when spaces are removed). Many speech
recognition systems are based on the ability to find a
word segmentation, whereas others recognise utter-
ance without performing such a segmentation. For
example segmental dynamic time warping methods
uses dynamic programming to find similar sound seg-
ments between speech examples. Then they define
sub-lexical units as those segments (Aimetti, 2009,
Park and Glass, 2008, Gajjar et al., 2008). On
the other hand non-negative matrix factoriza-
tion methods, such as in (ten Bosch et al., 2008,
ten Bosch et al., 2009) also show great results in

speech recognition. This method builds an internal
word representation from whole utterances, without
being designed on the ability to segment words. It is
anyway, afterward, able to find such a segmentation,
as a consequence of the recognition process.

Semantic structure Matching a lexical represen-
tation of spoken utterances to a more structural rep-
resentation, which may include grammar extraction,
or syntactic analysis, requires specific integration of
such structure in the recognition system. Meth-
ods designed toward this goal often use a predefined
structure, to which the utterances are mapped. For
example in Iwahashi’s’ experiment (Iwahashi, 2003),
this semantic consists of (object, action, position)
associations and is analysed using a graph structure
adapted to this grammar. Without predifined imple-
mentation, the system must find an origin for these
semantic representations.Other input channels such
as the vision channel or motor channels, in the case
of action oriented goals, are generally part of this
process. It may then be difficult to design a system
that autonomously builds its own grammar represen-
tation without dealing with the corresponding struc-
tures in other sensorimotor channels. For example
Gorin et al. (Farrell et al., 1993, Gorin et al., 1994)
use multilayer neural networks to map the recogni-
tion of some words to an action. In this experiment
the semantic of the environment was based on action
choices, that is to say on a kind of motor channel.

Memory-like architectures To build larger and
more realistic systems, that are capable of long-
term learning, it often becomes necessary to work
with a model of memory. Actually, having an in-
cremental system often brings growth in data size,
leading to memory usage and computation. The
ACORNS1 (Aimetti, 2009, ten Bosch et al., 2008,
ten Bosch et al., 2009) project have explored some of
these issues by introducing memory levels. The prin-
ciple is to separate data storage in different levels,
where depth in memory is correlated to an increase
in organization of the data. This may, to a certain
extent, be seen as a compression problem, related to
highly organised data in the long term memory, but
also introduce an attention mechanism, associated
with a short term memory.

2. Applying the bag-of-words method

to spoken language invariants dis-

covery and recognition

The main contribution of this article is to adapt the
bag-of-words method to a developmental approach of
the learning and bootstrapping of speech recognition

1Acquisition of Communication and Recognition Skills,
http://www.acorns-project.org

http://www.acorns-project.org


skills. In this approach, the bag-of-words method
will be used to bootstrap and maintain incrementally
new, potentially multi-scale and multi-type, acous-
tic representations of speech invariants from unseg-
mented speech streams and with no prior phonetic
knowledge. A lower-level will build those represen-
tations in an unsupervised manner, while a higher
level of the architecture will consist in re-using those
low-level representations to learn to predict a general
semantic tag associated to whole utterances. We did
not introduce memory handling, but we believe it is
a matter of adapting the algorithms from each part
of the framework, without changing its global design.

2.1 Background and principle

Bag-of-words methods originate in text classification
applications (Joachims, 1997) and have been used
with great success in image categorization applica-
tions after the seminal work of Sivic and Zisserman,
2003 (Sivic and Zisserman, 2003). The general idea
is to represent the text or the image as an unordered
collection of local elements chosen in a dictionary
(the words in a text and local visual features in an
image), thus ignoring the global structure. Using this
representation, a classification algorithm can then be
used to predict the associated category. In computer
vision applications, this representation is very com-
pact thanks to the quantization of local feature rep-
resentation in the dictionary, while preserving the
stable local information and ignoring more unstable
global geometry. In most applications, the dictio-
nary is static and requires an initial training phase,
but in previous work, we have developed an incre-
mental approach that meet the requirements of de-
velopmental systems (Filliat, 2008). We will there-
fore transpose this method to the speech recognition
problem. Yet, for the sake of clarity, we will use
the terminology “bag-of-features” instead of “bag-
of-words”, since the “words” in the bag-of-words ap-
proach are not at all equivalent to “linguistic words”
in the speech stream and which constitute important
speech invariants to be discovered and learnt in our
framework.

2.2 Presentation of the framework

Our framework is composed of three distinct layers
that we describe below.

• Continuous Acoustic Feature Vectors

(CAF) extraction: this layer transforms the
input audio signal into a set of vectors, each
associated with some position information. The
goal of this process is to transform the signal
into a set of local descriptors, which are more
adapted to similarity comparison. Actually the
next step requires to have a kind of distance on
these vectors, in order to be able to access to

a notion of acoustic similarity. This first layer
typically uses static sound processing methods
(e.g. MFCC or RASTA-PLP, see Section 3.2).

• Unsupervised clustering: the role of this layer
is to transform each CAF vector from the set ob-
tained above, into a discretized acoustic feature
(DAF), that is to say a single number. This trans-
formation is accomplished through a clustering
process. More precisely this clustering must build
incrementally a representation of this DAFs, us-
ing the similarity measure inherent to the CAF
space. This representation has to both allow re-
trieval of the DAF corresponding to a given CAF
vector and the learning of new DAFs when a CAF
vector does not match any known feature.

• Higher level semantic treatment: the two
previous layers may be seen as a pre-processing,
which goal is to transform the input audio signal
into a bag of discretized acoustic features, more
precisely we get a set of couples, each composed
of a DAF and its position. This semantic layer in-
troduces a new representation of the audio signal
that allows to efficiently set up higher level sta-
tistical treatment, such as keyword recognition or
more complex analysis.

Mathematically, this process may be described as
following: given an input audio sequence a ∈ A, a
continuous feature vector space F , a set of localiza-
tion data, such as time position in the utterance, P,
a discrete acoustic feature dictionary D:

• extract CAFs: a ∈ A −→ (vi, pi) ∈ (F × P)�

• find corresponding DAFs: (vi, pi) −→ (fi, pi) ∈

(D × P)�

Where, i is a free variable, and for any set E , we
call E� =

�
k∈N

Ek the set of finite sequences over E .

In the case of tag inference, the statistical pro-
cess is then, given a set T of tags, a mapping:
(D × P)� → T .

2.3 Modularity and cognitive plausibility

Bag-of-sounds approach has already been used by
Ma and Li (Ma and Li, 2005), but with a sub-lexical
model built offline and from labelled examples. The
novelty of our work is to present a framework based
on the ability to learn autonomously a new represen-
tation of sound, which enables a completely generic
statistical treatment. Indeed the modularity of the
framework is present at each of the previous layers.

The first level, whose role is to extract CAFs from
input audio sound, may implement a large variety
of signal processing treatment on this input stream.
It may for example implement windowed spectral or



cepstral analysis of the sound, but may also be com-
posed of more elaborated pieces of information such
as pitch or stress patterns. The position labels pi as-
sociated with those vectors may also be of different
natures, either just an index in a sequence or a more
precise position, and may be completed by other in-
formation, such as the width of the input signal rel-
evant to this feature vector. Furthermore, CAFs of
different natures may be simultaneously computed,
they are then clustered by distinct dictionaries, but
may be grouped at the end in the same bag of DAFs
representation. This is a completely transparent way
to mix pre-processings of completely different na-
tures.

The second layer may implement any clustering
algorithm, since we have a relevant metric on CAFs
produced by the previous one. It indeed corresponds
to the extraction of acoustic building blocks.

The third layer is completely general as our goal is
to provide an intermediate representation for the au-
dio input. We may for example plug onto this repre-
sentation any classification algorithm, or structured
output algorithm.

What we show in the following is that the particu-
lar representation we have built retains enough infor-
mation to enable powerful statistical treatment, and
simplifies enough the signal representation to allow
such treatment to be efficient. Furthermore, stud-
ies on the ability of children to distinguish between
sounds seem to indicate that such a representation,
even if it is a lot simplified, is a reasonable one for
speech recognition (Kuhl, 2004).

The following experiment implements this frame-
work in a very simplified manner: position informa-
tion is dropped, statistical analysis is reduced to a
quite rudimentary scoring method, far from state-of-
the-art statistical machine learning approaches. Yet,
results will show that this representation is sufficient
to predict semantic tags with great accuracy in a
large complex database, even with this implemen-
tation, thus showing the robustness of the general
approach.

3. Specific implementation

3.1 Our experimental scenario

As explained above, in this paper, we adopt a frame-
work where the goal is to allow a robot to progres-
sively learn to predict semantic tag(s) associated to a
given speech utterance. For example the robot is in-
crementally provided with examples of associations
between speech utterances and semantic tags, and
should accordingly incrementally update its internal
representations in order to predict better these se-
mantic tags in new utterances. Semantic tags are
technically encoded as keywords referring either to
general topic(s) of the utterance, sometimes corre-

sponding to the presence of a particular word in the
utterance or to the speaker style or language.

The framework presented in the previous section
2.2 is illustrated by the following steps, in the case
of this particular application:

• extract CAFs from the input channel. The CAFs
used in our application are described in the next
section.

• match these vectors to the dictionary(-ies) and
drop the position information, thus creating a
bag of DAFs representation of the input signal,
and update the dictionary(-ies) if necessary. This
particular process is described in section 3.3.

• infer the semantic tag associated with the utter-
ance through a scoring method.

We now present an implementation of this frame-
work and associated experiments. It should be con-
sidered as a specific implementation of the general
framework that we presented.

3.2 Continuous feature vectors extraction

In our experiment we use Mel-Frequency Cep-
stral Coefficients (MFCC) and Relative Spectral
Transform - Perceptual Linear Prediction (RASTA-
PLP) features over a short time window, from El-
lis (Ellis, 2005) implementation. The former fea-
ture vectors, which are actually time sequences of
successive feature vectors, are compared with re-
spect to a Dynamic Time Warping (DTW) distance
(Sakoe and Chiba, 1978). This distance takes into
account possible insertions and deletions in the fea-
ture sequence. It is adapted for sound comparison
but does not correspond to an inner product in CAF
space, since it is not an euclidean distance, which
leads to some new issues.

One other interest of using a DTW distance is to
be able to compare sound feature vectors of different
length or of varying rhythm. However, in our ex-
periments we used fixed length feature vectors (but
the rhythm varies): for each sound utterance we first
compute the MFCC sequence corresponding to this
audio stream. After extracting this MFCC sequence,
we cut it into fixed length features, using a 80 or
150ms sliding window. The sliding length used in
most of our experiments is one third of the length of
the window. However, it is also completely possible
to mix several lengths in the same vocabulary or to
extract features of random lengths. This may result
in a more multiscale-like approach. Those lengths
are here around the scale of a phoneme length and
give a good trade-off between sufficiently long se-
quence of MFCC vectors and the DTW quadratic
complexity. Furthermore it is relevant to limit this
length to get really local descriptors, which we tried



to implement, even if it is not a requirement of the
framework.

3.3 Incremental unsupervised clustering

The dictionary must group similar CAF vectors ac-
cording to the DTW distance into discretized acous-
tic features. This requires two processes : the dic-
tionary construction and the retrieval of the DAF
matching a specific CAF. In our developmental ap-
proach we need an incremental dictionary construc-
tion able to learn new DAFs, that is to say new
vector clusters. We also face a computation time
issue for the matching process, thus requiring a dic-
tionary data structure that enables both : efficient
algorithms for matching, and the possibility to per-
form incremental clustering.

Our approach is very similar to the one we used
for image processing in (Filliat, 2008). The idea is to
represent DAFs by clusters of CAF vectors. Those
clusters are organised in a hierarchical way. More
precisely, the DAFs are hyperspheres in the contin-
uous feature space, and their centers are organised
in a tree structure inspired by the one of Nister and
Stewenius (Nister and Stewenius, 2006) where leaves
and nodes represent hierarchical clusters. The tree
structure is organised as follows:

• each leaf or cluster C is represented by its cen-
troid: a vector vC ,

• each cluster is associated to a hypersphere of ra-
dius rmax around its centroid. A CAF vector
v is therefore part of a cluster C if and only if
d(v, vC) ≤ rmax

• each node of the tree has a limited number of
children Nmax and has an associated centroid nC

which is the mean of its children CAF vectors.

A CAF vector is matched to a cluster by recur-
sively following the child of the node which centroid
is the nearest from the searched vector. The dic-
tionary is built by adding these vectors to the tree:
we find the nearest cluster; if the vector matches
the radius condition regarding to this cluster, it is
added inside this one; if not, a new cluster is created
initially containing only this vector. This cluster is
added as a leaf in the tree, at the same level and
with the same father as the previously found near-
est cluster. Then we check if the number of children
is below Nmax; if not, the node is split in k nodes,
by a k-means process on the centroids of the leaves.
The leaves are then distributed to those child nodes.
An example of this mechanism, also described by the
following pseudo-code, is shown in figure 1.

Algorithm Adding a vector to the cluster tree node

add vector to node(current node, vector, k, rmax,
Nmax)

• current node is the node where the vector is to be added,

• vector is the vector to add,

• k is the k-means parameter,

• rmax is the threshold distance that is used to decide if two

vectors are considered identical,

• Nmax is the maximum number of vectors that a leaf may

contain.

. if current node is a leaf

. let v be the nearest vector in current node

. distance (vector, v) ≥ rmax

. add vector to current node

. let n be the number of vectors in current node

. if n ≥ Nmax

. new leaves ← k means(k, current node)

. let new be a new internal node with the

. elements of new leaves as children

. replace current node by new

. else

. add vector to current node

. else

. let child be the nearest child from vector

. in current node

. add vector to node(child, vector, k, rmax, Nmax)

Step 1

Step 2

Step 3

Figure 1: Insertion of a new vector in the hierarchical struc-

ture. The nearest leaf is found, but the vector is too far from

the center (first step) so a new leaf is created (second step).

The new leaf father has now too many children (Nmax = 3)

so the node is split in two parts(third step).(k = 2)

This structure leads to approximate nearest neigh-
bour search, and thus the processes of learning a
CAF or retrieving the corresponding DAF are ap-



proximate. Since CAF vectors are themselves noisy,
this approximation is naturally handled by the sta-
tistical treatment in layer 3. In order to reduce the
impact of orientation errors while exploring the tree,
which may result in an important final error, for ex-
ample, if it occurs near the root of the tree, we added
the following improvement to the search algorithm.

The idea is to launch more than one search for
each request and then select the best results. This
is close to branch-and-bound techniques and may be
implemented in many ways. We tried two imple-
mentations of this method. In the first one, for each
node reached during the search process, the search
is launched again on its b best children, instead of
just the best child. By best children we mean the b
sons with the lowest distance between their centroid
and the requested vector. b is called the backtrack-
ing parameter. This method leads to a complexity of
O
�
nlogk(b)k

�
, where n is the number of nodes, k the

k -means parameter used to create the tree and b the
backtracking parameter. This may be long compared
to the O (k log(n)) original complexity.

The second method uses the same idea, but in-
stead of deciding locally which node deserves to be
explored, it runs full searches, at the end of which it
launches again a search from some node on the tree,
where a good candidate path may have been missed.
More precisely, during the search, each time a child
node is chosen for the proximity of its centroid to
the requested vector, its siblings are memorized with
some value representing how far they were from the
chosen child. When a candidate leaf is finally found,
the system is able to reconsider the choices it has
made during the search and explore the node which
had the best value.

By repeating this process b times, and finally
choosing the best candidate nearest neighbor from
those found, we are able to minimize the impact of
the approximate nature of our structure. The actual
complexity of this method is roughly O (bk log(n)).

The second method gave a better trade-off between
the number of explored nodes, which corresponds to
computation complexity, and the quality of the re-
trieved approximate nearest neighbor.

3.4 Semantic tag inference

While previous steps were able to build an internal
representation for the system, based on topological
information, this process had no relation to the fi-
nal goal of classification. Actually, all the semantics
related to the classification task is created in a last
step. We used a vote implementation to score DAFs
and examples regarding semantic tags.

The idea of the voting scheme is to associate a
weight wi to each DAF i. Let f t

i be the frequency

of DAF i regarding tag t, f t
i =

ni,t

nt
where ni,t is the

number of co-appearances of DAF i and tag t and nt

the number of appearances of t.
For a query utterance q, where acoustic DAF i

appears qi times, i votes as Vi = qi · f t
i ·wi, where wi

are weights.
A common way of setting weights wi is to use a

Time Frequency - Inverse Document Frequency (TF-

IDF) approach by setting wi = log

�
Ntags

N(i)
tags

�
, where

Ntags is the total number of tags and N (i)
tags the one

of tags whose examples contain DAF i at least once.
From this basis, conditions may be added such as

setting all node weights to zero except from leaves,
which rely entirely on the a priori chosen size of clus-
ters, that is to say the rmax parameter, in our case.
One may also choose to allow only nodes near the
leaves to have a nonzero weight or to rely entirely
on TF-IDF weights. This kind of modifications may
bring more scalability and robustness to the system.
It also defines which clusters are DAFs: either only
leaves or all nodes, and thus the use or not of hier-
archical and multi-scale DAFs.

In order to be able to compute this score we store
the number of appearances of each DAF in an ut-
terance associated to a particular semantic tag: this
corresponds to previously introduced ni,t.

The following process is used: while training, for
a given utterance with tag t, transformed in a bag of
DAFs, for each DAF i, ni,t is increased by one.

During a testing phase, we extract the bag of
DAFs corresponding to the utterance. Then, for each
tag we compute its score on the utterance, by sum-
ming the votes of each DAF. Votes are computed
as explained previously, using only the count of co-
occurrences, by simple operations over the (ni,t)i,t
matrix.

4. Results, analysis and further direc-

tions

4.1 Databases and protocols

We restricted our work on labeled classification prob-
lems, that is to say, sets of utterances associated
with a semantic label. Those labels may be words
contained in the utterance as well as more general
themas, levels of speech, or speakers. The system
is trained with such a learning database and then
evaluated on its label prediction performance.

During our experiments we worked with two
databases. The first one was a home made database
in which utterances were single words. This
database, which contains twenty three examples of
ten different words, was used to evaluate the perfor-
mances of the nearest neighbor retrieval with word-
long features. The second one is a database pro-
vided by the ACORNS project, composed of 1000



utterances containing 13 keywords, each spoken by
4 speakers in English adult directed speech; which
makes a total of 4000 utterances. An example of sen-
tences used in the database is Angus is lazy today.
where the semantic tag/keyword is Angus.

In the experiments we split the database into a
training set and an independent test set to evaluate
the system. In order to characterize the efficiency
of the learning process as its improvement through
training, that is to say the convergence speed of the
algorithm, we regularly test the process during the
training and visualize its performance at each step.

4.2 Global results

In order to demonstrate the cognitive efficiency of
our system we set up the following experiment: for
each speaker we randomly split the database in two
sets: a train set consisting of 900 examples and a sep-
arate test set of 100 examples. The system is trained
incrementally with each utterance of the training set;
after each 100 train examples, the system is tested
on the whole test set. This protocol, which allows us
to monitor its progress, is represented in figure 2.

0 100 200 300 400 500 600 700 800 900
0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

Time

Pe
rf

or
m

an
ce

 

 

Speaker 1

Speaker 2
Speaker 3

Speaker 4

Time

Pe
rf
or
m
an
ce

Figure 2: Accuracy against number of training examples

for incremental learning and testing, 1000 examples: 900 for

training and 100 for testing, one 100 examples test cycle each

50 train examples. (80ms MFCC features)

The same experiment can be made with the 4000
examples coming from all four speakers, to demon-
strate that the method is, in some way, robust to
multi-speakers learning. In this experiment, the
training sessions are 200 examples long and after
each training session the process is tested with a
constant set of 400 examples: 100 from each speaker.
The training set is a succession of 900 examples from
each speaker, presented by order of speakers. Such
results are presented in figure 3.

These experiments show the good accuracy of our
system on the keyword recognition problem. We
may compare these results with those from Bosch
et al. (ten Bosch et al., 2008) within the ACORNS
project, whose database we used. Actually our re-
sults are quite similar to the ones they obtained us-
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Figure 3: Success rate against number of training examples

for incremental learning and testing, 4000 examples: 3800 for

training and 200 for testing, one 200 examples test cycle each

100 train examples. (80ms MFCC features) One curve rep-

resents global accuracy; the other ones are for each speaker,

accuracy reached on the test examples from this speaker.

ing non-negative matrix factorization, which method
is also not centered on segmentation and proved to
reach maximal performances among a variety of var-
ious competing technical approaches.

Those results demonstrate, first of all, the ability
of our system to build an internal representation of
speech units, in an unsupervised manner (informa-
tion about keywords is not used in the building of
the dictionary), and then to use this internal repre-
sentation to achieve a keyword recognition task, per-
formed by a kind of semantic engine, which in our
experiments is the score system.

4.3 Limitations and further directions

We have presented in this article a framework for au-
tonomous discovery of speech invariants that are use-
able for speech recognition. This framework essen-
tially builds a new representation of the input signal,
as a bag of discretized acoustic features. However de-
spite the word bag inherited from text processing, it
is completely possible to keep position information
on the feature. In this article we have ignored this
information in order to demonstrate the efficiency of
the extracted local features but it would be of in-
terest to take into account sequential information in
future work. For example, hidden Markov models
may be built on top of the introduced discretized
acoustic features, or sequence analysis methods.

Furthermore, our framework as it is presented is a
pre-processing, bringing a new sound representation
which is useable with a wide variety of existing meth-
ods with a significant complexity reduction from the
original input signal.

It is also important to notice that the current
clustering method is not completely optimal. Actu-
ally the structure of the DTW distance is not com-
pletely exploited and experimental analysis shows



that the built clustering has difficulties to cover the
whole MFCC sequence space. This could be im-
proved by using better cluster representation, for ex-
ample using adapted kernels for DTW, such as in
(Shimodaira et al., 2001).

The presented framework offers the ability to sep-
arately improve each one of these components. For
example, the clustering method we used can be re-
placed by, and thus easily compared to, non-negative
factorization.

Finally, we might mention that this framework yet
only targets recognition. It would thus be an impor-
tant further development to integrate a generative
model in order to combine perception and action.
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