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Multifractal and higher dimensional zeta
functions

Jacques Lévy Véhel? Franklin Mendivil'
September 29, 2010

Abstract

In this paper, we generalize the zeta function for a fractal string (as
in [18]) in several directions.

We first modify the zeta function to be associated with a sequence of
covers instead of the usual definition involving gap lengths. This modified
zeta function allows us to define both a multifractal zeta function and a
zeta function for higher-dimensional fractal sets. In the multifractal case,
the critical exponents of the zeta function (g, s) yield the usual multi-
fractal spectrum of the measure. The presence of complex poles for ((q, s)
indicate oscillations in the continuous partition function of the measure,
and thus give more refined information about the multifractal spectrum
of a measure. In the case of a self-similar set in R™, the modified zeta
function yields asymptotic information about both the “box” counting
function of the set and the n-dimensional volume of the e-dilation of the
set.

1 Background and Motivations

The theory of fractal strings has been developed over the past years by M.
Lapidus and co-workers in a series of papers, including [6, 10, 12, 14, 15, 16, 17,
19, 20, 21, 22, 23, 24, 25, 26, 27, 32]. See also the book [18].

A fractal string £ is simply a bounded open subset (2 of R. ) may be
written as a disjoint union of intervals I; = (a;, b;), i.e. Q= Ujil I;. Often, no
distinction is made between the open set and its sequence of lengths. By abuse
of notation, we will thus speak of the fractal string as £ = {/;}52,, where /;
are the lengths of the I;. We will also denote by {l,,}32, the distinct lengths of
L with multiplicities m,,. Thus, a possible definition of a fractal string is:

Definition 1 A fractal string £ is an at most countable, mon-increasing se-
quence of lengths whose sum is finite.
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To a fractal string is associated a complex function, the (geometric) zeta
function of L:

Definition 2 The geometric zeta function of a fractal string L is

Co(s) =D 6= mul
j=1 n=1

for values s € C such that the series converges.

The interest of (, is that it provides rich information about the fractal
structure of £, as is developed in the papers mentioned above. The most basic
fact is that the critical exponent for (. is related to the Minkowski or box
dimension of the boundary of Q2. Recall the following definition of the Minkowski
dimension:

The one-sided volume of the tubular neighborhood of radius € of 90X is

V(e) = voli{z € Q| d(z,00) < }.
The Minkowski dimension of 0L is
D=Dg:=inf{a>0 V(e)=0(>"") as e - 0"}

Notice that the Minkowski dimension is translation invariant: As a consequence,
only the lengths of Q (that is, the associated fractal string £) affect its value.
It is thus relevant to speak of the Minkowski dimension of L.
If lim,_,o+ V(e)e® ! exists for some «, £ is said to be Minkowski measurable,
in which case
D =inf{a >0 lim V(e)e'™* < oc}.
e—0t

The Minkowski content of L is then defined as M(D, £) = lim,_,o+ V(g)eP~1.

The following theorem describes the relation between the Minkowski dimen-
sion of a fractal string £ and the sum of each of its lengths with exponent
oceR.

Theorem 1 (/18], Theorem 1.10)

D =inf{c €R| ) 7 <oo}.

Jj=1

This sum is monotonically decreasing, so there is a unique such D € R. We
see that D is the abscissa of convergence of (,(s), where s € C. In fact, D is
the largest real pole of (. (s).

A standing assumption in all that follows is that the zeta function (. has a
meromorphic extension to an open region of the complex plane which extends
strictly to the left of line Re(z) = D. By an abuse of notation, we use the same
notation for the zeta function and its meromorphic extension.

Thus, the number D is a real pole of {y and it is the Minkowski dimension
of £. This suggests to extend the notion of dimension to complex numbers by
considering the poles of the meromorphic extension of (,:



Definition 3 The set of complex dimensions of a fractal string L contained in
some region R C C is

D(R) = {w € R| ¢, has a pole at w}.

(See Definition 1.12 in [18] for a more general definition.) The relevance
of considering complex dimensions is illustrated in particular by the following
theorem :

Theorem 2 [18] If a fractal string satisfies certain mild conditions, the follow-
g are equivalent:

1. L has only one complex dimension with real part equal to Dy and this pole
is a simple pole.

2. 0L is Minkowski measurable.

See [18] for more details, in particular Theorem 8.15 and the discussion
leading up to this theorem. More refined results exist, that allow for instance
to characterize the asymptotic behavior of V(g) (as € tends to 0) in terms of
the residues of (.

Example: A simple example will best illuminate and motivate these defini-
tions. The example we choose is the standard middle-1/3 Cantor subset of [0, 1].
See reference [18] pages 13-16 for a more complete discussion of this example.
The lengths for this fractal string are

1/3,1/9,1/9,1/27,1/27,1/27,1/27,1/81,...,1/81,1/243, . ..
with 27~! copies of 37" for n > 1. It is easy to see that

3—3

S

so that ¢z has a meromorphic extension to all of C. Thus, the poles of (. (s)

are the points
In(2) n 2mik
In(3)  In(3)’

In this particular case, we have (see [18])

k=0,+1,42 43,.... (1)

V(e) =2e-(2"—1)+(2/3)" = (2¢)* P ((1/2){—1%3 29} 4 (3/2)1 loes <26>}) —2e,

where n = [—logs (2¢)] and x = [z] + {z} is the decomposition of a positive
real number into its integer and fractional parts and D = In(2)/In(3) is the
dimension of the Cantor set. This means that

V(e) = e PG(e) — 2¢ (2)



where G is a non-constant multiplicatively periodic function of multiplicative
period 27/1n(3) (see [18], page 16). Notice the connection between the inter-
pole spacing of (. (s) and the oscillations of V'(¢) (that is, there is the quantity
27/1n(3) in equations (1) and (2)).

The primary purpose of this paper is to find the same connections between
the poles of a zeta function of a fractal string and the behaviour of some relevant
dimensional quantity (such as V(e) in the example above) in other situations.
In that view, in Section 2 we first propose a slight modification of the definition
of a zeta function for a fractal string that allows us to extend the idea of using
complex dimensions in more general settings, which are not easily accessible
with the classical definition. In Section 3 we then use this modified zeta function
to define multifractal zeta functions in both a discrete setting and a continuous
setting. We prove (Propositions 3 and 6) that, in the case of a self-similar fractal
measure, the critical exponents of convergence of these two multifractal zeta
functions are equal to the negative of the Legendre transform of the multifractal
spectrum of the measure. Moreover, we show (Proposition 5 and Corollary 2)
that their poles allow to detect and measure the possible oscillatory behaviour
of the continuous partition function, a quantity of interest in the Legendre
approach to multifractal analysis. Our results thus parallel to a certain extent
the ones relating the asymptotic behavior of V(£) to the poles of {, in the usual
fractal case (as in the example above). Next in Section 4 we apply this modified
zeta function to fractals in higher dimensions. We indicate (Propositions 7, 8,
and 8 ) that for self-similar fractal in R” the same connection between the poles
of the (modified) zeta function and the oscillations of V' (e€) holds as in the usual
one-dimensional case.

Related recent work

A preliminary work on the extension of fractal strings to a multifractal setting
has been considered in [32, 21, 27], using a somewhat different approach. More
recently, independent work by Lapidus and Rock has been developed in [27, 32]
(with [32] being a PhD thesis), which is more similar in spirit to our Section
3. In [27], the authors define a partition zeta function and use it to produce
a multifractal zeta function. Their approach also starts with a sequence of
partitions of a set, but then collects all the intervals on which the measure
u has a given “regularity” o« and uses these intervals as the basis for a zeta
function. Thus, a given family of partitions will determine at most countably
many zeta functions (since it determines at most countably many regularity
values). Looking at the abscissa of convergence o as a function of the regularity
one can then recover the usual multifractal spectrum, at least in the example
of self-similar measures.



2 A modified zeta function for fractal strings

In this section we define a modification of the usual zeta function for fractal
strings. This modification will allow us to define in a simple way a zeta function
for fractals in R™ (and thus the beginnings of a formalism for higher-dimensional
fractal strings) and a multifractal zeta function.

The usual definition of strings is based on adding the lengths of the com-
plement of the set one wishes to study. Usually, this is done in a sequential
way: One first removes the interval with largest length, and then goes on by
decreasing order of lengths. This raises problems in the multifractal frame: As-
sume one wishes to define a zeta function that would characterize the subset E,,
of points which have a given regularity. Contrarily to the geometric situations
considered usually, the approximations E” at each scale of E, do not form a
decreasing sequence, i.e. E" is generally not in E"~1. As a consequence, it is
not clear how to measure the length that is removed when one passes from scale
n to scale n + 1. In contrast, the lengths of the approximations at each scale
are perfectly well defined and easy to evaluate. We see that “adding the lengths
of what remains” is easier than “adding the lengths of what is removed” in a
multifractal setting. The same situation occurs when attempting to define a
zeta function for a higher dimensional self-similar set. The problem is that the
complement of such a set is rarely a disjoint union of “holes” as in the case of
subsets of R, thus summing the “lengths” of the components of the complement
is not easily defined. However the construction of such a set gives a natural
sequence of covers of the set (like the closed intervals in the construction of the
standard 1/3 Cantor set) and these covers can easily be used to define a zeta
function.

With this in mind, we propose an alternative definition of zeta functions
for fractal strings that uses the lengths of the approximations at each scale,
rather than the lengths that are removed at each scale. This might seem at first
sight to lead to a very different object. However, we show that, in situations of
interest (most notably in self-similar case, but also in more general cases as is
seen in Proposition 1, below), the usual and alternative definitions will in fact
yield “almost” the same zeta functions. In particular, they will share the same
poles. The intuitive reason for this is that only the asymptotic behaviour of the
lengths matters. This new definition is put to use in the present work to study
both the multifractal behaviour of measures and higher dimensional geometric
fractal objects.

Definition 4 Let C be a bounded subset of RY, and let {C,} be a sequence of
covers of C with diameters tending to 0, i.e. each C, is an at most countable
collection of measurable subsets It of R? such that lim,,_, ., sup; |I}| = 0, where
|I| denotes the diameter of I. Then the modified zeta function corresponding

to C,, is the function
Cls) =D > 1 (3)

n=11I1¢C,



The modified zeta function depends on the sequence of covers and not only
on C. This is indeed a drawback but, in many cases of interest, there is a
“natural” sequence associated to C'. This is in particular the case for self-similar
or self-affine sets.

The easy theorem below shows that, in the self-similar case, a simple relation
holds between the usual and modified zeta functions:

Theorem 3 (Self-similar strings in R) Consider the self-similar fractal string
generated by the IFS (w;)i=1,.. N, with w;(x) = rxz + a; on [0,1] (see [7] for
the basic theory of IFS) and with gaps of length g;,j = 1,2,...,K (that is,
[0,1] \ U;w;([0,1]) is a union of open intervals with lengths g;), and where we
also assume that the open set condition is satisfied.

Let (. be the modified zeta function based on the natural sequence of covers

defined by
Cn = {Wy, oWy, 00wy, ([0,1]) : 0 := (01,02, ++,00) € {1,2,...,N}"},

forn=0,1,.... Then:

Ce(s) = g(s)(Ce(s) + 1)

where g(s) is analytic on C. In particular, the two zeta functions have exactly
the same poles.

Proof
The usual geometric zeta function of the corresponding fractal string satisfies
the functional equation (obtained from the self-similarity of the fractal string)

Ce(s)=g1 +g5+ -+ g +7iCc(s) +r3¢c(s) + - +ryCe(s)
and thus x
Cel(s) = M
1_22']\;1 r;

For the natural sequence of covers, the modified zeta function satisfies

Ce(s) = 1% +7C(s) +75C(8) + - - + i Ce(s)

and thus i

AU v

In [18], generalized fractal strings are defined as measures on (0,00): For
a measure 7 such that 7(0,z9) = 0 for some 2y > 0, the corresponding zeta
function is given by:



G = | " ().

For a usual string, setting n = Zgo 0,-1, where 4, is the Dirac distribution
J

centered at u, allows us to recover the usual (, function.
In our case, the measure 7, reads:

MNe = Z Z 5‘]‘71.

n=11¢eC,

An easy computation shows that, in the self-similar case:

or+toz+---+on
Ne = Z ( )57“1017“2”2---7"1\,61\7

0—10-2 DY O—N
(01,02, ,0n)ENN

Note that this is exactly the same formula as formula 4.38 in [18] for the
measure 7 associated to the classical (; function for a self-similar string where
there is only one “gap” at the first stage.

There is another more general situation in which the two zeta functions also
have the same poles. For this, we will need the following lemma:

Lemma 1 Let (I,)n>1, (Zn)nZI; (an)n>1 and (G )n>1 be four sequences of pos-
itive numbers such that

Iy <Clyy Gn <Cay,

where C' is a constant. Denote the exponent of convergence of ((s) := Ziozl anls
by D and of ((s) := S anl? by D. Assume ¢ and ¢ both have a meromorphic
extension in a neighborhood of the set {Re(z) > D}.

Then, D < D, and the set of poles of the meromorphic extension of ¢ on the
line Re(z) = D is a subset of the set of poles of the meromorphic extension of
¢(s) on this line.

Proof: The assumptions give us that
Doanly| <D anlll < Y anlly]
n n n

which easily shows that D < D.

For the moment, we will use ¢(s) for the meromorphic extension of {(s)
and ¢(s) for the meromorphic extension of {(s). By definition {(s) = ¢(s) for
Re(s) > D and ((s) = ¢(s) for Re(s) > D. Suppose that D + iy is not a pole
of ¢. Then for any sequence x,, + iy, with z,, > D and =, — D and y,, — y we
have that ((z,, + tyn) = ¢(z, + iyn) converges to ¢(D + iy), so in particular is
a bounded sequence. However, this implies that 5 (zn, + iyn) is also a bounded
sequence and thus D + iy is not a pole of ¢(s) either.

Thus, at least on the line Re(z) = D, the poles of ¢ are a subset of the poles

of ¢. |1




Corollary 1 If both sequences G /o and in/ln are bounded away from 0 and
infinity, then D = D and the set of poles of ¢ and ¢ on the line Re(z) = D
coincide.

The following proposition is a simple consequence of the corollary.

Proposition 1 Suppose that (1,,) is a sequence of lengths for a fractal string
with im sup lan /lon+1 < 0o. Let C' be the corresponding Cantor set. Suppose
further that these lengths are arranged in such a way that for each n, there is a
covering P, of C consisting of 2™ closed intervals all of asymptotic size

1

il l;

27’L
i>an

and that

lQn ~ 2% Z ll

i>2n

Then the poles of (¢ and (. are the same, at least on the critical line with real
part equal to D.

Proof: By assumption for each I € P, we have |I| ~ l3n (as n — o0) and
for each i with 2" < i < 27! we have 1 < In/l; < M := limsuplon /lgn+1.
Thus there are 0 < a,b so that for 2" < i < 2" we have a < [;/|I| < b where
I € P,,. Thus the two zeta functions

00 oo 27"

S S
E E |[I]° and E E 13014
n=11IcP, n=1i=0

satisfy the conditions of the corollary. |

An example of a sequence of lengths which satisfies this is I, = 1/n?,p >
1. The condition that the lengths are arranged in a particular way will be
generically satisfied (that is, almost every random arrangement would satisfy
this condition - for a related question, see [11]).

As said above, the interest of (. is that it is well defined as soon as a sequence
of covers is given. Moreover, we see now that, if we are only interested in the
poles and we are prepared to ignore multiplicative analytic perturbations, (.
and 7. give the same information as the usual fractal string and measure, at
least in the self-similar case. In particular, since the formulas derived for the
counting function and e—neighborhoods of strings in chapters 5 and 8 of [18]
rely on the expression of the measure 7, we get that these formula are also valid
if we use (. and 7.

However, more is true of this modified zeta function. By adapting the se-
quence of covers, the poles of the zeta function may be tailored to measure



various dimensional concepts. For example, by using a “nearly optimal” se-
quence of 1/2"-covers, the modified zeta function (. is sensitive to the Hausdorff
dimension and Hausdorff measure of the boundary of the string.

In the following section, we thus adopt (. as a relevant alternative definition
of a zeta function. This point of view allows us to define and study in a simple
way higher dimensional and multifractal zeta functions.

3 Multifractal zeta functions

3.1 Discrete setting

The so-called “Legendre approach” to multifractal analysis looks at the growth
rate when § tends to 0 of the quantity

I1€Ps

as a function of ¢ € R, where y is a measure on [0, 1]¢ and Ps is a partition of
[0,1]? into intervals of size §. Roughly speaking, one defines a function 7(q) by
the condition that S5(q) ~ §7(@), as § — 0. More precisely:

(4)

In the general case of a non-uniform partition, the definition of 7 is a little
bit more involved, and goes as follow:

Let p be a measure on [0,1]¢ and (P,) be a sequence of partitions of [0, 1]
into measurable sets with diameters tending to 0 when n tends to infinity. Fix
a sequence (\,) of positive integers such that:

¥y > 0, Zexp(—n)\n) < 0. (5)

n=1

Typically, one may take \,, = log(card(P,)), or A, = log(infrep, (|I])), pro-
vided these quantities verify assumption (5). Define next the (discrete) partition

function:
Sul,8) =Y u(d)?1]7*
IeP;

where P;5 consists of those intervals I in P, such that u(I) > 0, and

S(q,8) = limsup )\;1 log(Sn(q, B)).

n—oo

Following [3], one shows that S(g, 8) is convex, non-increasing in ¢ and non-
decreasing in . Further, defining:

Q={(¢g,8):5(¢q,8) <0}



one shows that there exists a concave function 7 such that:

int(Q2) = {(¢,8) : B <71(q)}

(7 does not have to be finite in general, but we assume here that this is the case,
at least on an interval.)

One verifies that this definition coincides with the one in (4) when all the
intervals in each partition have same length exp(—A\;,).

The interest of 7 is that, under certain conditions (essentially the ones al-
lowing us to apply Gartner-Ellis theorem [5]), the Legendre transform of 7 is
the large deviation multifractal spectrum of u ([29]). Also, when the so-called
strong multifractal formalism holds, this Legendre transform is also the Haus-
dorff multifractal spectrum of p (see [1, 3, 7]). We define in this section a
multifractal zeta function ((q,s) that generalizes this by allowing one to get
more information than just the critical exponent 7.

A natural way to adapt the definition of the modified zeta function (3) so
as to incorporate some information about p is to weight each diameter |I| in
Definition 4 by the measure of I. This also amounts to summing the S, (g, 5)
over all n.

Definition 5 Let u be a measure on [0,1]¢ and (P,) be a sequence of parti-
tions of [0,1]? into measurable sets with diameters tending to 0 when n tends to
nfinity.

The (discrete) multifractal zeta function for pu based on the sequence of
partitions P, is the function

Clay8) = > wD)Il

n IeP}
for all (q,s) € R? such that the sum converges.

Since ((g, s) is a non increasing function of s, define:

o(q) = inf{s: ((g,s) < oo}.
Proposition 2 For all q, 0(q) = —7(q).

Proof:
Let s > o(q). Then the sum defining (g, s) converges. This implies that

> DU =0

1€P;;

as n — 00, or: lim, . log(S,(q,—s)) = —oo, and thus S(¢,—s) < 0. By
definition of 7, this means that —s < 7(q).

Conversely, let —s < 7(q). Then there exists n > 0 such that, for all suffi-
log(s’")\w < —1n. As a consequence, S, (g, —$)) < exp(—nA,)

and, by assumption (5), the sum defining ¢(q, s) converges. Thus s > o(q). |

ciently large n,

10



Thus the exponent of convergence of (g, s) for any fixed ¢ is given by —7(s).
This parallels the fact that the Minkowski dimension is the exponent of con-
vergence for usual fractal strings. To get more precise information, we proceed
as in the case of fractal strings: We now take s to be a complex number, and
note that (g, s) is analytic for Re(s) > o(q). We assume that ((g,s) has a
meromorphic extension to a neighborhood of the set {z : Re(z) > o(¢)} and we
abuse notation by denoting this meromorphic extension by ((q, s).

Clearly o(q) is a pole of ((g,s). The set of all poles is called the set of
complex dimensions.

Definition 6 Fiz ¢ € R. The set of complex dimensions of the multifractal
zeta function ((q, s) is the set of poles of the meromorphic extension.

Example 1 (Self-similar probability measure)

Choose N real numbers r; with >, |r;| <1 and 0 < p; with >, p; = 1. Let
the N contractions w;(x) = ;2 + a; satisfy the OSC (open set condition) and
w;([0,1]) € [0,1]. Then this IFS uniquely defines a probability measure p on
[0, 1] which satisfies the self-similarity equation (see, e.g. [7]):

w(B) = Z pip(w; Y (B)),  for all Borel B C [0, 1]. (6)

We use the IFS maps to define our sequence of partitions. That is, we let P,
be the partition consisting of the sets

{w;, ow;, o+ --owy, ([0,1]) : 41,42,...,in € {1,2,...,N}}

for each n. If the sets w; ([0, 1]) do not form a partition of [0, 1], then we will need
to include some more intervals in each P,. However, these “extra” intervals will
not influence the values of ((g, s) since the p measure of any of these intervals
is always zero.

Clearly by construction P, 11 refines P,,. It is straightforward that

p(wi, o wi, 0+ ow;, ([0,1])) = pi,piy -+ Pi,

by the self-similarity equation (6).
For this self-similar fractal measure, we have the multifractal zeta function

Clays) = Y > wDUIP

n IeEP,

ki k kn\9 [ k1K Env )’
Z Z (pllpzz"'pNN) (T11T22"'TNN)

n ki+ka+---+kn=n
> s +pirs -+ )"
n
1
1= pir;

11



There is another way to see this formula. The self-similarity equation (6)
translates into a functional equation for {(s, 8):

C(g,s) =1+ Zpgrf (g,5)

from which we easily get the same result.
By definition of o(q) being the abscissa of convergence of {(g, s), we see that,
for such a self-similar measure, 7(q) = —o(q) is defined by the implicit equation:

> opir T =1, (7)

This expression for 7 is well known. Its Legendre transform is the Hausdorff
and Large Deviation multifractal spectrum of u (see chapter 11 of [8]).
From a simple modification of the analysis in Section 2.5 of [18], we have:

Proposition 3 For the self-similar measure of example 1, one has:
1
1=3%pirs

As a consequence, the abscissa of convergence of ((q,s) is —7(q), and:

C(g,s) =

o If (—log(ry), --,—log(rn)) is non-arithmetic, {(q,s) has only one pole
with real part —7(q).

o If (—log(r1), -, —log(rn)) is v-arithmetic, ((q,s) has an infinite num-
ber of poles with real part —7(q), whose imaginary parts are of the form

2km
Tg(l})’ k E Z.

At this point, it is not obvious how the dichotomy arithmetic/non-arithmetic
of ((q,s) translates into properties of p. We shall see this more clearly in the
continuous setting, developed in the next paragraphs.

3.2 Continuous setting

A continuous analogue of 7 may be defined as follows. For simplicity, we restrict
here to the case of subsets of R, i.e. p is a measure on [0, 1].

Definition 7 For g, € R and r > 0, define the continuous partition function:

1—r
Z(q,8) =P / (s @ + r])ida,

with the convention that 09 = 0 for all ¢ € R. For any q € R, define 7°(q) =
sup{ 3 : lim, o Z(q, 8) = 0}.

12



Note: Some texts (e.g. [8]) define Z,.(q, ) as follows:

Z,(q.8) =" / iz o) ().

Definition 7 yields a 7 function more adapted to our needs.

Definition 8 Let (p,) be a sequence of real numbers decreasing to 0. The
continuous multifractal zeta function is defined as:

e 1_pn
DD / w(lz x4 pa])ide,
n=1

for all (q,s) € R? such that the series converges. Define also:
o (q) = inf{s : C*(q,5) < oo}

Essentially the same proof as in the discrete setting (Proposition 2) allows
us to show the following:

Proposition 4 For any sequence (py,) of real numbers decreasing to 0 and any
q: 0(q) > —7(q). If the sequence (p,) is such that Y p5, < oo for all € > 0,
then o¢t(q) = —7°(q).

As usual, we now let s be a complex number, and assume that (*(g, s) has
a meromorphic extension to a neighborhood of the set {z : Re(z) > o(q)},
still denoted (“(q,s). The set of all of its poles is called the set of complex
dimensions.

In the next paragraph, we perform an analysis of the complex dimensions of
a self-similar measure, and show that they are related to the limiting behaviour

Of ZT(Qvﬁ)

3.3 Continuous complex dimensions of a self-similar mea-
sure

We restrict for simplicity to the case of measures on R and consider a self-similar
measure as in example 1.

As a warm-up, we consider a simple situation where we have only two maps
wi () = pr and wa(x) = (1 — p)xz + p, p € (0,1), associated to the probabilities
(p1,p2). The measure y verifies the self-similarity identity valid for all = € [0, 1]
and r > O:

o= ) e (1252457

a:-H} C [0, 1], while [?:p x+r_p} N (0,1) =0.

’op p’ 1—p

o WhenxG[O,pfr],{

I8

o When v € [p,1 -], [£, 2] () (0,1) = 0, while [+22, =2 ] c [0,1],

p’ l—p
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As a consequence, for all r > 0:

1—7r
517, (g, 8) / w(w, o+ r])dz
0

p—r p
= p‘ll/ M(|::U,:C+7”:|) dr + / MI’IE+T)qd93+
0 P p—r
1—r q
q r—p x+r—0p
pQ/p M([l—p’ 1—p D &
1-r/p r1\ ¢ p
= ppf/ u({z,x—l—p}) da:—|—/ [z, z +r])?dx +
0 r
1-r/(1=p)
-t [ net i) @
0 —-p

1
- Wz B)+/pp wlz, + r))7de +

(1= p)p5(

,
ﬂ)ﬁﬂzlip (¢,8)

Note that Z,.(q, 8) = 0 for 7 > 1. Writing h(r) = r—#~! fp‘:r w(z, z+r))de,
we get:

Z(q,8) = pip™"Z=(q,8) + p3(1 = p) " Z = (q, B) + h(r). (8)

The identity (8) allows us to make use of the now classical application of renewal
theory to the study of self-similar fractals, pioneered in [13] (see [8] for an
excellent introduction to this topic). Following e.g. [8], chapter 7, set:

r=exp(—t), f(t) = Zexp(-1)(a,8), g(t) = h(exp(—t)).

Note that g is a continuous function. Using g, (8) now reads:
F(t) =pip P f(t +1og(p)) + p3(1 — p) "7 f(t +log(1 — p)) + g(t).

Fix now 8 = £(q) to be the unique value verifying pfp=" + pd(1 — p)=% =1
(remark that this value is really 7(¢) defined in the discrete setting of section
3.1 for a self-similar measure). Note that this implies that p({p_ﬁ < 1, ie

Bq) < qlﬁ)gg(p;)) for all ¢q. Likewise, 8(q) < qlé(;g(glf;).

log(r) log(r)

Assume without loss of generality that py*" ™" < p;°*"’ (note that if this is

true for some r € (0,1), it is true for all such r). The measure p verifies, for all
x, T

log(r) log(r)

PP <l ) <

To see this, consider an interval of the form

Ia:wo'lOw02o"'ow0n([0’1])7 0i6{172}'

14



Let m = #{i : 0; = 1}. Then we have

n—m

w(ls) = pi" py and  |I;[=p™ (1—p)"~™.
Thus

log(p2) _ log(p(ly)) _ mlog(pr) + (n —m)log(p2) _ log(p1)
log(1 —p) = log(|I,|)  mlog(p) + (n—m)log(l—p) = log(p)’

which is equivalent to the inequality we wished to show for intervals of the
special form above. For a general interval, we use a standard approximation
procedure.

As a consequence, for ¢ > 0:

P log(r)
hr) < T—ﬁ(q)—l/ p‘ilogmdm
p—r

log(py)
< ,r._ﬂ(q)"l'q Tog(p) .

This means that g(¢) < exp(—~t) with v = —f8(q) + qlﬁ)gig((p;)) > 0 for all fixed
q=>0.

For ¢ < 0, one has similarly:

P log(r)
h(r) < T*B(q)fl/ pglog(gﬁdx
p—r

10g(p2)
< poB@OFaeaEs

Thus g(t) < exp(—vt) with v = —8(q) + qlé(;g(ng;) > 0 for all fixed ¢ > 0.

This bound is sufficient to apply the renewal theorem for ¢ > 0. However,
it does not work for ¢ < 0 as the example of Lebesgue measure shows. This
corresponds to setting p = p1 = po = 1/2. In this case, 5(q¢) = ¢ — 1 so
h(r)y=r—4 f11//227r r? dx = r and thus g(¢) = exp(—t), which tends to infinity as
t — —00.

We thus apply the same trick as in [8], proposition 7.4. That is, we define

f(t)=0 for t <0, f(t)=f(t) for t >0,
and
g(t) =0 for t <0,

and

g(t) = g(t)=pip~" f(t-+log(p)(p < exp(—))—p§(1—p) =7 f(t+log(1—p))U(1—p < exp(~t)) for ¢ > 0.

The renewal theorem may now be applied to yield that f (t) tends to a

constant when ¢ tends to infinity if lol;(gl(f )p) is not a rational number, and is

equivalent to a periodic function otherwise. In terms of Z,.(q, 3), this reads:

liné Z.(q,B) = C if (—log(p), —log(l — p)) is non-arithmetic,
r—
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and
Z,:(q, B) ~r—o m(—log(r)) if (—log(p),—log(l—p)) is v — arithmetic,

where m is a positive periodic function of period v.
In general, one has the following:

Proposition 5 Let p be a self-similar measure on [0,1] satisfying the open set
condition as in example 1. Define 7(q) as in equation (7). Then:

liII(l) Z(q,7(q)) = C if (=log(r1),---,—log(rn)) is non-arithmetic,

r—

and

Zy(q,7(q)) ~r—0 m(=log(r)) if (—log(r1),---,—log(ry)) is v — arithmetic,

where m is a positive periodic function of period v.

Proof:  The proof is merely a rewriting of what we did in the simple case
above. Starting from the self-similarity equation, one gets:

N

ditrier r—a; v+r—a; |\’
iz = ot [ u ([T ) an )

T T
i=1 ' '

where I(r) = fA(T) wu(z, x + r])?dz and:
A(r) ={z,3i: [z,z+r]N[a;,a; + 7, — 7] N [ai41, ai41 + 1iv1 — 7] £ 0}

Note that A(r) is made of at most N — 1 intervals each of which is of length at
most 7. By change of variables, we get

N
Z(a,8) =Y _plr; " Z=(q.8) + h(r)
i=1

with h(r) = r=1=81(r).

Take now 8 = 7(q), so that vazl pgr;T(q) = 1. As above, one shows that
g(t) := h(exp(—t)) < (N — 1) exp(—~t) for some v > 0, a bound valid for any
t > 0, and any ¢t < 0 in the case where ¢ > 0. To apply the renewal theorem,
one then defines functions f and § as above. ||

We would like to link this result to the behaviour of the continuous multi-
fractal zeta function (“(q,s) = Y .2, Z,. (g, —s). This can be done under the
assumption that, for all € > 0, p& < oo. For this, we will need the result from

Lemma 1.

n
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Proposition 6 Let u be a self-similar measure on [0, 1] satisfying the open set
condition as in example 1. Define 7(q) as in equation (7). Let (pn)n>1 be a
decreasing sequence of real numbers tending to 0 such that > pS < oo for all
e > 0. Then, for each q, the abscissa of convergence of (' (q,s) is equal to
—7(q). In addition:

o If(—log(r1), -+, —log(rn)) is non-arithmetic, the poles of (**(q,s) and of
(the meromorphic extension of ) > ps coincide on the line Re(s) = —7(q).
o If (—log(ry),---,—log(rn)) is v-arithmetic, the poles of (*(q,s) on the
line Re(s) = —7(q) are a subset of the ones of (the meromorphic extension

of ) 22 pr-
Proof: Let ¢ = s+ 7(q). One has:

CM@:8) =Y P20, (a:7(q)).
n=1

In the non-arithmetic case, applying the remark after lemma 1 with I, = I, =
Pny 0 = 1, & = Z, (¢,7(q)) (which tends to a constant when n tends to
infinity by proposition 5), we get the result.

In the arithmetic case, take instead &, = m(—log(p,)) (with the notations
of proposition 5) and the others the same. Since m is a continuous function, m
is bounded. Lemma 1 and proposition 4 imply the result.

In the case where one takes a sequence (p,)n>1 adapted in a natural way to
the self-similar measure, one can get a more precise result:

Corollary 2 Let o be a self-similar measure on [0,1] satisfying the open set
condition as in example 1. Define (pn)n>1 as the sequence of all possible products
r’flré” .. .rf\,” where k; € {0,1,...}, arranged in non-increasing order. Then, for
each q, the abscissa of convergence of (“*(q, s) is equal to —7(q) and the poles

of ¢°*(q,s) and of Y. pi coincide on the line Re(s) = —7(q). In particular:

o If (—log(r1), --,—log(rn)) is non-arithmetic, {(q,s) has only one pole
with real part —7(q).

o If(—log(r1), -+, —log(rn)) is v-arithmetic, {(q, s) has an infinite number
of poles with real part —7(q), whose imaginary part are of the form — fokg’zu) .

Proof:  First note that the zeta function ((s) = > p? corresponds to a self-
similar fractal string so the poles of this zeta function satisfy the two conclusions
of the corollary (see, e.g. Theorem 2.17 in [18]).

For the non-arithmetic case, proposition 6 gives the coincidence of the poles
of ¢°* and ¢. In the arithmetic case, we have by definition that for all 4, r; = 7,
k; € N, where r = exp(—v). Therefore,
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log(pn) = log( [ ri;) = (3 ki,) log(r). (9)
Thus:
m(=1og(pn)) = m (3" ki, )v) = m(v),

since m is v-periodic. ||

We see that the results in the continuous frame are exactly the same as
the ones in the discrete case (proposition 3), at least to the right of and on
the vertical line with abscissa —7(gq). However, there is a significant differ-
ence between the two settings: In the continuous frame, we can relate the fact
that (“*(q,s) has or does not have only one pole with real part —7(q) to the
“oscillatory” behaviour of some quantity, namely Z.(q,7(¢q)). There does not
seem to be a quantity corresponding to Z,.(¢,7(¢)) in the discrete frame. In-

n
deed, Y ep, m(DIIIT™@ = (pfry ™D 4 plry™@ o phrT ) = 1 for
all n, and thus never oscillates. The poles of the continuous and of the discrete
multifractal zeta functions both give information on Z,.(q, 7(q)).

Corollary 2 gives a characterization of the oscillatory behaviour of the con-
tinuous partition function in terms of the poles of the multifractal zeta function
in the case of self-similar measures. This is a natural generalization of the cor-
responding link between V' (g) and the usual zeta function for fractal strings.
Further work should focus on extending this result to a more general frame.

4 Zeta functions for fractals in R"

The modified zeta function is defined in any dimension. We study in this section
the particular case of a self-similar set £ C R™ generated by an IF'S satisfying the
open set condition. The strong connection between (. and (, in one dimension
and in the self-similar case makes it plausible for the poles of (. to give relevant
information, as will shown to be the case.

Our main aim in this section is to show how our modified zeta function (based
on a natural sequence of covers) provides a language in which the standard
results from the theory of fractal strings can (hopefully all) be transfered to the
setting of subsets of R".

Previous work has defined geometric zeta functions for some classes of higher-
dimensional fractals. In particular, for fractal sprays in [18] and a canonical
tiling associated with a self-similar set in [24]. The ideas in the paper [24] are
very interesting and, for a wide class of situations, provide a natural generaliza-
tion of fractal strings to higher dimensions. The zeta function constructed in [24]
provides information about the volume of tubular neighborhoods of the fractal
and thus leads to the Minkowski dimension. Our construction, by contrast, can
lead to information about any dimension (or measure) defined by sequences of
coverings, in particular the Hausdorff dimension and measure. The drawback is
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that one must explicitly construct the desired cover. However, in the case of a
fractal defined by an IFS, the sequence of covers is canonically given.

Recall that, for a self-similar set E which satisfies the strong separation
condition, the Minkowski dimension is the real number D satisfying . rP=1.
The proof of the following is analogous to the situation in one dimension (see,
for example, Theorem 2.17 in [18] for comparison) and thus we leave it out.
The interest is that our zeta function provides the same results for a large
class of self-similar subsets of R™. In fact, the three results in this section are
all modifications of known results which are recast in our setting, the interest
being to point towards a possible theory of geometric zeta functions for sets in
R™.

Proposition 7 (self-similar fractals in R™) Consider the self-similar fractal
generated by the IFS (w;);=1.. N, where the w; are similarities on R™ with ratio
r; € (0,1) and satisfying the strong separation condition. Let (. be the modified
zeta function based on the natural sequence of covers defined by

Crn = {Wy, 0Wy, 0--- 0wy, ([0,1]Y) 0 € {1,2,...,N}"}, n=0,1,2,....

Then:
ds/2

:7_ s.
1 iTi

Ce(s)

In particular, the abscissa of convergence of (.(s) is equal to D, the Minkowski
dimension of E. In addition:

o If(—log(ry), -+, —log(rn)) is non-arithmetic, C.(s) has only one (simple)
pole with real part D.

o If (—log(r1), -, —log(rn)) is v-arithmetic, (.(s) has an infinite number
of poles with real part D, whose imaginary part are of the form %g?v)'

A major interest of zeta functions associated to fractal strings is that they
allow us to obtain, under certain assumptions, precise asymptotic formulas for
various counting functions (see [18]), for instance the number of lengths of the
string larger than € as € — 0. These formulas hold in one dimension. Our aim
here is not to prove that these general formulas hold in higher dimensions, but
only to check that, in the self-similar case, the complex dimensions of the d-
dimensional {.(s) indeed give the same type of information as in one dimension.
We again use renewal theory. Recall the following result ([8], proposition 7.4):

Proposition 8 Let E be the attractor of the IFS (w;);=1.. N, where the w; are
similarities on R™ with ratio r; € (0,1) and satisfying the strong separation
condition. Let N(r) denote the least number of sets of diameter r that can
cover E. Then:

o If {—log(r1), --,—log(rn)} is non-arithmetic, there exists ¢ > 0 such
that N(r) ~ cr=P when r tends to 0.

19



o If {—log(r1), --,—log(rn)} is T-arithmetic, there exists a positive peri-
odic function p with period T such that N(r) ~ r~Pp(—log(r)) when r
tends to 0.

The next result makes explicit the relationship between the poles of (.(s)
on the critical line and the behaviour of V(r) as » — 0 (and, hence, gives infor-
mation about the Minkowski measurability of the associated self-similar fractal
set). The strong separation condtion implies that the fractal is homeomorphic
to a Cantor set. Thus, instead of the one-sided tubular neighborhood (as before)
we must consider the volume of the r-dilation of the set E (r > 0) given by

V(r) = vol,{z : d(z,F) <r}.

The following theorem is a simple modification of Prop 7.4 in [8]. It also
(essentially) appeared as Theorem 2.3 in [9]. Note however that, thanks to our
modified definition, the proof is here quite simple.

Proposition 9 Let E be the attractor of the IFS (w;)i=1.. N, where the w; are
similarities on R™ with ratio r; € (0,1) and satisfying the strong separation
condition. Let V(r) denote the n-dimensional volume of the r-dilation of E.
Then, with D the Minkowski dimension of E,

e [f(.(s) has only one (real) pole with real part D, then there exists a ¢ > 0
such that V(r) ~ cer™ P as r — 0.

o If(.(s) has an infinite number of poles with real part D of the form %,

then there is a positive periodic function p with period v so that V(r) ~

r"~Pp(—log(r)) as r — 0.

Proof: Because F is a self-similar set satisfying the strong separation condi-
tion, by Proposition 7 the two cases (conditions on the poles of (.) are equiv-
alent to (—log(r1),- -+, —log(ry)) being either non-arithmetic or v-arithmetic
for some v > 0.

We can modify the proof of Prop 7.4 in [8] to show that either V (r) ~ er"=P
or V(r) ~ r"Pp(—log(r)) as r — 0. The only real changes required are that
we obtain for 0 < 7 < d := min,x; dist(w;(E), w;(F)) (notation as in pages
123-125 of [8])

V()= S Vi/r) = ()

and thus we have to use the definitions f(t) = e~ (P~ V(e™*) and g(t) =
e~ (P=mt h(e~t). However, we then have the required link between the poles of
¢. and the behaviour of V(r) as r — 0. ||

Notice that proposition 9 implies that E is Minkowski measurable in the
non-arithmetic case but makes no direct claims about Minkowski measurability

20



in the v-arithmetic case, which would require further information about the
periodic function p (in particular, whether p is constant).

Propositions 7,8 and 9 show that we recover typical results of the theory
of fractal strings about the dichotomy between the arithmetic/non-arithmetic
cases, and, in the arithmetic case, the correct period of oscillation for both N(r)
and V (r). Furthermore, for a self-similar fractal E satisfying the strong separa-
tion condition, we also get a relationship between poles on the critical line and
the Minkowski measurability of E. This hints that (. may be a meaningful path
to a higher dimensional generalization of fractal strings. The general situation
ought to be more complex, though, since, for instance, a direct transposition
of the computations above does not lead to meaningful results in the case of a
self-affine set.
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