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A regularity result for a solid-fluid system associated to the
compressible Navier-Stokes equations

M. Boulakia* and S. Guerrero*

Abstract

In this paper we deal with a fluid-structure interaction problem for a compressible fluid and a rigid structure
immersed in a regular bounded domain in dimension 3. The fluid is modelled by the compressible Navier-
Stokes system in the barotropic regime with no-slip boundary conditions and the motion of the structure is
described by the usual law of balance of linear and angular moment.

The main result of the paper states that, for small initial data, we have the existence and uniqueness of
global smooth solutions as long as no collisions occur. This result is proved in two steps; first, we prove the
existence and uniqueness of local solution and then we establish some a priori estimates independently of
time.

Résumé

Dans cet article, nous considérons un probleme d’interaction fluide-structure entre un fluide compressible et
une structure rigide évoluant a I'intérieur d’un domaine borné et régulier en dimension 3. Le fluide est décrit
par le systeme de Navier-Stokes compressible barotrope avec des conditions de non-glissement sur le bord et
le mouvement de la structure est régi par les lois de conservation des moments linéaire et angulaire.

Nous montrons, pour des données initiales petites, I’existence et 'unicité de solutions globales régulieres
tant qu’il n’y a pas de chocs. Ce résultat est obtenu en deux temps; tout d’abord, nous prouvons ’existence
et I'unicité de solutions locales puis nous démontrons des estimations a priori indépendamment du temps.

1 Introduction

1.1 Statement of problem

We consider a rigid structure immersed in a viscous compressible fluid. At time ¢, we denote by Qg(t) the
domain occupied by the structure. The structure and the fluid are contained in a fixed bounded domain
Q C R3. We suppose that the boundaries of Q5(0) and €2 are smooth (C* for instance) and that

Qg(0) is convex, d(2g(0),08) > 0. (1)

For any t > 0, we denote by Qp(t) = Q\ Qg(¢) the region occupied by the fluid. The time evolution of the
eulerian velocity u and the density p in the fluid are governed by the compressible Navier-Stokes equations
and the continuity equation: V¢t > 0, Vx € Qp(t)

{ (o0 + V- (pu)) (t,2) = 0, o
(pue + p(u - V)u)(t, @) = V - (2ue(u) + @/ (V - w)Id)(t,z) + Vp(t, ) = 0,

where €(u) = $(Vu + Vu') denotes the symmetric part of the gradient. The viscosity coefficients p and p/
are real constants which are supposed to satisfy

w>0, p+u >0. (3)
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We suppose that we are in a barotropic regime where a constitutive law gives the relation between the
pressure of the fluid p and the density p. Thus, we suppose that

p = P(p) where P € C*°(R%.), P(p) >0 and P'(p) >0,V p > 0. (4)

For instance, P(p) := pY with v > 0 is admissible.

Concerning the compressible fluids, a local in time result of existence and uniqueness of a smooth solution
was proved in [21]. In [18], the authors proved the existence and uniqueness of a regular solution for small
initial data and external forces.

Next, for isentropic fluids (P(p) = p?, v > 0), the global existence of a weak solution for small initial
data was proved in [13] (for v = 1) and in [14] (for v > 1). Also for an isentropic fluid, the first global result
for large data was proved in [15] (see also [16]) (with v > 9/5 for dimension N = 3 and with v > N/2 for
N > 4). Finally, this last result was improved in [9] (see also [11]) (with v > N/2 for N > 3).

At time ¢, the motion of the rigid structure is given by the position a(t) € R? of the center of mass and
by a rotation (orthogonal) matrix Q(t) € M3x3(R). Without loss of generality, we can suppose that

a(0) =0 and Q(0) = Id. (5)

At time ¢, the domain occupied by the structure Qg(t) is defined by
Qs(t) = xs(t,2s5(0)), (6)

where xs denotes the flow associated to the motion of the structure:
xs(t,y) = at) + Q)y, Yy € Qs(0), Vt > 0. (7)

We notice that, for each ¢ > 0, xs(t,-) : Qs(0) — Qg(t) is invertible and
xs(t, )7 (@) = Q)™ (z — a(t)), Va € Qs(1).

Thus, the eulerian velocity of the structure is given by

(xs)e(t,-) o xs(t, ) 7! @) = a(t) + QQ() ™ (& — a(t)), V& € Qs(t).

Since Q(t)Q(t)~ ! is skew-symmetric, for each t > 0, we can represent this matrix by a unique vector w(t) € R?
such that .

QMR 'y =w(t) Ay, Vy € R®.
Reciprocally, if w belongs to L?(0,T), then there exists a unique matrix @Q € H'(0,T) such that Q(0) = Id
and which satisfies this formula.
Thus, the eulerian velocity ug of the structure is given by

ug(t,z) = a(t) + w(t) A (x —a(t)), Yo € Qg(t). (8)

For the equations of the structure, we denote by m > 0 the mass of the rigid structure and J(t) € M3x3(R)
its tensor of inertia at time ¢. This tensor is given by

J(t)b-b= /Q o po.s(W)(bAQMY) - (bAQ(t)y)dy Vb, beR?, 9)

where pg,s > 0 is the initial density of the structure. One can prove that
J(t)b-b > Cy[b|?> > 0 for all b€ R\ {0}, (10)

where C; is independent of ¢ > 0. The equations of the structure motion are given by the balance of linear
and angular momentum. We have, for all ¢t € (0,7T)

mi = / (2pe(uw) + 1/ (V - u)ld — pId)n dy,
205 (1) (11)

Jo = (Jw) hw+ /89 (t)(a: —a) A ((2ue(w) + /' (V - uw)Id — pId)n) dvy.



In these equations, n is the outward unit normal to 9Qg(t). On the boundary of the fluid, the eulerian
velocity has to satisfy a no-slip boundary condition. Therefore, we have, for all ¢ > 0

u(t,z) =0,V € 09, 12)
u(t,z) = at) + w(t) A (x —a(t)), Vo € 00Qs(t).
The system is completed by the following initial conditions:
U(Oa ) =wup in QF(O)a P(O, ) = po in QF(0)7 a(O) =0, (L(O) = @o, w(O) = Wwo, (13)
which satisfy
ap, Wy € RB, Lo, Uy € H3(QF(0)), po(:ﬁ) > 0, Vx e QF(O) (].4)

Since we will deal with smooth solutions, we will also need some compatibility conditions to be satisfied:

ug = ag + wo Az on 90s(0), wuo =0 on IN (15)
and
1 ) 1 1 )
—V - (2ue(uo) + p'(V - ug)Id) — —VP(pg) = — (2ue(uo) + 1/ (V - ug)Id — P(po)Id)n dy
Po Po m Joag(0)

+(J(0)"H(J(0)wo) Aw) Az + J(0)! </8 x A ((2ue(ug) + 1/ (V - ug)Id — P(po)Id)n) d’y) Az (16)

Qs(0)

+wo A (wo A x) on 905(0),
V- 2ue(ug) + 1/ (V - ug)Id) — VP(pg) = 0 on 99

These two conditions are formally obtained by differentiating system (12) with respect to time and taking
t = 0. To do this, we consider the second equation of (12) on a fix domain by setting z = xs(t,y), with
y € 00s(0).

Let us now recall some of the most relevant results in problems of fluid-structure interaction. In the
below lines, when we refer to a global result, we mean before collision (in the case of a rigid solid) or before
interpenetration of the structure (in the case of an elastic solid).

e Incompressible fluids:

As long as rigid solids are concerned, a local result was proved in [12], while the existence of global weak
solutions is proved in [5] and [7] (with variable density) and [19] (2D, with variable density); in this last
paper, the existence of a solution is proved even beyond collisions. Later, the existence and uniqueness of
strong global solutions in 2D was proved in [20] as well as the local in time existence and uniqueness of
strong solutions in 3D.

When talking about elastic solids, a first existence result of weak solution was proved in [8], when the
elastic deformation is given by a finite sum of modes. A local existence result of a strong solution for an
elastic plate was proved in [1] (2D). The local existence of a strong solution is proved in [6]. In [4] and [3]
(with variable density), the authors proved the global existence of a weak solution.

e Compressible fluids:

Concerning rigid solids, the global existence of a weak solution was proved in [7] for v > 2 and in [10]
for v > N/2. For elastic solids, in [2] the author proved the global existence of a weak solution in 3D for
v >3/2.

In this paper, we will prove the existence and uniqueness of smooth global solutions for small initial data
(Theorem 3). We can also prove the same result for initial data close to a stationary solution (p,u,a,w) =
(pe,0,0,0) and for special right hand sides (see Remark 6 for more details).

We give a lemma which allows to extend the flow xg by a flow x defined on the global domain €.



Lemma 1 Let T € (0,+0) and (a,w) € (H3(0,T) N W?2°°(0,T)) x (H2(0,T) N W1>(0,T)) be given. We
suppose that (a, Q) satisfies (5) where Q € H3(0,T) is the rotation matriz associated to w. We consider the

associated flow xs, the eulerian velocity us and the domain defined by (6) to (8). We suppose that there
exists a > 0 such that

Vit e[0,T], d(Qs(t),00) > a > 0. (17)
Then, we can extend the flow xs by a flow x € H3(0,T;C>®(Q)) such that

x(t,y) = a(t) + Qt)y for every y such that dist(y,00s(0)) < a/4 and every t € (0,T).

X(t,y) =y for every y such that dist(y,00) < a/4 and for every t € (0,T).
For allt € (0,T), x(t,-) is invertible from Q onto Q and from Qr(0) onto Qr(t) and
(t,x) € (0,T) x Q — x(t,) " ()

belongs to H3(0,T;C>®(Q)).

The eulerian velocity v € H*(0,T; C*(Q)) associated to x satisfies
v(t,x) =ug(t,z) Ve Qgs(t), Ve (0,T),
u(t,z) =0 Vzed, Vte (0,T).

For p € N there exists a constant C1 > 0 just depending on p and Q such that
Ixe(t, @) || () < Cr(la(®)® + w(t)*)!/?, VE € (0,T). (18)

Proof: We consider a cut-off function which satisfies

£€C™®(Q), &(y)=1 dist(y,00) > a/2, £(y) =0 dist(y,00) < a/4. (19)
Let define the eulerian velocity in the whole (0,7) x © by
vt y) = Ey)(a(t) +w(t) A (y —a(t) te(0,T),y €. (20)

Next, we can define the flow x associated to v. For all y € Q, x(-,y) is defined on (0,T") as the solution of
the ordinary differential equation
{ Xt(tvy) = 'U(t,X(t,y)),
x(0,y) =y
In {y : dist(y,00) < a/4}, since v = 0, we have according to the uniqueness of the flow that x(t,y) = v.
Analogously, if we take a point in the set {y : dist(y, 002s(0)) < a/4} , x(t,y) = xs(t,y) = a(t) + Q(t)y. The
last point comes from (19), (20) and (21).

(21)

We define now a flow which transforms the moving domains into the initial one:

Corollary 2 Under the same hypotheses as in the previous lemma, one can define an inverse flow ¢ ex-
tending

5Lt w) = QW) @ — alt)), L€ (0,T), z € Qs(1)
to the whole domain Q) and which satisfies:

o Y(t,x) = Q1) (x —alt)), Vo € Qs(t), Vt € (0,T).
o Y(t,x) =2,V €N, Vte (0,T).
o The velocity w := ; associated to 1 belongs to H?(0,T;C*(2)) and satisfies
w(t,x) = —Q) 1(a(t) +wA (z —a(t))) VaeQg(t), Vte (0,7T),
{ w(t,z) =0 Ve ed, Vte (0,T).
o For p € N there exists a constant Cy > 0 just depending on p and ) such that
ot @)l s ) < Calla(®)]? + [w(®) )2, vt € (0,T). (22)



1.2 Main result

Let us now introduce some notation which we will employ all along the paper. Let h € (0,+o0] and
(a,w) € (H3(0,h) N W?2°°(0,h)) x (H?(0,h) N W1>°(0,h)) be given. First we define

Zy :={(s,x) : s € (0,h), z € Qp(s)}, Bp :={(s,z) : s € (0,h), z € MNs(s)}. (23)

Then, for r, p > 0 natural numbers, we introduce

h
L3 (L?) := L*(Z),) = { u measurable : / / lul? dz ds < 400 3,
0 QF(S)
h

h T
HI(HP) = ueL,QL(LQ):/O S 1004l (o ds < +00 b
=0

with associated norms given by the definition. On the other hand, we define
Ch(L?) := {u such that (s, z) := u(s, 2)1g,s € C°([0,h]; L*(Q))}

and
Cy(HP) := {u: 9 0% € CY(L?), YO < B < r, Y0 < |a| < p}

with associated norms given by

[ullcorey = tmgﬂz) lu(®) | L2(0p ) = max [|4(t)|| L2

€( te(0,h)
and
T
— I
lullormvy = tg%g’é) 107 w(t) || 5v (2 (1)) -
B=0
It is clear that for regular functions, the norm || - [[cy(m») coincides with the norm || - [lyyr-o(gr). In the

sequel, we will always use the second notation.

The main goal of our paper is to prove the following theorem:

Theorem 3 Let p be the mean-value of po in Qp(0). We suppose that (1), (3) and (4) are satisfied. We
suppose that the initial conditions satisfy (5), (14) and the compatibility conditions (15)-(16). Then there
exists a constant § > 0 such that, if

lpo = Pl 3 (2 (0)) + 1ol 73 (2w (0)) + lao] + |wol <6, (24)

the system of equations (2), (11), (12) and (13) admits a unique solution (p,u,a,w) defined on (0,T) for all
T such that (17) is satisfied. Moreover, this solution belongs to the following space

p € L3(H?) N Cp(H?) N Hi(H?) N Cp(H?) N HF(L?),
ue LA(HYNCYNH?)NCHHY) N HA(L?), a € H*(0,T), w € H*(0,T)
and there exists a positive constant Cy independent of T such that
lp =Dl L2.casy + llp = Pllege sy + llp = ﬁ”W;OO(Hz) +lp = Pllaz w2y + o =Pl a2
Fllullzz ey + lulloge sy + lullwpo gy + lullmzee) + lallwye +lalmz + lollyie +llollmz (25)

< Cilllpo — Pl s r0)) + llwoll 53 (2p0)) + laol + |wol)-



Remark 4 In Theorem 3, we prove the existence and uniqueness of a regqular solution of the system of
equations (2), (11), (12) and (13) provided that the structure does not touch 0 (see (17)). Observe that
this condition will always be satisfied on an interval (0, Tyin), where Tpm > 0 only depends on Cy, § and
d(092,Q5(0)), as easily seen from estimate (25).

Remark 5 This condition on T is natural for fluid-structure interaction problems (see, for instance, [7], [5]
and [20]). For results concerning the existence of weak solutions of this type of systems after a collision has
occurred, we refer to [19] and [10].

Remark 6 As proved in [18], there exists a unique stationary solution (pe(x),0,0,0) of (2), (12), where,
on the fluid, the compressible Navier-Stokes equation is completed with a right hand side of the form f;(x) =
0;0(x) (i = 1,2,3) satisfying (24) for the H3-norm. Then, we can prove that Theorem 3 also holds with p
replaced by pe and for a right hand side of the above kind.

2 Rewriting of the problem and intermediate results

Let us define p° by

and recall that p is the mean-value of pg:

_ 1
= V(Qr(0) /QF@ po;

where V(Qr(0)) stands for the volume of Qz(0). Furthermore, we change m/p into m, J/p into J, u/p into
wand p'/p into p'. Then, defining p* (¢, z) := p(t,z) — p, we find that the system of equations (2), (11), (12)
and (13) can be written as follows:

pit+u-Vp*+pV-u= fo(p*,u,a,w) in (0,7) x Qr(t),

uy — V-o(u, p*) = f1(p*,u,a,w) in (0,7) x Qp(t),

ma :/ o(u, p*)ndy + fa(p*,u,a,w) in (0,7,
9Qs(t)

Jw = / (x —a) A (o(u, p*)n)dy + f3(p*,u,a,w) in (0,7T), (26)
995 (t)

u=0 on (0,T) x 09,

u=a+wA(x—a) on (0,T) x 9Qs(t),

p*(0,) =po—p, u(0,-) =uo in Qr(0),

a(0) =0, a(0) = ap, w(0) = wo,

where
o(u,p) = 2pe(u) + ¢/ (V - u)ld — p°pld (27)
and
fO(p*auvaaw) :—p*(V'U),
: P'(p* +7)
u,a,w) = —(u-V)u— —V - 2ue(u) + 1/ (V -u)Id —|—<0— — Vp*,
Fil na,w) = (- V)= =LV pelu) + (V- w)id) + (3 = S ) v
. Plp*+p 28
fg(p*,u,a,w) :/ <p0p _M)ndf% ( )
005 (t) P

fs(p* u,0,w) = (Jw) AW+/ (x—a)A ((pop* - @) n) dy.

Ns (t)



For the integrals in the expressions of fo and f3, we use that

P

P5
— / (x—a)Andy=0 and @/ ndy=0 (29)
P Jos(0) 99Q5(0)

D
and so fy and f3 — (Jw) A w are quadratic terms of p*.
Now, for 0 < h < 400, we define the space
X(0,h) = {(p,u,a,w) : (p,u) € CR(H?) N L{(H?) N Cji(H?) N Hy (H?) N Hji(L?))
x (Lj,(H*) N CR(H®) N Hy(H?) N Gy (HY) N H(L?)), (a,w) € (C, N H})?}

endowed with the following norm:
NO,h(p’%a’w) = (Hp”%?(HS) + Hp” (H3) + ”prl < (H?) + ||pHH1(H2 + HPHH2(L2 + ||u||L2(H4

1/2
el e sy + Nl ey Nl ey Wl + 102+ 03+ ol + 3
(30)
The proof of Theorem 3 is divided in two steps: first, a local existence result and next a priori estimates
for the system. A suitable combination of both will yield the desired global result.

Thus, we first formulate a local existence and uniqueness result for small initial data.

Proposition 7 We suppose that there exists h > 0 and Eo > 0 such that (2),(11), (12) and (13) admits a
unique solution (p,u,a,w) in X (0,h) satisfying No n(p — P, u,a,w) < Ey and d(0g(h),00Q) > 0

Then there exist constants 0 < g < Eo, 7 > 0 and Cy > 0 independent of h such that, if N n(p—0, u, a,w) <
€0, problem (26) has a unique solution (p,u,a,w) defined on (h,h + T) satisfying

(pv u, a, w) € X(h7 h + T)’ Nh,thT(p - ﬁa u,a, w) < CQNh,h(p - ﬁa u, a, QJ).
We present now the a priori estimates:

Proposition 8 We suppose that there exists T > 0 such that the problem (2),(11), (12) and (13) admits a
solution (p,u,a,w) in X(0,T). Then there exist constants 0 < 61 < dp and C; > 0 independent of t such
that if Nor(p —P,u,a,w) < 61 then

NO,T(p - ﬁ,u,a,w) < ClN070(p —ﬁ,u,a,w).

These two propositions will be proved in the next sections. They allow to prove theorem 3 in the following
way:
Proof of theorem 3: We will apply iteratively propositions 7 and 8. We suppose that

No,o(p — P, u,a,w) < min | J o u
0,000 P, u,a, 0y ~ CO Clm .
According to proposition 7 for h = 0, one can define on (0, 7) a solution (p*,u,a,w) € X (0,7) such that
N07T(p - p7ua G,UJ) < CONO,O(P - ﬁ; u, G,W) g 51 < 50-

Since N-,(p — p,u,a,w) < No-(p — p,u,a,w), we can apply again proposition 7. Our solution can be
extended on (,27) and N; 2-(p — b, u,a,w) < CoNo -(p — P, u, a,w). Thus

Ng’QT(p—ﬁ,U,,CL,UJ):(Ng’T—FNQ )(p pau a w) (1+CO)NOT(/) pvu a UJ)
Thanks to Proposition 8 for T'= 7 and the choice of Ny o(p — P, u, a,w), we deduce
No2r(p = Pru,a,w) < C1y/1 4+ C2Noo(p — p,u, a,w) < d1.

This allows to repeat this process and obtain the existence of a regular solution as long as (17) is satisfied.



3 A local existence result: proof of Proposition 7

This section is devoted to the proof of Proposition 7. We only consider the case h = 0

3.1 Statement of the problem in a fixed domain

The system of equations can be written on the reference domains 25(0) and Qp(0) with the help of the flow
defined by Lemma 1. We consider (p, u,a,w) which satisfies the system (2)-(11)-(12) with the hypothesis
(3)-(4). We suppose that (17) is satisfied for some a > 0 and that the functions p, u, a and w are regular
enough. Let us define the functions @, p and p on Vi := (0,T) x Qr(0) by

ﬂ(tvy) = U’(ta X(tvy))a ﬁ(ta y) = p(t7X(ta y)) - P ﬁ(t y) = P(ﬁ(t7 y) +ﬁ)7 V(tvy) € Vr. (31)

We have the following formulas, V (¢,y) € Vr,

Pt y) = pe(t, x(t,9)) + (VX)) "' xe) - VA) (t, y)
(Vﬂ')w (t7 y) = 83/_7' u; = (Vu(t, X(t7 y))vX(tv y))z]

Thus we get, for the first equation of system (2),
e+ (V)@ = xe)) - Vi + (5 +p) tr(Va(Vx) ™) =0, in Vr. (32)
Next, the second equation of (2) becomes, Vi =1,2,3, in Vp

(B +P) (@) + (p+ D) (5 — x5.0) (VE(VX) ™ )i — 10y, (D, i (VX)) (VX);;"
— (14 1)y, By, 15 (VX)) (VX5 + (VX1 Oy = 0. (33)

In this equation and in what follows, we implicitly sum over repeated indexes. Equations (11) become:
mi = / (u(va Q'+ Q(Va)') + p'tr(Va Q") Id — ﬁld) Qndy,
9Qs(0)

Jw:(Jw)/\w+/

9Qs(0)

(34)
(Qu) A ((1(VEQ" + Q(VE)') + p'tx(Va Q") Id — pId)Qn) d,

AH)~1 At last, the boundary conditions (12) become

(
{a( y) =0,Yy € 00,
w

where we have denoted A=t =

_ (35)
u(t,y) = a(t) +w(t) A (Qy), Yy € 092s5(0).

We denote again (m,J, p, p') instead of (m/p, J/p, /P, 1/ /P) and we rewrite the resulting system as

follows:
p~t+(( ) ( ))Vﬁ+pVﬂ:go(ﬁaaaa7w) in VT7
- V.o(a,p)=qnpu,aw) in Vp,
ma = / o(a, p)ndy + g2(p, 4, a,w) in (0,7),
9Qs(0)
Jo= [ (@)AG@pndrtaGaas) i 0.) (36)
895 (0)
=0 on (0,T) x 09,
iL=a+wA (Qy) on (0,7) x 9Q5(0),
15(07 ) = po — P, ﬂ(oa ) = Uo in QF(O)a
a(0) =0, a(0) = ag, w(0) = wo,




with
go(ﬁa u,a, w) = ﬁtr(VfL(Id - (VX)il)) - ﬁtr(Vﬂ(VX)71)7

P — 1) Oy, (aykfh(vX)’;Jl)(vX)l;l

(@350 = (5~ V0 s+ (57

1[0y, (0, @ (VX)ig = 06)) (V)5 + 05, @ (V)55 — 015)]

(a4 (L - 1) 0,09, (VX)E) (V)i

p+p
(4 1) [0y, 0y, T (V5] — k) (VX5 + 02,05 (V) — )]
-1 P'(p+9)0yp (P(p+p) PP _
(VR o) 2 )ay,p,

Fn
wipiaw) =i L@ romie  (viy@ - ra]na
[ Q)@ + (V- 0(@ )]

P+ = PO g raynay - / (P(5+7) — P(p) — P@)p) 2 iy
905 (0) P

and

wpiaw) =uf QnA[Q-1(THQ+(VE)(Q—1d)]ndy
i / (Qu) A | (r(Va(Q' — 1d)Q + tx(ViR)(Q — Id)) |ndy
Qs (0)
+f o [@A 00T = Q)]

" / (P() + P'(P)p — P(3+7)(Qu) A QL dy + (Jw) A w
805(0) P

Here, we have used (29). Observe that the functions g; are (at least) quadratic functions of the quantities

p7ﬂ7 (VX)il - Id7 Q - Id7 Xt-

3.2 Definition of the fixed point mapping
Let 0 < R < 1and 0 < s < 1 be small enough. We define the space Y ((0, s); R):

Y ((0,s);R) = {(ﬁ,ﬂp,a,w) X(0,5) : ap =0 on d0r(0), a(0) = 0, Q(0) = Id, No(p,ir,a,w) < R},

X(0.5) = {(p,a,a,w) : p € CUH(Qp(0))) N CLHH(Qr(0))) N HZ(L*(Q£(0))),

u e Ly (H*(Qrp(0))) N HZ(L*(Qr(0))), a € HY, we H}

and ]\7078 (p, Up,a,w) is given by the corresponding norm. In this definition, @ is the rotation matrix associated

to w.

Remark 9 The definition of the space Y ((0,5); R) coincides with

Y((0,8) R) = {(5ox" r o X, a,w) € X(0,5)/a(0) = 0, Q(0) = Id, No.s(5ox™" ar ox !, a,w) < R},



This comes from the identities, for all (t,y) € (0,s) x Qr(0), if x = x(t,y),
Oru(t,y) = Orult, ©) + (xe(t,y) - Vu(t, z)

and
Vi(t,y) = Vu(t,z)Vx(t,y).

In order to prove Proposition 7, we will perform a fixed point argument in the space 37((0, s); R) Indeed,

we consider the mapping
A V(05 B)
(pAv ﬁF? &7 (2))

with &g = @ — x¢, where (p, 4, a,w) is the solution of

ﬁt+((V§<)*1(ﬁ—§<t))-Vﬁ:go(ﬁ,ﬁ,&,d;)—ﬁv-u in Vr,

Gy — V- (2ue(a) + p/' (V- a)Id) = g1(p, 4, a,0) —p°Vp in Vp,

ma = / o(a, p)yndy + g2(p, 4, a,w) in (0,7,
90s(0)

Jo= [ (@)ne@pmdytaGaas)  nOT), )
905 (0)

=0 on (0,T) x 09,

i=a+wA (Qy) on (0,7 x 9s(0),

16(07 ) =po — P, 17,(0, ) = Uo in QF(O)v

a(0) =0, a(0) = ap, w(0) = wo.

Here, & = Gy + x¢ and J is defined by (9) where we replace @ by Q.
Thanks to Remark 9, if we prove the existence of a fixed point of A, the proof of Proposition 7 will be
achieved.

3.3 A is well-defined

Let (p,@,a,@) be given in Y((0,s); R). Our goal is to prove that the solution of (41) (4,4, a,w) belongs
to Y((0,s); R). In order to prove this, we will establish some estimates for 5 regarded as the solution of a
transport equation (with right hand side go — p(V - @)) and for 4 as solution of a heat equation (with right
hand side g; — p° V).

In the sequel, we will use the following estimates, coming from Lemma 1:

Taking R > 0 small enough, we can suppose that |5| < p/2 and so every single term of the expression of g;
(see (38)) makes sense. Then, one can prove that

l90(p; @, G, O)| L2(m3 (r (0)))nEL (HY (2r (0))) T+ [191(D; Ty Gy ©) [ L2(E12 (20 (0))NEL (L2 (25 (0))) 42)
+llg2(p, 2,8, &)l s + Ilgs(p, 8,4, @) || < CR.
Estimates for p
Using standard arguments (observe that @ — x; has null trace), we can prove using (42) that
11l oo (13 (2 (0))) < Cllg0(Ps s @, ©)[| 2 (113 (2p (0))) + [P0 = Pll a3 (2r(0)) + 18| L2 (212 (21 (0)))) (43)

< C(R%+ ||po — Pl a3 ) + No.s(0,4,0,0)).

10



Moreover, using the equation of p and (43), we obtain

6l (mr2(m (o)) T 12IlH2 (L2002 (0))) < Cllgo (P, &, G, @) || Lo (7r2(20 (0))) N H (L2 (20 (0)))
il oo (3 @r )2 (B (2 (0)) < C(R + [po = Bll 5 (21-(0)) + No,s(0,,0,0)).
Combining both, we deduce

No,s(5,0,0,0) < C(R* + ||po — Bl a3 2 (0)) + No,s(0,,0,0)). (44)

Estimates for u, a and w

In the rest of this subsection, we denote g; instead of g;(p, 4, a, ) for i = 1,2, 3.

e First, we multiply the equation of @ by @, we integrate on V,. for all r € (0, s) and we integrate by parts.
Taking the supremum in r, this gives

1 . 5 N N
Lo <|a|2<r>+|w|2<r>+ / |u|2<r>dy> + [ euletar? + w19 @) dydr
re(0,s) Qr(0) Vs
c( [ wapayar+ [Cldr s [[ Qo+ Vo) ayar+ [ juolde + ool + feol?
Vs 0 Vs Qr(0)
sup ) (/ |g2|dr+// Ipldvdr> sup o) (/ |gg|dr+// IPIdvdr>>~
’I‘E (0,s) r€(0,s) 902s(0)

(45)
Here, we have used that J is coercive (see 10) and satisfies ||J||Ltoo <C.
Now, observe that from the fact that {2g(0) is convex (see (1)) and thanks to @ = 0 on 9 x (0, s), we
have that

/ [ ey dr > CllE s ap o) (46)

for some C > 0. Indeed, first we have 23:1 |0y,1:1* < |e(@)|?. Then, for instance for @; we notice that

Y1

ﬂ'l(y) = ﬂ'l(ylvy% y3) = 831{1’1(81) y27y3) dsy vy € QF(O)v
y*

where y* € 90N {y + Aey : A € R}; this is possible since Q5(0) is convex. Of course, the same is also true
for 15 and w3, so we deduce that

/ a2y < cz/ 10,152y < c/ )[2dy.
QF( F(O

Finally, since @,¢() € L?*(Q#(0)) and @ = 0 on a part of the boundary, Korn’s inequality tells that @ &
H'(QFp(0)) so we obtain (46).
Thus, using estimate (44) on p and (42), we deduce that there exists C' > 0 such that

211 (2p(0)) F llallyyze + [lw]|Lge

(©@r(0)) T+ ||

- N (47)
< C(R? + |lpo = pll s (0)) + 8"/* No,s(0,@,0,0) + [[uo| 2 + |ao| + |wol)-
e Let us multiply the equation of @ by ;. Arguing as before, this yields
1
5 sup 2ule(@)[*(r) + 1|V -al*(r |Ut| dy dr
r€(0,s) Qr(0) (48)

4 / / ((2ue(@) + W (V - @)Id)n) - atcwdmc( / / (1|2 + [V32)dy dr + / |VuO|2dy>
0J9Q5(0) Vs Qr(0)

11



Using the boundary condition of @ on 9Q5(0), we obtain the following for the boundary term:
/ / ((2ue(@) + ' (V - @) Id)n) - iy dydr
0Joas(0)
= //8 ( )((2ue(&) + (V@) Id)n) - (@ +a A (Qy) +w A (Qy)) dydr.
0 Qs(0

For the two first terms we use the equations of a and w in (41). This produces the norms ||d||2, and [|w||2..
For the third term, we have . '

< CR|w|

al

LML (H?(Q2r(0)))

// ((2ue(ﬂ) + 4/ (V- ﬂ)Id)n) (wA @y) drdr
0Joas(0)
52~ (2 2
< Rz a2 @m0 + Cllwllze

Using (47) to estimate [|w]||%,, (42) and (44), we obtain from (48)

H! S RHM

@l 2 (p2(0r0)) + 18l L2 (12 (@p 0))) + lall 2 + @] L2(H2(2r(0)) (49)
+C(R? + [ po = Pllms e (0)) + 812 No,s(0,@,0,0) + [[uo]l a1 (00 (0)) + |a0] + [wol)-
Now, we regard the equation of @ as a stationary system:
{ —pAu = (p+p)V(V-a) = g1 —p°Vp—1a;  in Qp(0), (50)
= (a+wA (Qy))laas (o) on 90 (0).

The solution of this system belongs to H? and we have

]| 72 (2 (0)) < Cllgrllzr0)) + 10l z (@ (0)) + 1Tt L2025 (0)) + @] + |w])-

Taking here the L2 norm and using (47) to estimate [|al|z2 + [|w|| 22 and (43) to estimate ||5]|L2(m1 (2 (0)))
we obtain from (49)

Nl 1 z2r 0))) + @l L2 (22 (@p (0))) + 18l Lo (1 (@ 0))) + llall 2 + [|w]| a2

. . ) (51)
< C(R?+ lpo — Pllms e 0)) + 52 No,s(0,%,0,0) + [0l 2 (2r (0)) + lao] + [wol)
(recall that R > 0 is small enough).
o If we differentiate with respect to time the system satisfied by (@, a, w), we obtain
ﬂtt — 2,uV . (€(ﬂf)) — ,u’V . ((V . ﬂf)[d) =Jg1,t — pOVﬁt in VT,
mii = [ (opelan) + 4 (V- @)td = P pTd)ndy + g in (0,7),
2Q5(0)
Jo=—Ju +/ (Qz) A ((2ue(at) s _poﬁt)ld)n) dry
805 (0) (52)

+ / (Qz) A ((Z,ue(zl) +u/(V-a)ld — poﬁld)n) dy+gs: in (0,T),
905 (0)
Uy =0 on (0,T) x 09,

Uy :d—i—w/\(@y)—i—w/\(éy) on (0,7) x 9Qs(0).

Let us multiply the first equation by @; and integrate in space and in time as before. Doing similar compu-

12



tations to those of the previous case, we obtain

sup <|a|2<r>+|w|2<r>+ / |at|2<r>dy>+ // @ule(i)|? + 1|V - asf?) dy dr
r€(0,s) Qr(0) Qs

Qs Qr (0

S

+

S—

(&l” +16%) dr + el 32 ey +  sup ) ( [ lazilar+ [ |,at|dadr>
r€(0,s) 0 0/90s5(0)

S S
+(Csup fal) ( [gaelar+ [ [+ ) dodr ) ) + B2l o)
re(0,s) 0 0005 (0) ’

The last term can be bounded by RQN&S(O, 4,0,0). Using (42), (44) and (51), this implies that

il L2 gap oy T Nl H 1 (@0 1)) F @l + Wl < C (R +1d(0)] + |w(0))]
(L2(Qr(0)))

- (53)
+Ha@e(0)l| 22 0r ) + 100 = Pllas@r0)) + (512 + R)No,s(0,@,0,0) + [[uo]l 1 (o (0)) + lao + |w0|) :
e Next, if we multiply the first equation of (52) by 4, we obtain that
- 1 - -
J[ taPavdr 5 s [ @ule@) o) + 019 a0 dy
v, re(0,5) JQr(0)
// 2ue(ut) + 4/ (V- ut)Id) ) Uy dy dr = // 91,4 - Uy dy dr
85 (0)
1 -
b [ ule(@)PO) + 9 - @ (0) dy - // POV - i dy dr.
2 Qr(0)
On (0,7) x 005(0) we have
up =@+ A (Qy) + 2w A (Qy) +w A (Qy). (54)

Thus, we deduce
// ((2ue(ﬂt) + 4/ (V- ﬂt)Id)n) Uy dydr = / @ - (md — goy)dr +/ a - / p°pen dy dre
995 (0) 0 0 Q5 (0)

/ (Jw—i—Jw ggt dr—i—/ / p ptn)dvdr
905 (0

_ / 5. / @ ( (2Me(a)+;/(v-a)1d— poﬁfd)n) dv dr
0 00s(0)

+//BQS(O) ((Q,UG(ﬂt) + (V- at)Id)n> (20 A (Qy) +w A (@y)) iy dr.

Then, proceeding as before and using (53), (51) and (44), we obtain that there exists C such that

2 < C ([a(0)] + |w(0)] + lluoll 2 (2 (0))

) 2(L2(Qr(0))) (2r(0))) T (55)
B2+ 3 (0) 1 0 + 190 = Pllasc@e o + (572 + B)No.s(0,,0,0) + fao| + fwol )
According to the elliptic equation satisfied by u; (see (50)), we have
@r ) < O( e + IBell 2 22 (@p (o)) + i 1). (56)
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At last, if we consider system (50) satisfied by @, since the right-hand side g1 — p°Vp — 14 is estimated
in the L2(H2(Qr(0))) N L (H(Q2£(0)))-norm (see (55)-(56)) and the boundary condition is estimated in
L°(C>(0Qr(0))), @ is estimated in LZ2(H*(2r(0))) N L (H3(Qr(0))) by

R* + |lpo = pll a5 (@2 (0)) + (5" + R)No (0,1, 0,0) + [|uol| 302 (0)) + lao] + |wo-
Thus, we deduce that
No,s(0,@,a,w) < C(R? + (s'/2 + R)No,s(0,,0,0) + Noo (7, @, a,w)).
Using that N(),S(O, 4,0,0) < ]\~f07s(ﬁ,11, a,w) and since s and R are sufficiently small, we have
]\7078(0,11, a,w) < C’(R2 + ]\7070(5, U, a,w)).
Combining with (44) and taking into account that 4 = 4 — x¢, we finally get
No,s(p,ibr, a,w) < CNoo(p, @, a,w) < C(R* + Noo(p, @, a,w)).
This allows to assert that, if ]\7070(,5, U, a,w) satisfies
]\7070(,5, i, a,w) ~ R? (57)

(which implies that No (5,1, a,w) is small enough), then (3, iir, a,w) belongs to Y ((0,s); R).

3.4 Fixed point argument

Let us fix R such that (57) is satisfied. We will prove that A is a continuous mapping in Y((0,s); R) for the
norm || - || defined by

(p,ur, a,w)|| = l[pll Lo 1 (@ (0))) + wrllLzm2@r0)) + llallaz + (lwl[ a2 (58)

Once this is done, we apply the Schauder’s fixed point Theorem (see, for instance, [23]) and we obtain the
existence of a fixed point of A which solves system (36); then, using the inverse of the flow y, we obtain a
solution of our original system (26), which satisfies the properties of Proposition 7.

In order to prove the continuity, let us consider (px, tr k, dr, @r) & sequence converging for the previous

norm to some element (p, ir,a,o) of Y((0,s); R). We define
(ﬁk,ﬂﬂk, ak,wk) = A(ﬁk,ﬂﬂk, flk,@k) and (,5, ﬂ,F, a,w) = A(ﬁ, ﬂF, &,Qj).

Let us prove that (Rg, Uk, Ak, Q) := (P — p, Uk — U, ax — a,wy — w) converges to zero for the norm (58).
This readily implies that (pg, Ur k, ak, wr) — (0, 4F, a,w).

Estimates for R

The equation fulfilled by Ry is the following one:

Rt + ((VXg) Mk — X)) - VRE = Lok,
Ri(0,2) =0,

with
ok = 9o (P, e, g, @) — go(p, 1, 6, @) — PV - U + (VR) (@ — Xe) — (VX&) ™ (@ — X,t)) - V.

We directly get that
|| R |

L (@r(0) S Clllokll 2 @r0))-

Now, we use the expression of gy (see (37)) and we deduce

IRkl Lo (1 (20 0)) < CUIURN L2220 (0)) + (VR = (V) L2 20 0))

g — @l L2z @p0)) + Xkt = Xell L2 e 0))) + 115k = AllL2(a (@r(0)))-
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Estimates for (Uy, Ak, Q%)
We have the equation:

Ukt — V- 2ue(Uy) + @'V - U Id) = b1 in (0,7) x Qr(0),

mAy = / (2pe(Ug) + W'V - Ug Id)ndy + Lo, in (0,7),
90s(0)

JQy, = / (Qy) A ((2ue(Uk) + 1V - Upld)n) dy + €3 in (0,7), (60)
90s(0)

U,=0 on (0,T) x 09,

Uk = Ap + QA (Qu) + wi A (Qr — Q)y) on (0,T) x 0%25(0),

Uk(ov ) =0, Ak(o) =0, Ak(o) =0, Qk(o) =0,

with
O = g1(Pks Tk, ar, wi) — 91(p, 0, a,w) — p"V Ry,

Uk = g2(Pr, Uy A, W) — g2(p, U, G, w) —po/ Rindy,
905 (0)
Ca.e = 93P bty @ty i) — g3y 0, ) — 1 / (Q) A (Ren) dy
9Q5(0)

+ / (Qk — O)) A (o (iin. pr)m)dry + (F — Ji ).
Qs (0)

We multiply the equation of Uy, by Uy, ¢, we integrate in (0,7) x Qr(0) and we take the supremum of r € (0, s).
Arguing as for the proof of (49) and using

Ukt = Ak + Qk A (Qy) + Ly
with . . . 2
Lo = U N (Qy) +wr A((Qr — Q)y) +wi A((Qr — Q)y),
we obtain
Akl 2 + Q% a2 + 1Ukl 2 (22 (0r (0))) + Ukl
< Ukl 22 @ 0))) + C U101kl

L (H' (2r(0)))

2 + 143kl z2 + [[€ak]

r2z2@p o) T 162,41 L2(22(995(0))) )5
for 6 > 0 small enough. Regarding now the equation of Uy as an elliptic equation, we deduce that Uy €

L2(H?*(Qr(0))) and

Ukl L2(m2@r 0))) < Ok — Uk tllL2z2r o)) + | A| £z + [ Qllzz + 1Qk — Q| r2)-
Thus,
I Axllzz + 1% a2 + |Ukllz2 (2205 (0)) o (61)
S Ol kllzz@ron) + 2,kllez + s kll22 + 1kl 22005 0)) + 1@k — Qll12)-
Observe that, for the right hand side terms, we have the following estimates:
€1kl L2222k 0))) < CUIREN L2011 (@r (0))) + Tk — Ul L2112 (021 (0)))
ok — Al 2z e o)) + 1(VXR) ™ = (VX)) "MLz 2 @r ) + Xkt — Xell L2220 0))))
1€2,kll 22 < CUI Rkl 2 (17 (2 (0))) + 1k — ill L2 (1122 (0))) + 6% = Al L2(a (20 0))) + 1Qk — Qllz2),
1snllzz < CUIREl 21 9 0))) + ik — @l 282 0)))
+1pr = Allrzca @p o) + 1@k — Qllzz + |6k — |z + [Tk — J | r2)
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and

4kl 2(r20050)) < CUIQ% L2 + 1 Qr — Q)
Combining the estimates of ¢; 5 (1 < j < 4) with (61), we get

H1)-

| Akllzz + Q%22 + |U|

r2m2r ) < CUI Rkl L2 (2r0)) + 1k — @l L2220 0)))

2 @r0) + VR ™" = (VX)) 2 @r o)) + Xk — Xl

12+ 1Qk — Qll2)

+1 ok — Pl L2(L?(2r(0)))

+Hok — Lz + ij — j|

To conclude, we plug this inequality into (59) and use that || Ri| 21 (0 (0))) < Cs'/?|| Ry

L (H (2 (0))):
| Akllzz + Q% a: + 1Ukl 2252 (20 0))) + 1 REl Lo (11 (5 0))) < Ok — @l L2(H2 (00 (0)))

HI(VRE) ™ = (VR) 2 @r(o)) + Xkt — Xl
p2+ 1Tk = |z + |Qk — Q|

L2 (p 0)) T 108 = AllL2(E (@r(0))) (62)

Thanks to the estimate
I((VXR) ™ = (V)™ Xkt — Xl ez @r ) + 1Tk — J, Qe — Q)| 2 < C(l|éon — &)

we find that (R, Uy, Ak, Qi) — 0 for the norm (58).

3.5 Uniqueness
Let us consider two solutions (p1, @1, a1, w1) and (pe, @, as,ws) of system (36) such that
Novs(lajaﬂjaajawj) < Ra ] = 152

Then, we look at the system fulfilled by the difference, we multiply the equation of p; — po by p1 — pe, the
equation of @1 — @ by @1 — s, the equation of a; — as by @1 — @ and the equation of wi — wo by wy — ws.

Integrating by parts in the second order term of the equation of %; — @2 and using classical arguments,
we obtain

d - - - . ) - -

- / (|p1 — pol?® + |01 — Ga]?) dz + |41 — ao|* + |w1 — wal? —|—/ |Viiy — Viig|*dx
dt \ Jar(0) Qr(0)

<C </ (151 — pa|? + |t — G2|?) dx + |ay — a2|® + |wi — w2|2> .
Qr(0)

Finally, using Gronwall’s Lemma we deduce that p; = pa, U1 = s, a1 = az and w; = ws.

4 A priori estimates: proof of Proposition 8

The proof of this result is inspired by the works [17] and [18], where the authors dealt with the compressible
Navier-Stokes equations.
For the sake of simplicity, in this paragraph we will denote our solution by (p,u,a,w) instead of
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(p*,u,a,w). The equations are

pe+ (u-V)p+p(V-u) = fo in Zr,

uy =V -o(u,p) = f1 in Zr,

ma = / U(U, p)n d’}/ + f2 in (07 T)v
0Ns(t)

Jo = / (x —a) A(o(u,p)n)dy+ f3 in (0,T), (63)
905 (t)

u=a+wA(x—a) in 37,

u=0 on (0,T) x 09,

p(0,-) = po —p, u(0,-) = uo in Qp(0),

a(0) =0, a(0) = ag, w(0) = wo.

where fo, f1, f2 and f3 are given by (28) (with p* replaced by p). Recall that the definitions of Z7 and Xp
were given in (23).

In the following lines, we will give several lemmas where we will present a priori estimates of different
nature:

e An estimate of the solid motion in terms of the fluid velocity (Lemma 10).

e Global estimates associated to an elliptic operator (Lemma 11) and energy-type estimates associated
to the compressible Stokes system (Lemmas 12 and 13).

o Interior estimates for the compressible Stokes system (Lemma 14).

e Estimates close to the boundary 0Qp(0). First, we will estimate the tangential derivatives (Lemma 15)
and then the normal ones (Lemma 16).

e Global estimates for the Stokes operator (Lemma 17).

In the above lines, the term ‘Global’ refers to estimates on the whole domain Qp(t).

All this will be proved under the hypothesis that (p,u,a,w) € X(0,7). The conclusion of all these

Lemmas will be the following inequality:

No,r(p,u,a,w) < C (HfOHH:lF(L?) + 1 follose 2y + 1 foll Lz carsy + L fall ez a2y + | fill a ey
I fillege ary + 12l + [1fsllmz + 1100u(0, )z + lluoll s + 19:p(0, )| > (64)
Hloollms +1(0)] + lao] + (O] + ol + N3E (0, 4,0,0) + Nyl ,0,))
(recall that No 7 (p,u,a,w) was defined in (30)). Next, using the equations of u, p, a and w, we see that
10eu(0, )z < Cllluollms + llpollz> + 1 f1ll g (amy),

18:p(0, )22 < Clluollm + [ foll e z2) + NG (P, us a,w)),
|a(0)] < C(lluollz> + llpoll ar + Il fall g )

and
lw(0)] < C([luollz= + llpollzrr + || 3]l £ge)-
3

Then, from the expression of f; (0 < ¢ < 3), we have

[ foll ey 2y + L follge a2y + [ foll Lz arsy + 11l 2 a2y + L fall iz zey + (il nge any
I faollms + 15l iz < NG oy u, a,w).

Finally, using the assumption No 1 (p, u,a,w) < 61 with §; small enough, we conclude the proof of Proposi-
tion 8. Consequently, from now on we concentrate in the proof of inequality (64).
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4.1 Technical results

All along the proof of these Lemmas and for the sake of simplicity we will adopt the notation N(0,T') instead
of Nor(p,u,a,w).

Furthermore, C' will stand for generic positive constants which do not depend on ¢ but which may depend
on Qg(0), 2r(0) and €.

The first result is the following one:
Lemma 10 There exists a positive constant C' > 0 such that
lallzz + llwllzz. < Cllullzz (a)- (65)
Proof: The value of the velocity vector field on the boundary of the solid is given by (see (63))
u(t,z) = a(t) + w(t) A (x —alt)) = us(t,x), t €(0,T), x € INs(). (66)
Taking the scalar product of this by (z — a(t)) and taking the square, we have
lu(t,z) - (x —a(t)|? = |a(t)]*|z — a(t)|* cos* (a(t),x — a(t)), t€ (0,T), z € ONg(t).

Then,

/ |a(t)]?[z — a(t)|?| cos(a(t), z — a(t))|* da = |d(t)|2/ ly[?| cos(a(t), Q(t)y)[* dy. (67)
Qs ()

9Qs(0)

First, we observe that |y| > dist(0,0€s(0)). Thanks to the fact that 9Qg(0) is a regular closed curve, we
have that for any b € R?

/ | cos(b,y)|* > C > 0.
905 (0)

Using this in (67), we have (65) for [|a[|zz. Finally, from (66) and similar arguments, we also deduce this
inequality for [|wl[rz .

The next result concerns a classical elliptic estimate for w:
Lemma 11 Let k = 2,3. Then, we have
1wl Lo ey < C(HUHW;OO(Hk—z) + ol pss o1y + lalloge + llwllnge + 11 f1llnse mn—2))- (68)
Lemma 12 Let k =0,1. Then, for every § > 0, there exists a constant C' > 0 such that
ullyyroe g2y + Mol p2y + Nl + llallyse +lwllyre < Slpllme 2y + lallme +llwllm)
FCOUfollag ey + 1l an ey + W fallms + 15l s + luollzz + [lpollL2 + laol + |wol (69)
+[0Fu(0, )22 + 10F p(0, ) 2 + [0F 1 a(0)] + [9Fw (0)| + N*/*(0,T) + N*(0, T)).

Proof:
1) k = 0. We multiply the equation of p by p°p/p and the equation of u by u. Integrating in Z, for
s € (0,T) and adding up both expressions, we obtain:

2 s€(0,T) Q

1 . 0
L sup <|a|2<s>+|w|2<s>+ / ()(%|p|2+|u|2) <s>dx>+ [ CuleP +19 ) dd
< S(llullzg ooy + 19125 ooy + a2 + loll2s) +C ( [ 09l 419 - (ufu)) o e (70)

T
+//ZT(|fo|2+|f1|2)dwdt+/ <|uo|2+|po|2>dx+|ao|2+|wo|2+/0 (|f2|2+|f3|2)dt>-

Qr(0)
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Here, we have put together the integrals coming from the third term in the equation of p and the third term
in the expression of o(u,p) (see (27)) and we have integrated by parts. We have also used the fact that
according to the definition (9) of J, we have (Jw) - w = 0.

Thanks to (46), we get the LZ(H') norm of u in the left hand side of (70). Moreover, we can estimate
the nonlinear term in (70) in the following way:

9 -ullo 19 (P drde < Cllulupovm Ul oz + ol ) < ON*0O.T).
T

The definition of N(0,7T) was given in (30). Thus, we deduce (69) for k =0
2) k = 1. First, we differentiate (63) with respect to ¢ and we find:

(pt)e + (u-V)pr +p(V - ur) = Go in Zp,

(ut)e = V- o(ue, pr) = Ga in Zr,

ma = / a(ut, pr)ndy + G in (0,7),
aﬂs(t)

Jo =G5+ / (x —a) A (o(ug, pr))ndy in (0,7),
s (t)

u=a+wA(xr—a)+ Gy in X,
ug =0 in (0,7) x 09,

with
Go = for—(ut-V)p, Gi1=fie, Ga2= far +/ us - V(o(u,p)n) dy,
90s(t)

G3:f3,t+/ us -V ((z —a) A(o(u,p)n)) dv—jw—/ a A (o(u,p))ndy,
0Qs(t) N5 (t)

Gi=wA (WA (z—a))— (us - V)u.
Recall that
us(t,x) = a(t) + w(t) A (z — a(t))

is the velocity of the solid.
Now, we multiply the equation of p; by (p°/p)p: and the equation of u; by u;. Let us see that the boundary
terms provide estimates for & and G and the remaining terms are bounded by C(N3(0,7) + N4(0,T)) and

the data: s
J[| (@tpim) - wedyar = e ~ o)) - [ ic s
’ (72)
+ [ o e notupim)dvie+ [ Go- (oturpin) v

s X
In order to develop the third term in the right hand side of this identity, we use that

o [ =) Aol ) dy = ()&~ G- (73)

s (t)
Observe that we have 14 )
(JO) -w= §E((Jw) ‘W) — §(Jw) cw

Now, we integrate between t = 0 and ¢t = s in (73) and we use that J is a definite positive matrix (see (10)).

We find

/ / - (2 — a) A (o(ur, po)n)) dv di
s

T (74)
> (C/2)|(s) 2 — Cla(0) 2 — 3]ef2, — C / Gal? dr — CN3(0,T),
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for § > 0 small enough. Thanks to the estimate
1Gall 2 (o) < CN?(0,T)

we have that the last term in identity (72) is bounded by N3(0,T).
For the term in Gy we act as follows:

/ Gopr dx dt < C(”fO,tH%?T(Lz) + N4(07 T)) + 5||pt||%2T(L2)7
Zr

for 0 > 0 small enough. The same can be done for the term in Gj.

Similarly as before, we find
0
(St + <s>dx> + [ Cutetwl? + 119 - wf?) dode
Zr

1 . .
L up <|a|2<s>+|w|2<s>+ /
s€(0,T) Qr(s)
<8 (el oy + Ioel g ooy + Nli2, + Nl2,) + € ( [ 49 -ullo 19 (uiPo)y dwat
Zr
2
12.(1%)

+/Q (O)(|8tu(0, )|2 + |0ep(0, )|2) dx + |d(0)|2 + |w(0)|2 + ”fo’t”?L?T(L?) + ||f1,t|

T T
+/ |f2,t|2dt+/ |f3,t|2dt+N3(07T)+N4(07T)> )
0 0

for § > 0 small enough. In order to prove this last inequality, we have used that
G2 = fallz + 1Gs — farllz. < CN*(0,T).

Thus, we deduce (69) for k = 1.
Lemma 13 Let k =0,1. Then, there exists a constant C > 0 such that

Vel + ol ooy + ll o gy + s + 16
< Cllull sy + Nollooouy + ollis ooy + 1l ooy + el + 1 fallms (75)
ol + 105 u(0, )l + N*2(0,T) + N*(0,T)).
Proof:
1) £ = 0. We multiply the equation of p by p; and the equation of u by wu;. Integrating in Z, for
s € (0,T) and adding up both expressions, we obtain:

! e(u)(s)|? "V - wl(s)?) dx 2 w2 da
Q/QF(S)(2M| (w)(s)]” + 1|V -u(s)]?) d +//ZS(|pt| + fug?) da dt

+//2 ug - (o(u, p)n)dydt + //z BV - w)ps — p°(V - ug)p) da d .
76
<C (//Z IV-((2MIG(U)|2+u’|V~ul2)u)|dxdt+/QF(O) Vuo|2dz

+] <|fo|2+|f1|2+6(|pt|2+|ut|2>>dxdt+N3<o,T>),
Zg

for § > 0 small enough. Using the fifth equation in (71), the boundary term in (76) yields

// ut~(a(u,p)n)dvdt:m/os|d|2dt—/osd-fgdt

s

+/()S<<Jw>-w—f3-w>dt+//zs Gu - (o(u, pn) dy dt

S

> [ "yl + (/)P - © ( [ nk+ |f3|2>dt+N3<o,T>).
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The last integral in the left hand side of (76) can be estimated as follows:

// BV -u)pr — p°(V - up)p) do dt < // ot dmdt—!—C// |Vu|*dx dt
// (V-u)pdedt —p /QF( ((V-u)p dx—l—// ~u)u) do dt.

Taking the supremum in s in (76), one can readily deduce (75) for k = 0.

2) k= 1. As in the proof of Lemma 12, we consider system (71). Let us multiply the equation of p; by
pit and the equation of us by ug. This provides:

1
5 [ @uleu ) + 19w Py d o+ [ [ (ol + un) dods
Qp(f) Zs

+//Es Ut - (o(ut,pt)n)dydt—f—//Zs(ﬁ(v.ut)ptt _PO(V'utt)pt)dxdt

(78)
c ( / IV (ule(un) P + 1| - uel?)us)| d i + / \prel ]V ] iz dit
Zs Zs

+ / 10, V(0 ) Pdz + / / <|Go|2+|G1|2+6<|ptt|2+|utt|2>>da:dt>,
Qr(0) Z

for § > 0 small enough. Let us now compute the boundary terms. On ¥, we have:
ugg = @ + O A (x —a) + Gs,
with

Gs=2wA(wWA(z—a)+FwA[WA(x—a))+wA (WA (z—a))] — (us: V)u— (us - V)[2us + (us - V)u).

Thus,
// gt - (o(ug, pr)n) dydt = m/ |'a|2dt — / @ - Godt
=, 0 0 (79)
[ o e notupmdvie+ [[ s (otupin) vt
s P
In order to develop the third term in the right hand side of (79) we use that
W - / (x —a) A (o(ug, pe)n)dy = (J&) - & — G - @. (80)
Qs (t)

Now, we integrate between ¢t = 0 and ¢ = s in (80); we find

G- (@ — ) A (olun pom)) dydt > (Cy/2) [ oPat—c ([ IfsuPde+ N O,T)),  (81)
/1. | ( )

where C is such that (10) is satisfied. The last term in the right hand side of (79) is also bounded by
N3(0,T) + N*(0,T).

Finally, the last term in the left hand side of (78) is estimated as the corresponding term in the previous
case (see (77)). Taking the supremum in s in (78), we conclude inequality (75) for k = 1.

Interior Estimates
Before giving the results, we introduce the total time derivative of p:

d
d—? =pe+(u-V)p in Zp. (82)
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Let C()’() S CSO(QF(O)) and
Colt, ) :== Co,0(¥(t, x)), Vo € Qr(t), t € (0,T),
where 1) is the flow (extending Xgl) defined in Corollary 2.

Lemma 14 For 1 < k < 3, we have

dp
€0V pllLss r-1) + 1V ol L2 (rx-1) + 1V ull Lo (rre-1) + IV ull L2 (mvy + ”COVEHLQT(H’C*) (83)
< Cllullgearr—1y + llull Lz ey + [lpoll e + llwollae + [ foll Lz ey + [ fill 2 vy + N¥2(0,T)).
Proof: In this proof, we denote by D’ all possible derivatives in z of order £. We divide the proof in two
steps:
e First, we apply the operator (38%, DF=1 to the equation of p, we multiply it by &CjDk’lp, we sum up
in j =1,2,3 and we integrate in Z,:

3
S [[ GouDt ot o BT )~ )0, D e =0 (&)
j=17"2s

The first term of this expression coincides with

1 ° d 2 k—1 |2 k—1 |2
(5 /0 < /Q | Gl Dt~ / /Z Go(Voo(#) - 0)0r, Dl dmdt>. (85)

Here, we have used the fact that {y is compactly supported, so

3

Jj=1

// V - (3102, D~ pPu) dx dt = 0. (86)
Zs

Thanks to (22), we have that the second integral in (85) is estimated by C'N3(0,T).
As long as the nonlinear term in (84) is concerned, using (86) we have

3
> [ oD V)plon, D" e i
j=1""2s
3
< CN3(0,T) + Z// Cl(u- V), DF1p)d,, D* " pda dt (87)
j=1""7Zs

3
1

=CN*(0,T) - 3 Z// V - (Gu)|0., D tp|? dudt < CN3(0,T).

j=1772s

Putting all this together with (84), we find

16Vl vy +7 [ GODHT ) V(D) dad
Zs (88)
<O6D N2 12y + ClloollTp + I foll7z ey + N(0,T)),
with § > 0 small enough.

Next, we apply the operator ﬁ(ng_l to the j-th equation of u, we multiply it by 8m_7.Dk_1p, we sum
up in 7 = 1,2,3 and we integrate in Z,:

_ 3
P 2 ryk—1 k—1 _
e jEZl //Z GD " (ug =V -o(u,p) = f1)j0-, D" pdxdt = 0. (89)
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We integrate by parts in ¢ in the term concerning wy:

/ D" 0y, DY T pdadt = — // V- (¢ D* w0, DM p)u) du dt

Zs Zs

-2 // Co(Vo,0(¥) -¢t)Dk_1uj8ijk_1pdxdt — // Cng_lUjaerk_lpt dx dt.
Zs Zs

The first term in the right hand side is zero thanks to (86) while the second one can be estimated by
CN?3(0,T) due to (22). As long as the third term is concerned, we use the equation of p in (63); arguing as
in (87), we obtain

/ / DY 400, DM dt < 81|Copl 2 gy + CUFoll 2 gy + ull2s gy + lul3se i) + N3(0, ).

As long as the elliptic term —2uV - (e(u)) — @'V - ((V - u)Id) is concerned, we rewrite it as
=2uV - (e(u) = p'V - (V- u)Id) = —pAu — (u+ p')V(V - u)

and we integrate by parts twice (with respect to x) in the laplacian term. Observe that there is no boundary
term when we integrate in z since (p has a compact support. Then, from (89) we deduce that

o’
20+ !
+C(lullZeo oy + ||u||%2T(Hk) + llooll7e + ||fo||%zT(Hk-) + ||f1||2L2T(Hk71) +N°(0,7)).

1G0D" pliZ 1) — 7 / /Z GV - u)) - V(D p) dedt < (16D ol (12 + 1G0plEee arvy)

This, together with (88) and taking the supremum in s, yields

10V pllLge vy + 1€0V Pl 3 (arv—1) < Clull g carn—ry + [l 2 o)

(90)
+lpollme + [ follz. ey + L f1llz o1y + N¥2(0,T)).

e Let us now apply the operator (p°/p)(2D* to the equation of p, we multiply it by D¥p and we integrate
in Zs:

0
% //Z @D (pe + (u-V)p+p(V - u) — fo) D*pdadt = 0.

Similarly as before (using (22) and (86)), this gives

16l vy +0° [ [ GDH( - w)DFpdedr
z. (91)
< 6160 D*pl2s (1) + Cllpolin + 1ol ny + N?(0,T)).

Next, we apply the operator §§Dk to the j-th equation of u, we multiply it by Dkuj, we sum up in
7 =1,2,3 and we integrate in Z,:

3
Z// GD*(us — V- o(u, p) — f1);D*u; dxdt = 0.
i=1772s
We integrate by parts in x in the second and third terms of the last integral. We deduce that

ol sy + ol oy =2 [ GDHV D pdadr

< 811Conll czrny + CUlullZa iy + ol + 12113 (s + N2(0,7)),
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for § > 0 small enough. This, together with (91), yields
[Copl Lge zrey + [1Coull oo (arey + [[Coull L2, (rre1y
< 611Gl 2 aey + Cllull 2 vy + llwollax + looll s + 1 follzz rrwy + Lf1ll Lz an—ry + N*/2(0,T)).

Combining this with (90) we obtain the conclusion (83).

Boundary estimates

Let us now do some estimates close to the boundary. For this, we consider a finite covering {O;} X, of
9Qr(0) included in the set {y : dist(y,00r(0)) < a/4}. For each 1 < i < K, we consider a C* function

07 : (—Mi, Mi) x (~Mi, M) — 9Qp(0)NO;

(¢1, ¢2) — 0 (1, d2) (92)

satisfying
8¢10i : 8¢29i =0, |a¢19l| =1, |8¢29l| >C>0.

Then, we define the mapping
0'(t, 61, d2) = X (1,0 (61, ) V(t, b1, 62) € (0,T) x (=Mj, M{) x (—M3, M;)

which sends (0,T) x (=M, M?) x (=M}, M) in the set dQ(t) N O;, where O; := x(t,0;). Recall that the
flow x was defined in Lemma 1.
Furthermore, we perform the change of variables

{ x(tv ¢17 ¢27T) = T’ﬁ’(ta ¢1a ¢2) =+ éz(ta ¢1a ¢2)) € @1 N QF(t)

93
e (0,7"6), (¢1a¢2) € (_MfaMf) X (_M217M21)a ( )
where n(¢1,¢2) (resp. 7(t, ¢, ¢2) := Vx(t, 0 (¢1, d2))n(¢1, ¢2)) denotes the inward unit normal vector to
00N (0) (resp. ONp(1)).
In what follows, we will establish some estimates of u and p in Qp(t) N O; for each 1 < i < K (see
Lemmas 15, 16 and 17 below). For the sake of simplicity, we drop the index 4 from now on. In the new
variables, we define

. D4, 0
e1(t, g1, ¢2) = 04,0(t, 1, 02) and  ex(t, ¢1,¢2) = |8¢ 7 (t, é1,02),
$2
V(t, ¢1,¢2) € (0,T) x (=M, My) x (—=Mz, Ma).
Observe that e - eg = 04,0 - 05,6 =0,e1-"=040-n=0and ey -1 = 05,6 -m = 0 and so we can write
8,0 0,0
8¢1ﬁ = qe; + fes and 8¢2ﬁ = 04/61 + ﬁ/ez, (94)

for some «, 3,a/, 3" € H3(0,T; C3([— My, My] x [—Maz, Ms])) Let us compute the Jacobian of this change of
variables:

gy = (1+ar)er + Brea, g, = 'res + (67 + |04,0|)ea  and  dpx = 7, (95)
that is to say,
O0g, 1+ar pr 0 e
Op,x | = a'r O'r+10s,0] 0 es
Orx 0 0 1 n
Inversely, we have .
aac¢1 1 ﬂlr + |c‘9¢29| —ﬂT' 0 el
Opdo =3 —a'r 1+ar 0 e |,
O 0 0 J n
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where J := (14 ar)(8'7 4 |94,0]) — o/ 312 is the Jacobian.
Consequently, we have

1
Ve=0;= (A1€1 + A262)8¢1 + 7(A361 + A462)8¢2 + 10, (96)

<l =

where 5
= 6/7" + |a¢20|7 A2 = _ﬁrv A3 = —Oél’f’ and A4 =1+ar

Now, if we denote
ﬁ(t7¢v T) = p(tvx(t7¢v T))7 ﬂ(t7¢7 T) = u(t,x(t,qb,r)) (97)
and
fO(tv b, T) = fO(ta {E(t, é, 7’)), fl(ta ®, 7’) = fl(ta {E(t, ®, T')),

we can rewrite the equations of (63) in the new variables (¢1, @2, 7) as follows:

pr+u- < (A1€1 + A262)8¢1p + —= (A3€1 + A462)8¢2[) + narp)

—((rVxto0)n+ xt00) < =(Are1 + Aze2)04,p + = (A361 + A4e2)04,p + narp)

(98)
1 -
+p <3(A1€1 + Ageg) 8¢1U + J(A3€1 + A462) 84)217, +n- 8ﬂ]) = f()
(t7¢17¢27r) € (OvT) X (_Mlle) X (_MQaMQ) X (OaTO)
and
- 12 - - - = - -
iy — ﬁ((A% + A3)D3 5,0+ 2(A1 A + AsAg)D3 T+ (A5 + A3)03, 4,0+ J207,.0) + Pi(D)a
(T O+ a0 0) (Srer + Asen)hy i+ S (Aves + Agen)iy i+ 70,1 )
1 w+ ' dp 1 w+p dp
+78¢1 (—ﬁ P +p P (Are; + Ages) + 78@ 5 T +p p (Asey + Ages) (99)
/d"’ ~ /
p dt IZ
(t, o1, ¢2,7) € (0,T) x (—My, My) x (—Ma, Mz) x (0,70),

where P;(D) is a first order differential operator in the = variables. In order to obtain this last equation,
observe that we have used that

+ d
L — pAu+ ETE pMV<df f)+POVP:f1

d
and then we have rewritten this in the new variables. In the new variables d—':, which is given by the two
first lines in (98), satisfies

P (t,0m) = Llt,a(t,6,1)) Vlt0,7) € (0T) x (~My, M) x (~Ma, M) x (O,r),  (100)

where z(t, ¢,7) is given by (93).

Let ¢, € C5°(0;) and
Gt @) =G (Pt @), Yo € Ot € (0,T),

where 1) is the flow (extending Xgl) defined in Corollary 2. We will also drop here the index 1.
We first estimate the tangential derivatives:
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Lemma 15 Let k =1,2,3. For any § > 0, there exists a positive constant C' such that

dp
16D Pl e 22y + [ Dullnge 12y + 16 Dl g2,y + ||C1D§>E||L2T(L2)
S(1ctDEpll e 2y + Il z2 ey + ol zcany) + Cllull 2 ey + lwllzz, + ool s (101)

Hlluoll e + I foll 2.y + 1l 2y + N*/2(0,T)).

Proof: The proof of this lemma is very similar to that of the second part of Lemma 14. In fact, we first
0
apply the operator %C%D;ﬁ to the equation of p in (63) and multiply it by Dj;p'

0
% / /Z CEDE(pr + (- Va)p +p(Va - u) — fo)DEpda dr = 0. (102)

We recall now that (see (96))
V= B16¢1 + B28¢2 + B30y,

where B; (j = 1,2,3) belongs to H3(0,T’; C3([— My, M;] x [—Ma, Ms])). Then, we notice that
k
k
k k ¢ k—¢ ¢ k—¢ ¢ k—¢
DgNyh =V, Dgh + Z < , ) (D¢B1D¢ 0g, + DyBaD ™" 04, + DyBsD g or)h (103)
=1
(the same can be done for DV k). Using this expression, we have the following for the nonlinear term:
/ (Dj(u- Vap)Dpdr dr z/ (i (u- Vo Dhp)Dpdrdr — CN?(0,T). (104)
Zs Zs

As long as the time derivative is concerned, we get

1
[ pmntpdsdr =5 (16D5IE:() ~ 16O DEwIE:) — [[ GuiIDEp? dodr

1 1
_5//2 Cfu-vmﬂDgpP) drdr — 5//2 V., (<12u)|D§5,0|2 de dr

Observe that the last terms in the first and second lines can be estimated by N3(0,T) and that the first
term in the second line simplifies with the first term in the right hand side of (104). Combining with (102),
this implies that

1GDEp| 2. (s) + p° / GEDE(Ve ) DEpda dr

<dllci Dy pH 2 (z2) T ClllpollFe + [1foll 72 gy + N?(0,T)).

(105)

Then, we apply the operator Cng to the j-th equation of u in (63), multiply it by D¢uj and sum up in j:

3
Z/ D5 (wy —2pV 5 - €(u) — W'V (V - u) + p°Vap — f1);Diu; dzdr = 0. (106)
Observe that, since ¢; has compact support, we have
—/ CfD(];Vm -e(u); D(];uj dxdr = (—1)F1 // Vg - €(u); DZ(C%D(];U,J') dx dr. (107)
Zs Zs
Integrating by parts on the x variable, we deduce:

/ ¢ D¢ o - €(u); D¢uj dxdr = (—1)* //Z e(u); - Vme;(ClQD(];uj) dx dr
/ / n)DX(C2Dhu;) do dr (108)
[ / e(w); - V. DE(C2Dbwy) da dr — C(3lull2s ey + |12
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where we have used that |D§,u| < Cw| for all |£] > 1.
Let us take h = C%Dguj in (103). For each term of the sum, we have

‘ / / - (D§B1DS 04, (G Duy) + DG B2 DS~ 04, ((E Diuy) + Dy Bs Dy~ 0,.(C7 Dijuy)) da dr
< ‘/ ; D (D Bie(u);)dy, (¢F Duy) + D~ (DfBae(u) )0y, (¢ Diuy) da dr

+\ JJ| DD Bae(00,)01(G D) o dr| < CClul vy + 61 Dl o)

This implies that
—1)* // e(u); - Vng(Cnguj)dx dr
Zg
1% [ tw); - DEVAGE D) didr = Cluly ey + 516D )
- [ | Dle(w); V.(Dbus) dwdr — Clul gy + 816 D5l )
Analogously, we can prove that
/Z Dhe(u); - V(i Dhuy) da dr
> [ etciDbu); - VoD de dr = Cluly o + 816 D5l )
So, from (107)-(111), we have for the second term in (106):
—/ (;D§V, - e(u); Diu; da dr > // e(QDEu); - VoG Dhuy) dw dr
Zs Zs
- C(||U||2L2T(Hk) + 5||<1D§5u||%2T(H1) + 5||U||2L2T(H2) + ||w||2L2T)-

The same can also be done for the third term in (106):

—Z// C1D¢ e, (Va u)D¢quxdT>// C1D¢u)|2dxd7

— Ol[ull3a oy + Sl DE Iz iy + Sllul 2 garey + ll22).

Equations (112) and (113) provide the estimate of ||(; D u||L2 2 (1) in (101).
Then, using the same arguments, one can prove that

3
p° Z // CfD(’;arjpr;uj dx dr > —pO/ CfD(’;(Vm . U)D(];p de dr
j=1 Zs Zs

— (P12 sy + NG DERIZs (12y) + Ol + lull22 o).

(109)

(110)

(111)

(112)

(113)

(114)

Then, inequality (101) is obtained by reassembling (105) (for ”Cngp”LQT(L?)) (106) (for ||C1D§;UHLOO(L2))7

(112)-(113) (for ||C1D§)u||2L2T(H1) and, consequently, ||C1D§) d/;”L%(LQ)) and (114).
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Let us now take the derivative with respect to r of equation (98), multiply it by p/p and sum it with
equation (99) multiplied by 7 (which we can symbolically write as (1/5)(98), + 7 - (99)):

2u+ ' (dp N — n -
o <_P> +p0pr:_%[(A?JrA%)n'%lm+2(A1A3+A2A4)”'“¢1¢2

7\t

—l—(A% + Ai)ﬁ . 'L~L¢2¢2 — j(Alel + Ageg) . a¢1r — j(Agel + A462) . ﬂ¢2r}

(115)
—n -t — (rVxs o 0)n + x¢ 06) (J(A161 + Ase9)0p, U + J(A361 + Aye2)04,U + 1O u) -7
s 2u+p
—Pl(D)u-n+f1-n+ 7 f(),r, ¢€ (—Ml,Ml) X (—MQ,MQ),T'G (0,7"0).
Recall that the third line in this expression corresponds to —u¢(t, x) - 7.
Lemma 16 For 0 < k+ ¢ <2, we have
dp
1 DEDI pll e (1) + 10 DED T pll L 22) + ”CngDf*JrlEHLQT(L?)
(116)

C(HCngHDquL?T(Hl) + lwell oz cawvey + llull L2 ey + [ poll grvess
I foll Lz carererny + | fill Lz cawvey + N®2(0,T) + N*(0,T)).

Proof: We take the operator Dk DY in equation (115), multiply this by ¢; and square the whole expression.
Using the definition (97) and (100 ), the left hand side term is

2 7 A+ 24 d
// ¢ (} “;”} ’D@Df“ ’ )?|DEDE p|? + ”; MpOD(];Df“d—?D(’;Df“p) dz dr.
2 4 dp||? A+ 2
Q—“f“DéﬁD‘“—p + |’ DEDE D12, +7"+ Koolab D”l ,QD’“DZHp .
LT r Pl $ oDr
P L2(L2) P L2.(L?)

Let us see that the last term readily provides the L5 (L?) norm of CngDf“p in terms of ||po|| gr+err and

d
N3/2(0,T). First, thanks to the definition of d—? (see (82)), we have

[ apkorten+ (w- V)p GDEDI pdedr (117)
Zs

As long as the first term is concerned, we use (95) and the fact that |7| 4 |6;] + €1, ellpee oy < CN(0,T)
(see (22)) and we obtain

(CngDf—i_lpt)(ta Z‘) = (CngDﬁ-i—lp)t(ta Z‘) + h’(ta Z‘),
where ||h| 2 (£2) < CN?(0,T). Consequently, the first term in (117) is given by

1

1
5 [ 1GDEDE R e -5 [ Ja@DsDE poPde+ [ [ nGD5DE pdzdr
2 Jar(s) 2 Jaro Z,

1
~3 [ V- 0aDED Pz ar > G DEDI i (s) = GOV DEDE (18)
1
816G DED plity oy~ ONOT) 5 [[ V- (GDEDE P i
for § > 0 small enough. Using (103), the second term in (117) is estimated from below by
1
5/ V- (I DEDE pPu)da dr — CN?(0,T).
Zs

Putting this together with (118), we obtain (116).
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Lemma 17 For 0 < k+ ¢ < 2, we have

dp
ClDiE + lwell oz caevey + lullz aeren)

G Dgull 2. (rr2+e) + 11G DEpll 2. (pr1+ey < C (‘
L3 (H1+) (119)

+ lpllez rseey + lallpz + llwlizz, + [ foll g cerreneey + ||f1||L2T(Hk+«>) ~
Proof: We regard the equation of the fluid in (63) as a stationary Stokes system for each s € (0,7):
—2uV - (e(u)) — W'V - (V- u)Id) + p°Vp = f1 —us in O; NQp(),

1 dp . ‘
V'U—ﬁ(o dt) 1n01ﬁﬂp(t),
u=(a+wA(x—a))lsogw on O; NONE(t).

d
Recall that d—': was given in (82). Now, we differentiate the equation of u with respect to ¢ = (¢1, ¢2) k
times and we multiply by ¢;. Denoting (ug, pr) := ClD(’;(u, p), we have

—2uV - (e(uk)) — JTAVR ((V - ug)Id) —l—pOV(pk) =fir inO;N Qp(t),

G k kdp .
Voug = > (D¢f0—D¢$ + Py(D)u in O; NQg(t),
up = (Cng(a+W/\($_a)))1aﬂs(t) on O; NONE(L),

where
fik = QD5 fi — GDjus + Pegr (D)u+ Pi(D)p,

with P;(D) a differential operator in the z variable of order j. Observe that the LZ(H*(O; N Qr(t))) norm
of the boundary condition can be estimated by C([|a[r2 + [[w[[z2). Finally, we use the following classical
regularity result for the stationary Stokes problem (see, for instance, [22]):
Let U be a C™*2 domain, m >0, a >0, f € H™(U), go € H™(U) and g1 € H™3/2(0U). Then, the
solution (h,m) of
—aAh+Vr=f inU,

V-h=gg in U,
h=aq on OU
belongs to H™T2(U) x H™Y(U) and there exists a constant C > 0 such that

[ (By ™) | m+2 0y m+r oy < CUFlzm @y + 9ol zrm+1 @y + 91l amtsr2ouy)-

4.2 Combination of Lemmas and conclusion
In this paragraph we will gather all the technical results previously stated and conclude the proof of Propo-
sition 8.
1) We apply Lemma 12 for k£ = 0:
lullLgezzy + llollege 2y + lullz ey + llallegs + [[wllge
< O(lpllrz ey + llallz + llwlzz) + CUl follz. o2y + fillzz. 2y + I f2llz + [l fall 2. (120)
+lluollz2 + [lpoll 2 + lao| + |wol + N*2(0,T) + N*(0,T)).
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2) We apply Lemma 13 for k = 0:
lutllzz. 2y + loell gy + lull gy + llal oz + @l 2z,
< C(llullz.any + ol zge ey + [ follzz. 2y + I fillz ey + 1 f2llz2 + ([ f3ll 22 (121)
+luoll s + N*2(0,T) + N?(0,T)).
3) We apply Lemma 12 for k = 1:
ully e gy + el + lll g sy + Nl + Il < 8ol o) + il
Fllwllm) + Clfollmy.crz) + 11l s ee) + 1 fallms + 1 sl + lluolle + [lpollze + [a(0)] + lwo| - (122)
+eu(0, )22 + 90, )| 22 + |07a(0)] + |90 (0)] + N*/3(0,T) + N*(0, T)).
4) We apply Lemma 10:
lallrz + llwllrz. < Cllullz. - (123)
Putting together estimates (120), (121), (122) and (123) and taking § > 0 sufficiently small, we have:
lullyoe 2y + lull gy + Nl gy + ol 2y + ol 222

Fllallyzoe + lallmy + llwllwze + lollm < dllpllrz. ) + CUlfollaxrz) + 1f1llan@e) + [1f2llmz

(124)
| fall g, + 1106 (0, )l 22 + [lwollzr + 18600, )|l 2 + llpoll L2 + 187 a(0)] + [aol
10(0)| + fwo] + N¥/2(0,T) + N3(0,T).
5) We apply Lemma 14 for k = 1:
dp
1CoVollLse(z2) + 1€ Vol L2y + [0Vl s (p2) + 1Vl 2 () + ”C()v%”L%(L?) (125)
< CO(llullgep2) + llull Lz vy + lpollae + llwollmr + || foll 2. cany + [ fill 2.2y + N3/2(0,T)).
6) We apply Lemma 15 for k = 1:
dp
IC1Dopll s (r2) + G Dgull e n2) + 1G1Doullp vy + 161Ds = M 2z (12)
S O([G1Depll Lz (z2) + lullpz. a2y + ol n2any) + CUlull 2.y + lwll 2z, + leollmr + [uoll m (126)
I follz.cary + 1 fillz 22y + N3/2(0,T)).
7) We apply Lemma 16 for k = ¢ = 0:
dp
1€ Drpllnse 2y + 16 Drpll L2 (22) + ”ClDT%”L%(L?) < O(IGDgull L2 () (127)

Hluelzz ) + llull oz ey + lpoll s + 1 follzz.any + il Loz + N*2(0,T) + N*(0,7)).

;From (125), (126) and (127), we deduce in particular that we can estimate u in L2.(H?) in the interior

and p in L (H"). This last fact comes from the estimate ||p||z: < C||Vp||L2, which holds thanks to
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Precisely, we have

[CoVullzz () + el zge ) + 1€ Vol L2 22y + ||V ||L2 (L?)

5(1161Dopll g 12) + lull gy + lpll ez cany) + cumnmm - llall . ) + el ) (128)
Hlwllzz + luollar + llpollar + [l follz ) + 1 fill 2 z2) + N*2(0,T) + N*(0, T)).
8) We apply Lemma 11 for k = 2:
lullge a2y < Cllullypoe 2y + lolLge ) + llallog + lwllog + 1 f1llog z2)- (129)
9) We apply Lemma 17 for k=¢=0
dp
Grullzz 2y + 1Gpll 2.y < C Cla . + lwellpz ey + llullzz ) + ol Lz 22
LT.(HY) (130)

+ Nz, + Il g, + Ifoll gy + Ml ez e ) -
Using (128) in (129) and (130), we obtain estimates for v in L5(H?) N L4(H?) and for p in L2.(H"'):

lwllLge a2y + llull 2. a2y + ol ge ) + ol 2.y + ||V ||L2 (L)

< Cllullwp= sy + Tl + el ey + 1205 0 s
+lallzg + llallpz + lwllog + llwllzz + lluollar + llpoll e + [ foll 2.z
I fillnse 2y + L fallz o2y + N32(0,T) + N*(0,T)).
Therefore, putting this together with (124), we get
[ullyoe 2y + ||U||L°°(H2) + lullz. ey + lullms ey + ol 2y + ol ey

+IIPIIH1<H1 + || ||L2 () +llallwe +llallay +llwllwe + llwllu

<||fo||H;<L2> + 1 ollz.cy + 1l ey + I fillseceey + I fell o (132)

Fl sl s, + 195000, )Lz + [luoll 1 + [|96p(0, )| L2 + llpol| a1
+7a(0)| + lao| + |9 (0)| + lwo| + N*/2(0,T) + N*(0,T)).
Observe that we have added the term |[p¢|[z2 (1) in the left hand side of this inequality. This term comes

d
from the estimate of d_f in L2.(H") since the nonlinear term goes to N2(0,T).

10) We apply Lemma 14 for k = 2

dp
160V Pl oy + 16V pll g ey + 10V ull gy + 160Vl Lz a2y + 160V ||L2T(H1

(133)
Clllull Lz + llull 2z a2y + looll 2 + ol 2 + [l foll zz.carzy + 111z vy + N*/2(0, 7).
11) We apply Lemma 15 for k = 2:
dp
G D3pll Lo (22 + IG1DFull Lo 2y + [G1DGul| L2, (any + HCngbEHL%(L?)
S(IGDZpl Lz L2y + ol L2 ary) + Cllull Lz 2y + lwll 2. + [lpoll a2 + [luol| 2 (134)

I foll 2. a2y + | fill 2. ey + N3/2(0,T)).
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12) We apply Lemma 16 for k=1, ¢/ = 0:

dp
161D Drpll e (12) + 161D Drpll 1z (12) + 161 D6 Dr 22 n2) < C(I¢i D3ull 2 o) (135)
Hluell 2.y + Nl 2 a2y + loollaz + 1 foll 2.2y + Il ez ey + N*2(0,T) + N*(0,T)).
Observe that the first term in the right hand side in (135) can be estimated by the third term in the left
hand side of (134).

13) We apply Lemma 17 for k=1, £/ = 0:

dp
D T
GDs 2

+ luell g ey + lullpz a2y + ol z )
L3.(HY) (136)

+ Nallg, + Iz, + Wollzcs) + il ez ) -

G Dgull2 2y + G Dgpll 2.1y < C <

The term ||§1VD¢%||L2T(L2), which is contained in the first norm of the right hand side of (136), can be
estimated with the help of the third term in the left hand side of (135) and the fourth term in the left hand
side of (134).

14) We apply Lemma 16 for £k =0, ¢ = 1:

1 D2 pllLes L2y + 161 D pll L2, 22) + ||C1Dr il ||L2 2y < C([[Gt Dy Drul| L2 ()

(137)
Hllwell oz any + lull Lz 2y + llpollm + [ foll 2.2y + 1 fill Lz ey + N®2(0,T) + N*(0,T)).
The norm [[¢1 D¢ Drul 12 (z1) will be bounded thanks to the first term in the left hand side of (136).
15) We apply Lemma 17 for k=0, ¢ = 1:
dp
[Crullzz sy + 1ol 2 a2y < C QE . + el z ay + llull Lz a2y + lolloz. @
L3.(H?) (138)

+ Nz, + Iz + Woll gy + Ml aamy ) -

The term ||§1D2%||L2T(L2), which is contained in the first norm of the right hand side of (138), can be
estimated with the help of third term in the right hand side of (137), the third in the left of (135) and the
fourth in the left of (134).

Collecting expressions (133)-(138), we deduce

lull L2 a2y + ||D2P||L°°(L2) + ol Lz a2y + || ||L2T(H2)
Clllullzze ey + el garey + lll g ey + 10l ey + 1202 garty + Nl s + ol (139)
T T T dt T T T
Hluollzz + llpoll 2 + [ foll 2.2y + I fill 2.y + N3/2(0,T) + N2(0,T)).
Using (132), for the moment we have
[l 12y + ||u||L°°(H2) + llull 2 arsy + lullmz ey + lollwro gy + lollLge a2
ol a2 a2y + || ||L2 (m2) + llallyre +llallmz + llwllyye + llwllmn < CUfollaxze) (140)

+lfoll L2.czr2y + ||f1||L2T(H1) + I fillgr ey + Mfillzgs ey + 1 follaz + 1 f3ll . + 10:u(0, ) || 22
Hlluoll 2 + 18600, )| 2 + llpoll a2 + 1d(0)] + lao| + |w(0)] + |wo| + N3/%(0,T) + N*(0,T)).
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In order to estimate the norm ||p||W%.w(H1) we have used the equation of p and || foll s (1) < C([| foll z2.(zr2)+

I foll zz2.(z2))-
16) We apply Lemma 13 for & = 1:
lutll g2y + loellms ey + lullwoe gy + ldll gy + ol
< C(llull gy + ||P||W;~°°(L2) + I follar 2y + 1l aazey + 1 f2ll g + 113l mn
+00u(0, )z + N*2(0,T) + N?(0,T)).

Now, we regard the equation satisfied by u; as a stationary elliptic equation (see system (71)):
—2uV - (e(ue)) = W'V - ((V - ue)ld) = —uw — p°Vpe + fr in (0,T) x Qp(t),
u={@+wA(@x—a)+wA (WA (x—a))— (us-V)u)logsr) in (0,7) x 0Qp(t).

Then, we have

lull iy, a2y < Clllull sz 2y + ol mzcany + il mzeezy + lallay + ol gz + N?(0, 7).

17) We apply Lemma 11 for k = 3:

||U||L§9(H3) < C(HU”W;N(Hl) + ||P||L§9(H2) +llallrse + l|wllzge + ||f1||L§9(H1))-
Combining the three estimates (141)-(143), we get
lully oo oy + lulloge sy + lullmz 2y + lullmsrz) + ol anee) + lallm, + 19l
< C(llull gy + ||p||W%’°Q(L2) +lpllzge a2y + 1ol ax ey + llallegs + llalla,
Hlwllmy + lwllizg + L follmn ey + 1l ax ez + 11l
Hl follzs + 13l + 1106w(0, ) [ e + N*/2(0,T) + N*(0,T)).

18) We apply Lemma 14 for k = 3:

dp
16V pllLs 2y + GV AllLg 2y + 1oV ull g ary + G0 Vull g sy + 160V [z )

< C(llullnge 2y + llull Lz, a3y + lpoll s + [luollms + (| foll 2. casy + I fill 2. a2y + N3/2(0,T)).

19) We apply Lemma 15 for k = 3:

dp
16Dl Lo (22 + IG1DFull Lo 2y + [G1DGul| L2, any + HClDiEHL%(L%
<S(IGD3pll a2y + ol z.camy) + Cllullzz. sy + lwllzz + lpoll s + lluoll as
+lfollzz.cmoy + 1 frll 2. a2y + N*2(0, 7).

20) We apply Lemma 16 for k =2, ¢ = 0:

dp
16 DD pll e 2y + G DEDepll L2 (12) + ”ClDiDr%”L%(L% < C(IGDjull L2 i
Hllwllz 2y + llull 2. sy + loollas + [ follzz sy + I fill Lz, ey + N*/2(0,T) + N?(0,T)).

Observe that the norm ||<1Dgu||L2T(H1) is estimated with the third term in the left of (146).
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21) We apply Lemma 17 for k =2, ¢ = 0:

2 dp
D?
aDs—r

+ luell Lz a2y + llull Lz sy + Nl 2z 2

G D3ull Lz cmr2y + 161 DE ol 2. <

+ Nallzg, + Iz, + Woll gy + il iz ) -

As for (138), the term [|(; VD3 (;f 22 (z2) (which is contained in the first norm of the right hand side of (148))

is bounded by the third term in the left of (147) and the fourth term in the left of (146).
22) We apply Lemma 16 for k=1, ¢ = 1:

dp
16 Ds D2l e 2y + 1G1 D DEpll 2,12y + ”ClDtﬁD?«E”L%(L?) < C(|G DDl Lz oy

(149)
Hllwell oz m2y + lull Lz sy + lpollms + [ foll 2. sy + [ fill Lz a2y + N®2(0,T) + N*(0,T)).
The first term in the left of (148) will serve to absorb the first in the right of (149).
23) We apply Lemma 17 for k=1, ¢ = 1:
dp
¢ Doullpz (msy + [[G1Dopll 2.2y < C C1D¢$ + lwell oz a2y + lwll 2z sy + ol 2. a2y
L3.(H?) (150)

+ Nallzg, + Iz, + I foll .oy + Ml g ) -

Observe that ||§1D2D¢%||L2T(L2) is estimated with the help of the third term in the left of (149), the third
in the left of (147) and the fourth in the left of (146).

24) We apply Lemma 16 for £k =0, £ = 2:

3dp
”Cngp”L%O(L?) + (|G D P||L2 L2y + G D} = I ||L2 L) S C(||<1D¢Dzu”L2T(H1)

(151)
el rz i) + lellzz sy + lpoll s + [ foll 2z oy + 1 fillzz =y + N*/2(0,T) + N?(0,T)).
The term ||C1D¢D3u||L2T(H1) is estimated with the help of the first term in the left of (150).
25) We apply Lemma 17 for k =0, £ = 2:
dp
[Grullz ey + 1Cupl 2, a3y < C QE + el pz a2y + llull Lz sy + ol Lz a2
L3.(H%) (152)

+ Nallzg, + Iz, + Woll gy + 1 fall gy ) -

The term ||§1D3 Fllzz (z2) (contained in the first norm of the right hand side of (152)) is estimated with the
third terms in the left hand sides of (151), (149) and (147) and the fourth term in the left of (146).
Combining estimates (145)-(152), we get:
3 3dp
lullzz. ey + oz sy + 1D7pllLge(n2y + 1D —||L2 (L2)

1
Clllull 2.0y + 1l e a2y + Nl sy a2y + ol 2.2y + || ||L2 2y + llall (153)

Hlwllzz + lluollzs + llpoll s + [ foll 2.y + [ fill L2 a2y + N3/2(07T) + N?(0,7)).
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Together with (144), this estimate yields

HU||W;~°°(H1) + lullpse ey + llull 2 oy + lullmz 2y + lull gz

dp .. .
+lpllzz.casy + ||D3P||L§?(L2) + ol az L2y + ||D3E||L2T(L2) + lall g, + ol mz.

<

dp
Clllullzz sy + lull gz ey + ol ey + ol 22 a2y + ||p||W71;°°(L2) + lpll s a2y + ”EHL%(HQ)

(154)

Hlallog + lall gy + llwllz + llwllog + [ foll Lz sy + L follaxzey + il oz a2y + (1 fill .z
il gy + 1 2l iz + 13l ms + ol s + llpollgs + 11010, )l a2 + N3/2(0,T) + N*(0,T)).

Finally, we combine this estimate with (140) and we conclude inequality (64). Similarly as we did for
lptll ooy (just after (140)), the norm |[p¢|| Lo (z2) is estimated using the equation of p and thanks to
fo € L (H?).
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