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Distributed I nfor mation Filtersfor M AV
Cooper ative L ocalization

Andrea Cristofaro, Alessandro Renzaglia and Agostino Meltt

Abstract This paper introduces a new approach to the problem of saimedtusly
localizing a team of micro aerial vehicles (MAV) equippedwinertial sensors able
to monitor their motion and with exteroceptive sensors. Me¢hod estimates a de-
layed state containing the trajectories of all the MAVs. Bsémation is based on
an Extended Information Filter whose implementation isrdiated over the team
members. The paper introduces two contributions. The foisna trick which al-
lows exploiting the information contained in the inertiahsor data in a distributed
manner. The latter is the use of a projection filter whichvadi@xploiting the infor-
mation contained in the geometrical constraints whichteaagssoon as the MAV ori-
entations are characterized by unitary quaternions. THenpeance of the proposed
strategy is evaluated with synthetic data. In particubar ienefit of the previous two
contributions is pointed out.

1 Introduction

In recent years, flying robotics has received significargritn from the robotics
community. The ability to fly allows easily avoiding obstesland quickly having
an excellent birds eye view. These navigation facilitiekenflying robots the ideal
platform to solve many tasks like exploration, mappingprewissance for search
and rescue, environment monitoring, security surveikangspection etc. In the
framework of flying robotics, micro aerial vehicles (MAV)V®a further advantage.
Due to the small size they can also be used in narrow out- at@bimenvironment
and they represent only a limited risk for the environmermt paople living in it.
One of the main prerequisite for the successful accompkstiraf many tasks is
a precise vehicle localization. Since micro aerial velsidee equipped with low
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computational capabilities an efficient solution must bke &b distribute the com-
putation among all the agents in order to exploit the contmrtal resources of the
entire team. Distributing the computation has also andtbgradvantage. It allows
us to make the solution robust with respect to failures. @rotiher hand, distribut-
ing the computation must also account for the limited comication capabilities.
The cooperative localization problem was formulated if] @d it has been faced
by many authors so far. Fox and collaborators [3] introduggatobabilistic ap-
proach based on Markov localization. Their approach has bekdated through
real experiments showing a drastic improvement in loctfimespeed and accuracy
when compared to conventional single robot localizatiothe® approaches take
advantage of relative observations for multi-robot lazatiion [4, 5, 9, 15, 16, 19].
In [5] a method based on a combination of maximum likelihostineation and
numerical optimization was introduced. This method alléavseduce the error in
the robot localization by using the information coming froefative observations
among the robots in the team. In [16], a distributed multiotdbcalization strategy
was introduced. This strategy is based on an Extended Kahittento fuse propri-
oceptive and exteroceptive sensor data. In [12], the sampmaph was adapted in
order to deal with any kind of relative observations amormgtibots. In [16], it was
shown that the equations can be written in a decentralized, fallowing the decom-
position into a number of smaller communicating filters. Hoer, the distributed
structure of the filter only regards the integration of thegsioceptive data (i.e. the
so called prediction phase). As soon as an observation battw robots occurs,
communication between each member of the team and a singbegsor (which
could be embedded in a member of the team) is required. The sammunication
skill is required when even an exteroceptive measuremeritdwvonly regards a sin-
gle robot occurs (e.g. a GPS measurement). Furthermoreothputation required
to integrate the information coming from this observatismntirely performed by
a single processor with a computational complexity whidies quadratically with
the number of robots. Obviously, the centralized structditbe solution in dealing
with exteroceptive observations becomes a serious incagwee when the com-
munication and processing capabilities do not allow togrdee the information
contained in the exteroceptive data in real time. In paldicuhis happens as soon
as the number of robots is large, even if each robot perforeng few exterocep-
tive observations. In [13] this problem was considered. E\mv, the structure of
the filter was maintained the same as in [16] (namely cem@dlin dealing with
exteroceptive data). Each robot was supposed to be equipiiedeveral sensors
and the optimal sensing frequencies were analyticallwddrby maximizing the
final localization accuracy. The limit of this approach iattas the number of robots
increases, the sensing frequencies reduce. In other woydgerforming the es-
timation process in a centralized fashion it is necessamgdaice the number of
observations to be processed as the number of robots iestddsnce, distibuting
the entire estimation process can provide a great impromerxery recently a de-
centralized cooperative localization approach has beesepted in [11].
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The information filter is very appealing in this frameworket the integration
of the exteroceptive data is very simple and could be easityilduted. On the other
hand, the equations which characterize the predictionatepuch more complex
and their distributed implementation seems to be forbiddiars is a serious incon-
venience since the proprioceptive data run at a very higiufeacy.

Eustice et al. [2] and Caballero et al. [1] have recently sheolmat by using a
delayed state also the prediction step has some nice piegpért particular, in [2]
a solution to the SLAM problem by using an Extended Informatrilter (EIF) to
estimate a delayed state has been proposed. In [1] thericgapkoblem has been
considered.

In this paper we consider the problem of cooperative loatibn in D when
the MAVs are equipped with inertial sensors and exterogesnsors (e.g. range
sensors and GPS). We adopt a delayed state and we perforstintsigon by us-
ing an Extended Information Filter. We introduce a simplektwhich allows us
to mathematically express the quantities measured by thé (IMertial Measure-
ment Unit) as a function of the delayed state (i.e. the stabetestimated). In other
words, by using this trick, the link between sensor-statetlie IMU (which are
typically proprioceptive sensors) has the same mathealaigpression of the one
which characterizes an exteroceptive observation. Thasvalus to use the equa-
tions of the integration of the exteroceptive data also tegrate the IMU data. In
this way the equations of the EIF prediction step are neved asd the overall
estimation process can be easily distributed.

The second contribution of this paper is related to anothportant issue which
arises when dealing with &Benvironment. The orientation of a MAV which moves
in 3D is provided by 3 parameters. On the other hand, the MAV dyosinécome
very easy by adopting quaternions. However, this paraiaatem is redundant.
This means that part of the information is frozen in a geoivadtconstraint. Without
using this constraint part of the information is not expdiaind the overall precision
gets worse. To the best of our knowledge, this issue has tewsr considered in
the framework of flying robotics. On the other hand, the peabbf exploiting the
information contained in geometrical constraints is nat ire the mobile robotics
literature. In particular, it has been considered in SLAMewlusing a relative map.
To this regard a new filter, the projection filter, has beenouhiiced [14]. In this
paper we will adopt the same approach. In particular, weidenshe geometrical
constraint (expressing that the quaternion must be unitean ideal observation.

The paper is structured as follows. In Section 2 it is givertited description
of the dynamics, the measurement model and the estimatanegs with the EIF
for a single MAV. Section 3 is dedicated to the extension efpihevious results to
multi robot systems; in particular a distributed EIF al¢fom is presented, taking
into account relative observations between the robotsetié 4 we present some
simulation results to illustrate the efficiency of the esttion algorithm.



4 Andrea Cristofaro, Alessandro Renzaglia and Agostinatiseti

2 The Case of One Single MAV

For the sake of clarity, we begin our analysis by the desonpaf the model for a
single MAV. The extension of the presented dynamics and ureasent model to
multi robot systems is straightforward.

2.1 The System

We provide here a mathematical description of our systemiriiveduce a global
frame, whose-axis is the vertical one. Let us consider a MAV equipped Wity
proprioceptive sensors (an accelerometer and a gyrosaspegll as some suitable
exteroceptive sensors (GPS, range sensors). In this papassume that the IMU
data are unbiased. From a practical point of view, unbiasga chn be obtained by
continuously calibrating the IMU sensors (see for instd6fe The configuration of
the MAV is described by a vectdr,v, 8) € R® wherer = (r«,ry,r,) € R®is the po-
sition,v = (v, Wy, V;) € R3is the speed anfl = (6, 6, ) € R assignes the MAV
orientation:8; is the roll angle g, is the pitch angle ané is the yaw angle. We
will adopt lower case letters to express a quantity in théalérame, while capital
letters for the same quantity expressed in the local fraraetfie one attached to the
MAV).The system description can be simplified adopting ateuaons framework.
We recall that the quaternions spad¢és the noncommutative set of elements

H={g+0di+0ayj+ak: 0,000 eR, i%=j?=K=ijk=-1}.

For an arbitrary quaternian= ¢ + oxi + dyj + 0:K, we define the conjugate element
q° = & — i —dyj — gk and the normijql| = \/Ag" = V@ q =, /of + 0 + G + 2.

Let us denote byg the gravity acceleration (i.eqg = —(0,0,9) with g~ 9.81m/s?)
and byA, Q the acceleration and the angular speed provided by the IEd#rding
the acceleration, the one perceived by the acceleron®tés (ot simply the MAV
accelerationA): it also contains the gravity acceleratioRy). In particular, we have
A= A—Agsince, when the camera does not accelerateXi€0) the accelerometer
perceives an acceleration which is the same of an objectemated upward in the
absence of gravity.

The continuous-time dynamics of the MAV is given by the faling system of
ordinary differential equations

F=v ()

V:qﬂq*:qu*_Fag (2)
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.1
9=39-Q 3)

wherer,v,Q, A are purely imaginary quaternions, whigis a unitary quaternion.
The following relations for roll, pitch and yaw anglés 6,, 8, hold

6 — 0t + QyQz
1-2(0g+q))

B = tQy — Oxz

8 — 0tz + OlyOlx

1-2(q5+a3)

During the exploration, the MAV performs measurementskisda its exteroceptive
sensors equipment; such measurements can be individiab@.S-based measure-
ments) as well as relative to other MAVs poses or to the posif fixed landmarks.
The general single MAV observation equation is given by

z=nN(r,v,q) 4)

whereh(,-,-) is a known function.
In the case the exteroceptive sensor is a GPS, the obseregtiation is very simple
asitis linear

Zgps=1T. (5)

2.2 Estimation with the EIF: the integration of the exteroqaive
data

Let us denote witt® and& the information matrix and the information vector re-
spectively; in addition leR be the covariance matrix characterizing the measure-
ment error for an exteroceptive sensors. The update eqgaicthe time stepare
(see [20]):

2= fi + Z0b57 Zobs = HiT Rlei , (6)

§=T+&bs oo =HIR (3 —h(m)+HT), 7)

wherefifi are the predicted information matrix and information vecig =

fflfi is the predicted mean value ahflis the Jacobian of the observation func-
tion h evaluated afi;. The structure of such equation is very simple as the update
consists only in summing the new information from the exteqive sensors to the
predicted values.

The case of GPS observations is even easier to treat; siadarnhtionh is linear
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we haveh(fl;) = Hii; = [; and hence the update equation for the information filter
is
&=&+HR 7.

In particular the explicit computation of the mean value @& performed and this
is a key advantage since the information matrix inversiguir@s in general a high
computational burden.

2.3 Estimation with the EIF: the integration of the propriogeptive
data

Denoting byQ a noise term affecting the system dynamics, the predictepssare
given by

= [R5 AFT+Q ®)

& =ZiR5 Y&, (9)

whereF; is the Jacobian of the dyanmics evaluated at the estimateah vedue
(-1)
Mi1=2 1'& 1.

Remark 1. In a multi robot scenario, wheteandé characterize the probability dis-
tribution of all the MAVs, a distributed algorithm for the ptementation of update

equations (6)-(7) can be designed (see Section 3 and [1]}h®nother hand, the

prediction equations (8)-(9) are more complicated and t@yot be easily dis-

tributed. Nevertheless we will show that, once a delayatkss considered, data
obtained from proprioceptive sensors can be integrated)usily the update equa-
tions (6)-(7).

Let us introduce the delayed-state
Xi = (r07q03r17"'5ri3qi)

containing all MAV poses until theth time step. The discretization of the dynamics
equations over At time-step interval gives

M1 =ri+ VAt (10)
it At
Vigr = Vi+G / Adt - o + agAt (11)
I
1 i+At
g+1=0i+ EQi : / Qdt (12)
JI

From Equation (10) we can get
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Vi = (riy1—ri)/At

and hence the following recursive formula holds
i+At
fiv1=2r—ri_1+ A4t (qi . / Adt- g + agAt> , (13)
I
corresponding to a second order continuous-time evolu8etting
. At
A = / Adt (14)
|

and .
- i4At
& = / Qdt, (15)
JI

the proprioceptive measurements can be regarded as dedtatediependent func-

tions: )
A = halri 2,1 1,71, G) = X (Z3At"+ rIA_t i1+ Ti-2)d

Qi = ho(Gi-1,0) = 207_1(Gi — Gi—1)-

In other wordsA; andQ; are functions of the stats to be estimated; moreover,
since we are considering the discrete dynamics given by({2) there is no need
to include the MAV speed into the state vectox;.

Due to these considerations, we are allowed to integraferipceptive data using
(6)-(7) instead of (8)-(9), with a consequent reductiona@hputational cost in the
estimation algorithm.

For nonlinear measurements equation (7) involves the mahre\and hence in-
formation matrix inversion is required; nevertheless imgnaituation, due to the

sparsity of such matrix, a partial state recovery is sufficie order to guarantee a
good estimate (see [2]). Whole state recovering can bergdtaising for example
the Conjugate Gradients algorithm (see [18]) or the Giverations factorization

(see [8]). We point out that at any update step, i.e. whenedxrtieroceptive mea-
surement is performed, the size of the delayed-state vEdtmreases by 34 =7.

2.4 Projection filter: integration of ideal constraints

As mentioned in the introduction, the quaternion strucisiredundant for the prob-
lem we are considering and this may lead to a loss of infolwnaffo avoid this
problem we have assumed that the quatergignunitary. On the other hand, if the
discrete dynamics (12) is considered, such property ismgdopreserved. Anyway,
we can take into account the norm invariancgdfmposing an ideal constraint with
a fake observation given by the function
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ho(q) = 1— o + 0 + G + 0
in other words, we can regard the norm constraint as the merasut
z = ho(q) =0.

Integration of such fake measurement can be performed hétptojection filter
(see [14)).

3 The Cooperative Case

3.1 The System

We consider now a fleet dff > 1 MAVs, each one having the characteristics de-
scribed in Section 2. Let us denote fy¥,q)) the coordinates of thieth MAV;
the discrete dynamics is given by

K K K o [HAt K+
M =2r® 1%+ At (qi( ). /| AWt - (o) —l—agAt) (16)

g K 1 i+At
o, = qf >+§qi<>./i Q®adt. a7)

Each MAV, in addition to the measurement model (4), may perfrcelative obser-
vation; the general multi robot observation equation cawtigen as

Kk 1 1 Kk Kk
Z|()7h(k>(rl()7q|() 7ri()7qi()

. ,...,ri(N),qu)). (18)

Simple and common examples of relative observations atandis measures. If the
k-th MAV measures its own distance from tieh MAV, the observation is given by

3.2 The Distributed EIF

In [1] it is shown that delayed-states allow to distribute #stimation process over
the entire MAVs network. In particular the authors explaimtto recover the global
belief from the local belief of each network node and remaek the same opera-
tion with standard (non delayed) states is not possibld.atalwill follow a similar
approach, with a slightly different communication and dation algorithm.

When the exploration starts, each MAV begins to integrageriformation provided
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by its own sensors by equation (6)-(7) as described befopaiticular for any mea-
surement, the incoming data are stored in the bottom-rilgickiof the information
matrix and, as a consequence, in the last entries of thenirafiion vector:

Siq 07077 07(i-3)x7(i-3) g7(i-3)x21
21— 2= +
o7x7(i-1)  7x7 021x7(i-3) Sops
& 1 07(i-3)x1
é1—&i= +
074 Sobs

Suppose that aftéf updating time-steps for thg-th MAV and i, steps for thej,-
th MAV a relative measurement occurs and for sake of sintglgippose tha <
j2. Each MAV has to increase the size of the information matng aformation
vector in order to store the new data. The process is cartietbiowing the steps
described below:

1. Sate augmentation. The states of the two MAVs are increased in order to have
the same size (71 +i2); this can be done adding a suitable number of zeros in
the information matrix and information vector.

7iqx7i
s Z(jp) i, 071712 : &(in)is
o CEi
()1 O7i2><7i1 O7i2><7i2 ()11 O7i2><l
O7i1><7i1 O7i1><7i2 O7i1><l
2= | v &l —
072%™ 2 (1,)0a &(i2)iz

2. Relative estimation. The information from relative observations are integiate
using the standard update equations (6)-(7). Correlatawden the estimates
on the last poses of the MAVs may appear, so that the updatgicesamay be
not block-diagonal.
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3. Data fusion. A communication is established between the MAVs and they ex
change their stored data. The data fusion scheme is a noigibégtheoretical
issue: as a matter of fact, if the process is carried out ¢gediimply the sum of the
contributions from each MAV, estimation errors may arise tiwadding several
times the same information. Following [1], we have adoptédséon algorithm
based on a convex combination of the data:

Z(ja)iy = OZ(jp) iy T (1= ) ()00 &(jy)iy — @E(jp)iy T (1= @)y,

Z(igip = (L= @) Z(j) iy + WZ(j)ip, (1) — (1= W)&(jy) iy + @E(jy).iy

As proved in [7], for any O< w < 1, the above convex combinations lead to
unbiased and consistent estimates, i.e. no overconfidémiags is performed and
there is no overlapping of information.

4 Performance Evaluation

In order to validate our approach we perform simulations.

4.1 The Simulated Environment

The trajectories of the MAVs are generated randomly andgaddently one from
each other. In particular, for every MAV, the motion is geated by generating ran-
domly the linear and angular acceleration atH@0Specifically, at each time step,
the three components of the linear and the angular acdelerate generated as
Gaussian independent variables with mean vajugand u, and with covariance
matricesP; andPy. By performing many simulations we remarked that the preci-
sion of the proposed strategy is almost independent ofeditiparameters. The sim-
ulations provided in this section are obtained with thedwlhg settingspia = g =

(5ms2)200 (10deg s—2)? 0 0
[0ogT, Py = 0 00|andP,= 0 (10degs—2)? 0

0 00 0 0 (10deg s—2)?
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We adopt many different values for the initial MAV positiongentations and
speeds. We also consider different scenarios corresppimladifferent number of
MAVSs.

Starting from the accomplished trajectories, the true &rgspeed and the
linear acceleration are computed at each time step.@fs(Qrespectively, at the
time stepi, we denote them witl2{"*® and Al'“®). Starting from them, the IMU
sensors are simulated by generating randomly the anguésdspnd the linear
acceleration at each step according to the followitdy:= N (Q"*®, Py, ) and
A = N(A""®—Agi,Py) whereN indicates the Normal distribution whose first
entry is the mean value and the second one its covariancexnaatd Po, and
Py are the covariance matrices characterizing the accuratgeofMU; finally,
Ag is the gravity acceleration expressed in the local frameallrthe simula-
tions we set bothP, and Pq, diagonal matrices. In the results here provided

01ms 22 0 0
they are set as followsy, = 0 (0.1ms2)? 0 andPg, =
0 0 (0.1ms2)?2
(10degs1)? 0 0
0 (10degs™1)? 0 for every step.
0 0 (10degs1)?

The MAVs are also equipped with GPS and range sensors. Thep@R&les
the position of the MAV with a Gaussian error whose covargisc diagonal ma-
trix and whose components are equal torl25The GPS data are delivered &5
Finally, the range sensors provide the distances among #ésMt 2Hz and the
measurement errors are normally distributed with varigOd&lm)?.

4.2 Results

We provide some of the results obtained with the previouggstand by simulating
N MAVSs. In particular, we consider the casef= 3 andN = 5. Furthermore, we
consider separately the cases when the estimation is patbby only integrating
the IMU data, by combining the IMU data with the GPS data anddaybining all
the sensor data. Finally, in order to evaluate the benefisiofgthe projection filter
discussed in Section 2.4, we consider separately the cdmasthis filter is adopted
and when it is not adopted.

Fig. 1a-b show the results obtained with three MAVs. The blois represent the
ground truth. In fig. 1-a the magenta dots represent the GRSadd the black cir-
cles the trajectories estimated by only integrating the 188th. It is clear that both
IMU and GPS are very noisy and cannot be used separatelyitoagstthe MAV
trajectories. In fig. 1-b the green dots represent the ti@jies estimated by fusing
the IMU data and the GPS data with our proposed approach (EdFpeojection
filter). Finally, the red dots represent the result obtaibgdlso fusing the range
measurements. We remarked that the use of the range measisdorther reduce
the error. In particular, for the simulation in fig. 1a-b thesfiion error averaged
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on all the three MAV and on all the time steps is equal #ndwithout the range
measurements and4®m with them. As expected, this improvement is still larger
by increasing the number of MAVs (see for instance [17]). tn fic-d the results

obtained by using 5 MAVs is shown. The position error obtdihg also fusing the
range measurements reduces.@nt)

Fig. 2 shows the benefit of using the Projection filter disedsa Section 2.4. In
particular, in fig. 2a the red circles represent the trajgescestimated by fusing all
the sensor data and by running the Projection FilterHat While in fig. 2b the red
circles represent the trajectories estimated without #eeaf the Projection Filter.
As in the previous figures, the ground truth is representéld iue dots and the
black dots represent the trajectories obtained by a sinmpégyiation of the IMU

data.

®

© 99
oo esess6885°

x (m)

(© (d)
Fig. 1- Blue points represent true MAVs trajectories, bleickles are the trajectories with only odometric estimates
magenta stars are the GPS data, green stars are the tnagstiorates without taking into account relative obseoreti

and red circles are the estimates with the complete diséb&IF. Figures (1a)-(1b) are the simulation of 3-MAV
scenario, while in Figures (1c)-(1d) is plotted the evalntof a 5-MAV system.
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Fig. 2 - Blue points represent true MAVs trajectories, blattkles are the estimated trajectories via odometry and
red circles are the estimated trajectories with the EIFuféig2a) represents the simulation of a 3-MAV system; Figure
(2b) represents the same scenario without taking into artd¢ba information provided by the projection filter.

5 Conclusions

In this paper we have discussed an approach to perform catbelocalization
of a team of micro aerial vehicles equipped with inertialsses (one accelerom-
eter and one gyroscope) and exteroceptive sensors (GPS%age sensors). The
approach is based on an Extended Information Filter whopéeimentation is dis-
tributed over the team members.

Two original contributions have been introduced. The fargunsists of a sim-
ple trick which allowed us to avoid the equations which chteaze the prediction
phase of the extended information filter. In particular, itifermation contained in
the data provided by the inertial sensors is exploited bggiie equations which
characterize the perception step of the EIF. This allowed essily distributing the
entire estimation process over all the team members. Tter intribution is the
use of a projection filter which allowed exploiting the infaation contained in the
geometrical constraints which arise as soon as the MAV tatems are character-
ized by unitary quaternions.

The performance of the proposed approach was evaluatedihy sygnthetic
data.

Acknowledgment: The research leading to these results has received funding
from the European Community’s Seventh Framework Progra(fif@/2007-2013)
under grant agreement n. 231855 (sFly).
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