
HAL Id: inria-00537521
https://inria.hal.science/inria-00537521

Submitted on 29 Nov 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Active Implicit Surface for Animation
Mathieu Desbrun, Marie-Paule Cani

To cite this version:
Mathieu Desbrun, Marie-Paule Cani. Active Implicit Surface for Animation. Graphics Interface, the
Canadian Human-Computer Communications Society, Jun 1998, Vancouver, Canada. pp.143–150.
�inria-00537521�

https://inria.hal.science/inria-00537521
https://hal.archives-ouvertes.fr


Active Implicit Surface for Animation
Mathieu Desbrunz Marie-Paule Cani-Gascuel

iMAGIS/GRAVIR-IMAG 1
BP53, 38041 Grenoble Cedex 9 - Francez Currently at:

Department of Computer Science
1200 E. California Blvd., MS 256-80

California Institute of Technology
Pasadena, CA 91125 - USA

e-mail:fMathieu.Desbrun,Marie-Paule.Canig@imag.fr
Abstract

This paper introduces a new model of deformable sur-
faces designed for animation, which we call active im-
plicit surfaces. The underlying idea is to animate a poten-
tial field defined by discrete values stored in a grid, rather
than directly animating a surface. This surface, defined
as an iso-potential of the field, has the ability to follow a
given object using a snake-like strategy. Surface tension
and other characteristics such as constant surface area or
constant volume may be added to this model. The im-
plicit formulation allows the surface to easily experience
topology changes during simulation. We present an op-
timized implementation: computations are restricted to
a close neighborhood around the surface. Applications
range from the coating of deformable materials simulated
by particle systems (the surface hides the granularity of
the underlying model) to the generation of metamorpho-
sis between shapes that may not have the same topology.

Résuḿe
Nous présentons dans ce papier un nouveau modèle
de surface déformable pour l’animation en Synthèse
d’Images, appelé surface implicite active. Cette surface
est définie comme une isopotentielle d’un champ discret,
dont on modifie les valeurs afin d’animer la surface en
retour. Le comportement de la surface permet de suivre
le contour d’un objet à la manière des snakes en vision,
tout en simulant une tension de surface et/ou un volume
constant. La formulation implicite permet tout change-
ment de topologie. Nous proposons une implémentation
optimisée, où les calculs sont restreints à un voisinage
proche de la surface. Les applications peuvent s’étendre
de l’enrobage de systèmes de particules, où la surface
permet de dissimuler la granularité de la simulation, à la
création de métamorphoses automatiques entre objets de
topologie quelconque.1 iMAGIS is a joint project between CNRS, INRIA, INPG and UJF.

1 Introduction
Implicit surfaces have been progressively used in model-
ing and animation during the past decade. Their advan-
tages for modeling purposes are numerous, from ease of
use to compact storage or blending properties. Their use
in physically based animation is also interesting [1] since
they efficiently handle collision detection and topology
changes with their volumetric representation (V-rep).

Physics-based particle systems provide a typical ex-
ample of the capabilities of implicit surfaces. As they
are discrete, particles are not sufficient to render a de-
formable body, but they can be “coated” with an implicit
surface that will be used for display [13, 19, 20]. This is
done by associating a field contribution, orpotential, with
each particle, and then defining the body’s surface as an
iso-surface for the sum of these fields. In this way, the
object has a well-defined volume, and its shape is con-
trolled by (andonly by) the positions of the particles. A
further improvement is to use this coating to detect col-
lisions, to model precise contacts, and to provide other
advantages such as the preservation of volume during the
animation [9, 5]. The particles are then really “fleshed”
with the implicit layer, which is no longer used solely for
visualization.

Nevertheless, this use of implicit surfaces as apurely
geometric coating(as directly defined from particle po-
sitions) is often insufficient. Indeed, the surface of a de-
formable body should exhibit specific properties such as
surface tension. Moreover, a new trend in animation is
to use levels of detail to optimize computations [3]. If
such an internal physics-based model suddenly changes,
so will a purely geometric coating. This popping artefact,
betraying the internal model, can be avoided if anactive
surface is defined.

This paper presents an active surface model, based on
an implicit formulation in order to allow any topologi-
cal changes and fast inside/outside detection. Similarly



to snakes in vision, the surface (orskin) can track a target
and/or exhibit surface tension under its own inertia. A
discrete formulation allows the model to be efficient both
in motion and display computations. This active coating
may have different applications, providing a more com-
plex behavior than conventional implicit surfaces while
keeping all of their advantages.

The remainder of the paper is organized as follows:
Section 2 briefly presents previous approaches for de-
formable surfaces in computer graphics. We present our
active implicit surface model in Section 3, while Section
4 details the implementation. We propose extensions of
this model in Section 5, before showing applications to
the coating of particle systems and to metamorphoses in
Section 6. We conclude in Section 7.

2 Background on active surfaces
In this section, we briefly review the two main approaches
for the animation of a deformable surface with physical
properties.

2.1 Lagrangian approach
A first method to simulate a surface is to discretize it into
a set of finite mass elements, in a Lagrangian approach.
Various physics-based methods, such as mass-spring net-
works or particle systems, can be used to compute its evo-
lution over time [18, 11, 21]. The main problem with
these techniques appears when the surface deforms sig-
nificantly: discretization points may be lacking in some
regions of the surface. As a consequence, topology
changes such as separations or fusions are difficult to han-
dle. Fixed lattices of mass elements indeed need delicate
updating stages when a separation occurs, whereas par-
ticles systems, easily adapting to those changes [24], do
not provide the interactive polygonization that is needed
for display.

2.2 Eulerian approach
Rather than discretizing matter and following the evolu-
tion of each mass element, the Eulerian approach con-
sists of partitioning space into a fixed grid that encodes
the presence of matter. Motion is produced when some
amount of matter moves from one grid node to another.
While this technique is particularly suited to simulation
of fluid transport [6, 7], it has not been used, to our knowl-
edge, for surface animation. Yet using a fixed grid offers
a relevant property: discretization node relationships are
automatically known, so that each grid node can access
its six neighbors instantly at any time with no need for
compute-intensive updates. This property, making the
approach robust to topology changes, seems attractive,
especially if we combine it with implicit surfaces.

3 Active Implicit Surfaces
In this section, we present our method for developing an
active implicit surface with a Eulerian-type approach.

3.1 Introduction of an evolving potential
The formal definition of an evolving implicit surfaceS(t)
requires the use of an evolving potentialf :S(t) = �X 2 IR3=f(X; t) = 0	 (1)

In the remainder of this paper, we adopt the following
conventions: we define the interior of an implicit object
as the part where the potentialf takes its positive values.
We also define the normals of an object as being directed
outward. Thus, the normal vector is:n = �rf=jjrf jj.
3.2 Discrete potential
In the spirit of Eulerian approaches, we can think of using
a discrete potential, with values stored on a regular grid.
Contrary to most of the implicit surfaces used in model-
ing and animation, the potential has no analytic formu-
lation, just sampled values. A continuous potential can
be constructed from it through tri-linear interpolation for
instance.

This discrete formulation offers several advantages.
First, the evaluation cost of the potential of a point in
space can be performed in constant time,independently
of the surface complexity, via a basic interpolation of the
closest values. Secondly, finding sample points on the re-
sulting surface is quite straightforward compared to gen-
eral implicit surfaces: Since we have at hand a grid of po-
tential values, a simple spatial partitioning method (also
called Marching Cubes) [25, 10] can be used. We choose
a tri-linear interpolation between potential values so that
the null potential between two adjacent grid nodes of op-
posite values can be found in a simple linear interpola-
tion, without any need for compute-intensive root-finding
methods. Moreover, such a sampling method provides
a trivial polygonization of the surface from the obtained
sample points. Lastly, a further advantage given by this
discrete potential islocal controlof the surface. Indeed,
we can act on a single potential value to affect the sur-
face slightly and locally, without making the formulation
more complicated.

3.3 Differential equation of the potential
As the evolving potential characterizes a moving isosur-
face, it follows a simple differential equation. Assuming
that the path of a pointX(t) during the evolution of the
surface satisfiesf(X(t); t) = 0 for any timet, it yields:dfdt (X(t); t) = @f@t (X(t); t) +rf(X(t); t) � dX(t)dt = 0

(2)



A way to animate the implicit surfaceS(t) is then to de-
fine a velocity field, the only unknown quantity in the
equation, and integrate Equ. (2) over time. This tech-
nique has already been used for interactive sampling pur-
poses [24], as well as for texture animation [17] and com-
puter vision [12, 23].

Controlling the evolution of the surface thus consists
in defining at each surface point an instantaneous motion
speed. Through integration of Equ. (2), potential values
are modified so that the surface experiences the desired
motion. Thisindirect control of the surface motion via
the potential allows us to deform the surface while main-
taining the implicit formulation.

3.4 Making the implicit surface active
To finally give “life” to the surface, we only need to de-
fine a velocity field that will impose a behavior to the
surface. We call this definitionmotion strategy.

Tracking another iso-surface
The implicit skin should be designed to cover an internal
physics-based model such as a particle system. Using a
purely geometric implicit surface as in [2], that naturally
defines aboundarybetween the inside and the outside, is
not sufficient in the general case since it cannot simulate
surface tension and may also give rise to visible tempo-
ral discontinuities if the internal model switches between
different levels of detail [3].

However, the geometric coating can be used as atar-
get: the skin will always beattracted by this boundary.
In this way, we get around the problem of purely geomet-
ric surfaces by simulating a deformable surface tending
towards a given surface. The corresponding motion strat-
egy can be simply written as follows:dXtargetdt (t) = � (Gtarget(X)� iso) n(X); (3)

where� is a scalar,Gtarget the potential corresponding
to the target surface, andiso the chosen isopotential forGtarget. It intuitively means that the skin will locally in-
flate if inside the object, and deflate if outside, so that
the skin will always try to fit the boundary. This strat-
egy is closely related withballoon snakesin computer
vision [4].

Adding surface tension
Modifying the strategy can confer surface tension to the
skin. Analogously to an elastic skin under tension, sur-
face tension is mimicing with a penalty term to minimize

G      = 0

Skin

target

curvature. The strategy can then be written:dXdt (t) = dXtargetdt (t) + dXtensiondt tension(t)= � (Gtarget(X)� iso)n(X) + � �(X) n(X)= [� (Gtarget(X)� iso) + � �(X)] n(X)
(4)

where� is the mean curvature, and� a coefficient allow-
ing us to tune the weight of surface tension. With this last
equation, we constrain the skin to follow an iso-surface
while minimizing curvature at each point. It thus tends to
converge to a smoothened version of the target surface.

The motion strategy we defined is valid for any poten-
tial Gtarget, although its complexity will affect the cost
of the simulation.Gtarget does not even have to be C0,
since the skin will be smoothed by surface tension. As
the target may also be moving, we should formally writeGtarget(X; t); but we omit the time dependency when-
ever possible for clarity.

4 Implementation
Once the main ideas have been set up, we must choose
the implementation carefully in order to offer good
performances. A complete and precise mathematical
framework for implementing Hamilton-Jacobi differen-
tial equations such as Equ. (2) can be found in [16]; while
this theory is now well elaborated, we have developed an-
other approach that offers a fast solution to this problem.

To alleviate computation, we propose a number of sim-
plifications that will result in an optimized implementa-
tion of our general approach.

4.1 Simplifications
A skin being only a surface, it seems logical to restrict
the discrete potential to a nearby area around the current
surface.

Close neighborhood
As Velho and Gomes pointed out in [22], the fundamental
characteristics of a potential are its variations around the



implicit surface it defines. Outside of thisclose neigh-
borhood(or enveloping volume) of its surface, potential
values have no influence on the surface itself.

In our case, where the potential is discrete, this neigh-
borhood represents a set of nodes of the grid all around
the surface (see Fig. 1). The information stored in these
nodes allows us to deduce the potential gradient on the
surface with finite differences. It then appears that inte-
grating the variations off over time on the whole grid
is not necessary: we just have topropagate a front with a
width of a few voxelsto have at hand only the information
strictly necessary to the evolution of the surface.

-1

1

Close neighborhood

f = 0 

Figure 1: Close neighborhood of a surface (f = 0).

Restricting computations to a close neighborhood of
the surface will accelerate both the motion and polygo-
nization calculations. The theoretical algorithmic cost for
the global animation of the surface turns out to be propor-
tional to the covered area, resulting in a mean complexity
in O(n2) for a grid of sizen� n� n.

Thresholding the inside and the outside
Regions out of the surface neighborhood are not relevant
for the surface motion. Nevertheless, we must keep track
of whether they are inside or outside the skin, for col-
lision detection purposes. We then threshold the poten-
tial as suggested in [23]: every node of a potential value
greater than 1 is thresholded at 1 and in turn, considered
as interior. Reciprocally, every node of value less than -1
is thresholded at -1 and considered as being outside of the
skin. The choice of the threshold value is arbitrary: any
other value would have changed the scale of the discrete
potential, but not the surface.

4.2 Data structures
Coding the potential and the surface neighborhood
The potential being a set of discrete values on a 3D grid,
we store these data in an�n�n array, wheren is chosen
according to the desired sharpness of the polygonization.
Observe that for each node, we can access to its six neigh-
bors in constant time.

In order to quickly access relevant nodes, which are
those lying in the neighborhood of the current surface, we
employ a simple linked list, where each element points to
a corresponding node in the potential grid.

A run-length encoding data structure may also be fea-
sible, which would reduce the data memory size while
keeping the same efficiency.

4.3 Reliable integration
The motion strategy defined in section 3.4 is valid only
for pointson the skin surface. But the integration must
take place at all the grid nodes in a neighborhood around
the surface: therefore, we must extend the velocity field
notion.

Oscillation with nave integration
A naı̈ve integration of Equ. (2) on all the nodes close to
the surface gives rise to inevitable oscillations. The ve-
locity dXdt is actually zero only when the nodeX is right
on the target surface, which is a quite rare case. Thus in
general, the skin will never come to a rest state, keeping
on oscillating around the target. The reason is that both
the differential equation and the velocity field are formu-
lated only for surface points.

To solve this difficulty, it seems judicious to extend the
motion strategy at each grid nodeaccording to the closest
point on the surface. In this way, if the skin passes right
on the target iso-surface, the neighboring grid nodes will
be assigned a zero speed. It all comes down to move the
neighboring isopotentials at the same speed that the iso-
surface, as depicted on Fig. 2: it is exactly the prescribed
method of Malladi in vision [12], which was not used in
practice as it raised a new problem. How indeed can we
find the closest surface point rapidly?

f=0
f=c

X
~

X

Figure 2: Use of the closest point (after [MSV95])

Evaluation of the target potential on polygonal mesh
Instead of finding the projection~X of a grid nodeX on the
current surface, we propose to approximateGtarget(~X)
using local considerations. During the previous polygo-
nization of the skin, if some voxels around the grid node
X were intersecting the surface, a set ofp pointsfPig on
the current surface have been determined through linear
interpolations (see Fig. 3). We then replace the evaluation
of Gtarget(~X) by:1p Xi=1::pGtarget(Pi):



This approximation can easily be implemented, but re-
quires up to six target potential evaluations for each grid
node. By stamping already computed potential values,
we avoid redundant computations and the whole process
only requires as many target potential evaluations as the
current number of sampling points available for the skin.
In the case where a node has no sampling point in its im-
mediate neighborhood, we just evaluateGtarget(X) with-
out giving rise to problems : the grid node is “far” enough
from the surface for that approximation to be valid.

X

mesh target

3

2

P

G     = 0
Polygonal

P

1P

Figure 3: Shifted evaluation using available sample
points

With this evaluation process, the algorithm appears to
be reliable without the need of artificial viscosity. The
potential evaluation, shifted from a grid node to nearby
sample points on the current polygonal mesh, introduces
a filtering that is sufficient for our needs.

Surface tension handling
To include surface tension to our motion strategy as ex-
plained in section 3.4, we must first express the local
mean curvature of the skin. Its surface being defined im-
plicitly, the expression for the mean curvature becomes:�(X)= div (n(X))= div (� rf(X)jjrf(X)jj )= � �f2x(fyy + fzz) + f2y (fxx + fzz)+f2z (fxx + fyy)� 2fxfyfxy � 2fyfzfyz�2fxfzfxz) =(f2x + f2y + f2z )3=2 (5)

where fx; fxy; fxx;. . . represent partial derivatives ap-
proximated atX with finite differences.

Once these mean curvatures have been computed for
all grid nodes in the neighborhood of the surface, we can
add to the previous evaluation the surface tension term� �(X) for each grid node. A more sophisticated approx-
imation appeared unnecessary, contrary to the advective
term as already reported in [16].

4.4 A quick note on normals
Slight shading artifacts, resembling a bump mapping ef-
fect, can arise if no surface tension is set. Indeed, even

if the polygonization is adequate, the normals of the skin
are computed by linear interpolation [10] between finite
differences approximations: small errors are inevitable.
To get rid of the problem, we can think of a post-process
for smoothing. But a small amount of surface tension
proves to result in the same effect : it smoothes out the
normals and the surface appears correct.

4.5 Updating the surface neighborhood
We must cope with the dynamic update of the nodes sup-
posed to be in the current neighborhood of the surface.
That is to say, we must find out when a grid node must
be added to the linked list of neighboring nodes, or, con-
versely, when a node must be removed from it.

A node must be “awakened” when the surface comes
to a close neighborhood of one of its neighbors. An easy
implementation can then be done during the evaluation of
the velocitydX=dt of a node: if the surface goes through
one of the adjacent voxels, we check that each neighbor
node is already active, and we wake up those which are
not. In this way, nodes are available just in time as the
surface propagates.

As for deletion, it can take place during the threshold-
ing stage: as soon as a potential value drops below -1 or
goes above 1, the corresponding node is both thresholded
and removed from the linked list. We can also remove
nodes too far away from the surface, as being no longer
relevant: it allows us to maintain only a small number of
nodes around the surface whatever the slope of the target
potential. With these easy tests, the linked list remains up
to date at a low processing cost.

4.6 Global algorithm
The global algorithm can be implemented in two passes:
we evaluate the velocities of each nodes in the linked list,
and then update them all. The following pseudo-code
sums up the process:

At each time stepdt,
For all pointsX of the grid stored in the linked list

Calculaterf(X; t) with finite differences.

EvaluatedXdt as explained in sections 4.3 and 3.4.

Deduce@f@t (X; t) = �rf(X; t) � dXdt
For the same pointsX

Update the potential values :f(X; t+ dt) = f(X; t) + @f@t (X; t)dt
Visualize the surface by polygonizing modified voxels.

4.7 Time stepping
The last point to mention is the time stepping required to
ensure a stable and precise integration.



Without surface tension
The differential equation (2) is purely hyperbolic when
the surface tension coefficient� is zero. The adequate
time step must follow the Courant-Friedrichs-Levy crite-
rion [14], written in our case as:dt � �xV (6)

where�x represents the size of spatial discretization, andV = max jjdXidt jj is the nodes’ current maximal velocity.
This criterion is typically analogous to the Shannon the-
orem, as it stipulates a time step inversely proportional to
the maximal speed.

We can observe here that this criterion also guarantees
a displacement smaller than the size of a grid voxel, en-
suring that our algorithm will be robust as the surface will
not pass over a node in a time step.

With surface tension
The introduction of a surface tension, involving a cur-
vature term, changes the nature of the differential equa-
tion [16]: A parabolic contribution is added. We have
chosen the time step as follows:dt � �x22D
whereD = �max jjrf(Xi)jj is the diffusion due to sur-
face tension.

Finally, we use the following time step in our imple-
mentation: dt = min(�xV ; �x22D ) (7)

5 Properties extensions
The basic model being defined, we can extend the strat-
egy of the active skin model in order to add further prop-
erties, such as area or volume preservation.

5.1 Controlling the surface area
During polygonization, we can sum the area of each tri-
angle generated to obtain the global area of the surface.
From this approximationA(t), we are able to define
another penalty strategy to ensure an approximate area
preservation. This can be done by adding the penalty
term: dXareadt (t) =  (A0 �A(t))A0 n(X)
The skin will thus globally inflate or deflate to keep its
surface area at the given valueA0.

5.2 Controlling the inner volume
Similarly, the total volume can be updated at each poly-
gonization. Then, the penalty term that will result in a
global volume control can be written:dXvolumedt (t) =  (V0 � V (t))V0 n(X):
It is interesting to observe here that ourballoon strategy
for the volume control is justifieda posteriori. Indeed, it
has been proved [15] that the gradient of the incompress-
ibility constraint of a meshed object at one of its vertices
is directed along the normal to the mesh. Thus, a dis-
placement along the normal of the skin is optimal to con-
trol volume.

6 Results
The implicit active surface has been originally designed
for visualizing physics-based particle systems, but may
also be used for very different applications such as com-
puting metamorphosis between shapes of various topol-
ogy.

6.1 Skin over particles
Our surface model has been used as an active coating for
particle system animation. The target iso-surface is di-
rectly defined from field contributions associated with the
particles. The surface is animated in order to follow the
surface evolving while simulating surface tension, which
hides the granularity of the underlying model. Since the
amount of surface tension is tunable, different render-
ings of a given particle animation can be generated (see
Fig. 4(g-i), where an excessive surface tension was used
without controlling the inner volume). Since particle sys-
tems can lead to separation and fusion, the implicit for-
mulation of the skin is critical.

For this test (Fig. 4), there is no retroaction from skin to
particles — the skin is not used to detect collisions with
obstacles.

6.2 Automatic metamorphosis
Another direct application of the technique described
through this paper is the automatic metamorphosis be-
tween any shapes. Indeed, if the surface is initialized to a
given shape, it will smoothly and autonomously turn into
the target shape we have chosen.

The specificity of such a method compared to con-
ventional morphing between, for instance, implicit ob-
jects defined by skeletons [8], is that there is no need for
specifying a correspondence between parts of the implicit
body. The surface turns from one shape to the other one
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Figure 4: Examples of particle coating, for� = :1 (d-e-f) and� = :4 (g-h-i), with a grid size of40� 20� 20.

without any pre-processing time. This is its main draw-
back too: the user cannot specify a given way to morph
between the two shapes.

Fig. 5 shows a metamorphosis without change of topol-
ogy. The initial object is a warped implicit surface gen-
erated by a segment-skeleton, while the target object is
analytic. The parameters we use are� = 2:0; � = :01,
and the discrete potential is stored on a50�50�50grid to
obtained a detailed representation. The average compu-
tation time between two frames is less than two seconds
on aIndy R4600 SGI.

The second example takes advantage of the ease of
dealing with topology changes. We morph, as depicted in
Fig. 6, a six point-skeleton implicit surface into two dis-
connected spheres. Observe that four lobes deflate while
the other two seem to move apart. Some intermediate
frames exhibits quite sharp edges. The filament between
the two spheres gets slowly thin to finally disappears.

7 Conclusions and future work
We have presented a new model for animating a de-
formable surface with physical properties. A discrete im-
plicit formulation, capable of dealing with arbitrary topo-
logical change, is updated according to a motion strategy.
Several properties can be simulated such as tracking a
given shape, surface tension, or volume preservation. An
iso-surface of the discrete field is then polygonized and

displayed. In this way, the surface evolves under control
of the discrete potential, maintaining the implicit formu-
lation. By restricting computations to a close neighbor-
hood of the current surface, we obtain a rapid and ro-
bust way to model evolving implicit surfaces with vari-
able complexity.

Work in progress includes the definition of an adaptive
particle system, which refines or simplifies itself accord-
ing to local deformation. With such an adaptive model,
the surface described above would be aa appropriate fea-
ture that adds both surface tension to the simulation and
smooth visualization despite the ever-changing granular-
ity of the internal model.
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