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Abstract

How can Implicit Surfaces be used in the context of high-eath€
puter Animation ? This paper compares two different represe
tions of field functions — the constructive approach and thk fi
image approach. Their respective advantages and limitatior
the definition of animation and morphing algorithms, and tfoe
visualization of an animation are discussed. We show ttiiaieit
solutions to the animation of textured objects can be pexvidy
hybrid methods that combine these representations tagatiakor
with parametric surfaces. This point is illustrated by tvese stud-
ies: the animation of deformable characters and the simulaif
textured lava-flows.

Categories and subject descriptors: 1.3.5 [Computer

Graphics]: Computational Geometry and Object ModelinglidSo
and object representations, Object hierarchies; 1.3.7n{@der

Graphics]: Three-Dimensional Graphics and Realism—Ationa

Texture.

Additional Key Words and Phrases: Implicit Surfaces,
Constructive soft geometry, Field image representation.

1 Introduction

The use of implicit representations is quickly spreadingracien-
tific visualization, geometric design and computer anioratilm-
plicit surfaces bring several advantages over paramedring: they
ease the construction of smooth surfaces of any topologgeonh-
etry, provide an in/out function which can be used for tegtirter-
sections, and allow the modeling of large deformationsuiditig
separations and fusions. These features have proved vawe-co
nient, in particular, in several applications of Computeriration
such as 3D morphing, character animation, and soft subetasin-
ulation. However, severe drawbacks, such as the difficaltyet an
interactive display, and to map 2D textures on implicit agés, still
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prevent this representation from being really usable imtégd ap-
plications.

This paper tries to open a discussion: In which cases do we hav
good reasons for choosing Implicit Surfaces ? Should thaysee
alone, or combined with a parametric representation ? Sltbely
be defined using a constructive approach (ie. as the suceessn-
bination of primitives) or should we merely store a field ftion
sampled on a 3D grid ? Rather than trying to provide general an
swers, we focus here on the Computer Animation field, whege th
efficiency of computations is a key point, while the qualitylanov-
elty of effects are a constant challenge. In particular, viledis-
cuss the problem of animating deformations, including fiojeots
on which a 2D texture needs to be mapped.

Animating an implicit surface is an intricate process sitioe
surface is defined as an iso-surface of a scalar field over Ehe 3
space. Thus, animating the surface consists in animatmdeh
function, which is a volumetric entity. While a construetiap-
proach to implicit design defines the field function as thecsse
sive combination of implicit primitives, most implicit slaces used
in scientific visualization are defined from a 3D field sampded
a grid. The choice of one of these formulations is a key paint i
our discussion since the modeling, animation, and rengesieps
of the process will be quite different. The remainder of thégper
reviews these two approaches, compares their benefits sigrde
ing animation and morphing algorithms, and for renderingaan
imation. Hybrid solutions are then discussed in the contéxhe
animation of textured objects that deform over time. Thigps
illustrated by two case studies, the animation of deformaibiar-
acters, and the simulation of a visually-realistic lavawflo

2 Constructive soft geometry versus
field images

There are two main ways of representing the field function diea
fines an implicit surface. The first one relies on a constvacip-
proach, while the second one directly stores a 3D “image’hef t
field, ie. field values that are sampled over space.

2.1 Constructive soft Geometry

This approach, which is the most widely spread in design and
animation applications, consists in successively comgirfield
primitives using various operators such as blends (the Isshpf
which is summation), set-theoretic operations, and warfimc-
tions [25, 5]. Primitives may be defined either analyticatiyusing
functions of the distance to a geometric “skeleton”. Thi dass
includes both convolution surfaces [3], for which the dis@func-
tion is integrated over the skeleton, and distance surfageb as
blobs, meta-balls, and soft objects [37, 4]. An example géctb
created with this approach is depicted at left of Figure 1.



Figure 1: A column created using the constructive approach, withdden
and warps of primitives (left). Two views of a sculpture mizdewith Eric
Ferley’s system, based on the field image approach (right)

2.2 Field images

An alternative approach consists in directly storing thieiea of the
field function sampled over the 3D space i.e. a “field imaghis(t
terminology was introduced in [17]). From this represeintatthe
field can be defined anywhere in space using the trilineargota-
tion of the 8 nearest sampled values. This approach has lseeh u
for a long time in scientific visualization [18], since mangta-
sets in medical imaging or hydrodynamic flow simulationssisn
in values defined over a 3D grid. It is also popular in 3D image
processing, where “level-set approaches” rely on field iesafpr
animating a deformable iso-surface that fits and smoottettesed
data [32]. Lastly, this representation is now emerging indeto
ing [19, 31, 17, 13] and animation [33, 11] applications. Ufegl
shows an example of object created from a virtual sculptusiys-
tem relying on the field image representation [13].

2.3 Evaluation time versus memory cost

Although both representations can be used for modeling and a
imating complex implicit surfaces, their performancesareting
time and memory costs are very different.

The constructive approach offers a compact storage of thk fie
function, since the field is stored as a hierarchical stmectvhere
leaves are primitives defined by a few coefficients and nodes a
operators. However, each query of the field value at a givémt po
space requires a full tree-traversal and function evatnatDuring
a modeling process, the field evaluation time will lineargpdnd
on the number of tree nodes, so it will increase with the cexip}
of the objet, even if the use of bounding boxes around local field
primitives can avoid some of the computations.

On the opposite, the field image approach insures that ar fiel
query will be answered in almost constant time, whatevectms-
plexity and extend in space of the model. However, storing a
full 3D grid of values may require too much memory. As noted
in [32, 31, 33, 11], only storing grid nodes that belong to lautar
neighborhood of the iso-surface of interest is sufficieimge other
field value do not affect this surface. An efficient solutisrta use
a search tree for storing the active grid nodes [13]. Altéweaso-
lutions would consist in storing them in an octree or in a ngtitd
data-structure. In all these representations, we shoulel that the
more complex the data-structure is, the more costly fieldueva
tions will be, since field values at grid nodes need to be bedrc
for in the structure before being interpolated. For ins&aneith
the search tree implementation, the number of nodes thatamed
is proportional to the area of the iso-surface of interestcs the
tubular neighborhood has a constant extend around thiacg)rf

1An alternative to using a lot of simple primitives is to rathise a few
complex ones, defined from more general skeletons and/or &rusotropic
field functions [8]. The construction tree will then be srealbut the leaves
evaluation may become quite expensive.

and searching for a node is proportional to the logarithmhis t
number. For complex model, this approach is still much méfie e
cient than evaluating a construction tree.

A last solution for offering a compact storage of the field gaa
consists in using wavelet compression [31, 17]. In this aagh,
wavelet coefficients need to be stored instead of field valaed
a specific “reconstruction” process is required for ansmgefield
queries. The wavelet representation has several advantdgs-
fers an analytical formulation of the field function, yieldem-
pression when the function is smooth, and may be used foi-mult
resolution rendering of the implicit surface. However, we ribt
discuss this representation in the remainder of this pagece it
has not been used yet in Computer Animation applicationscakie
simply guess that since wavelet coefficients need to belethao
fixed space locations, most features of this representationld be
the same than for the field image solution.

3 Animation and morphing algorithms

Whatever their representation, implicit surface provigedfic fea-
tures that are very useful in Computer Animation appliaagio

¢ they allow the animation of large deformations including
topological changes (separations, fusions) which would be
very difficult to model using parametric surfaces [35]. This
feature is essential both for animation and for morphing ap-
plications.

e the use of implicit representations accelerates collisietec-
tion, since in-out functions are provided. This makes them a
good tool for physically-based simulation. Moreover, con-
tact surfaces between soft colliding objects can be gener-
ated, both with the constructive and field image representa-
tions 7, 21, 13].

However, in addition to different performances in termsiofe and
memory cost, the representations of implicit surfacesttyretiffer

in the way motion and deformation can be defined and conttolle
The following sections review these differences.

3.1 Controlling motion and deformations

A first remark is that constructive and image field models are r
spectively related to the Lagrangian versus Eulerian agares for
simulating motion: while Lagrangian methods follow the oot

of the material, such as we do when we animate implicit prirg,
Eulerian methods rely on a grid of voxels and capture whasgoe
in and out of each voxel over time. The image field represemat
where field values at fixed grid points are edited to model nwte
motion over the grid, belongs to the latter approach.

The constructive representation is very popular in Compiite
imation since it stores a structure (typically, a hierarofiymplicit
primitives) which can be used for controlling the animatigkny
motion or change of parameters of the primitives will imnadly
resultinto an adequate motion and deformation of the serf@on-
structive soft geometry is thus very easily embedded intayared
model for Computer Animation [7, 6], where the motion of itafil
primitives can be linked to any “inner structure” easy toraaie
(for instance, to an articulated skeleton to perform charaani-
mation, or to a physically-based particle system for aningasoft
substances experimenting separations and fusions).

At the other end of the spectrum, field images provide no struc
ture at all. This does not mean that animation cannot be per-
formed. However, it may be more intricate [33, 11]. Animatin
the iso-surface implies progressively modifying the saddield



function that defines it. This can be done through the numeri-
cal integration of differential equations applied to thddigal-
ues. Letf(X,t) be the time varying field function anf= {X €
R3/f(X,t) = 0} be the iso-surface of interest, of normal vectors
n(X,t) = —0Of(X,t)/]|Of(X,t)||. Suppose the motion we want to
apply to the surface is defined by a velocity figlgX) (i.e. a vector
field giving the desired speed vector for pokite R3). Then, as-
suming that the path of poin satisfiesf (X,t) = 0 during motion
yields:

df

dt

of

ot

dX

——=0
dt

(X, t) = = (X,t) + Of (X )
The time-variation we should apply toin order to set%it( toV(t)
is thus:

of

= (X, = ~DF GV = DY) V(0006

1)

where Of(X,t) is easily computed using finite differences. Sim-
ple motion strategies such as following an implicit targeface or
smoothing the current surface have already been propo8ed 13
For instance, following a target surfaté¢X) = isothat may move
over time can be done using:

V(t) = a(T(X) —iso)n(X)
wheren = —0f /||Of|| is the normal vector to the field image iso-
surface. This method was used to render mud-flow simulations
while filtering the deformations of a poping iso-surfatex) = iso
defined by a time-varying number of skeleton-points [11, 16]

An idea for providing a more direct control on the animation
would be to leave the user directly specify the motion (angsth
the velocity vector) of some “control points” on the surfadéhis
approach has been explored in a constructive soft georraimyef
work [34], where primitive parameters where optimized tokena

%(X,t) obey equation 1 (then, the number of control points had to
be directly related to the total number of primitive paraens}. Ex-
perimenting with a similar approach in the image field casealdio
be promising. Of course, the velocity field needs to be defewed
erywhere. The use of the smoothing strategy or of a constant ¢
vature strategy for points that are not over the user’s cbeould

be a solution.

3.2 Morphing applications

Implicit Surfaces allow easy morphing between 3D shapesgf a
and may be different, topologies. A naive approach congisd
using linear interpolation between the field functions defirthe
initial and the final shapes. However, this generally resiaito in-
coherent intermediates shapes. For instance, transfgreniman
into a rabbit model (ie. metamorphosis between quite “sirhil
objects) can yield intermediate shapes that are made ofaelis-
connected components (see [2]).

Solutions for ensuring shape consistency during the togursf-
tion have been proposed both for the constructive and faintlage
field approaches.

For implicit surfaces built from a combination of primitisgthe
best method consists in associating primitives togethers(ton-
trolling which part of the objet will morph to a specific paftthe
target object), and then progressively transforming adl piimi-
tives into their target primitives. When primitives are geated
by skeletons such as points, line segments, polygons, gheel
dra, the weighted Minkowski sum of the initial and final skele
tons can be used as the skeleton at the intermediate stdfes[1
specific control may be needed to avoid “amorphous” inteiated
shapes: trajectories including translation and rotati@nassigned

to skeletons, allowing to compute Minkowski sums in locabreo
dinate systems thus avoiding changes of skeleton dimemkion
ing the transformation [15]. For instance, if the initialdafinal
skeletons are two non-co-planar polygons, the sum is cosdpat

a rotating plane which moves from the initial to the final fn
planes, yielding a planar Minkowski sum (the direct compata
of this sum in the 3D space would have resulted into a polybedr
skeleton).

Performing fully automatic yet consistent 3D morphing isiea
using the image field representation. Equation 1 is integrasing
the target following strategy of Section 3.1, the targehbejiven
by the desired final shape. During the transformation, tliain
object locally inflates where the target object is larged daflates
where it is smaller, thus performing one of the shortest piaths-
forms between the two shapes (see Figure 2, taken from [Ih.
process is purely automatic, the only constraint being tinatwo
initially object intersect.

Figure 2:Two morphing examples using the image field representation.

3.3 Constant volume deformations

Controlling the volume of an implicit object during an anitioa or
a morphing process is an important point: constant volunierde
mations are a key feature for making virtual objects loole Iikal
ones. In morphing applications, large volume variationintsr-
mediate stages are not desirable in most cases. Lastlyy béle
to locally specify some local volume changes during an ationa
can be very useful in some applications such as characteaion.
Two solutions were proposed, respectively in the congtreand
in the field image methodologies. Both of them are approx@mat
solutions, which is not a problem in practice, since sevesime
optimization steps can be performed, if needed, betweerctme
secutive animation steps. However, one of them only pedotel
volume control, while the other one is restricted to glokmaitrol.

The constructive approach is well suited to the local cdrifo
volume. Constructive soft geometry offers no easy way fanco
puting the volume embedded inside the implicit surface. édger,
when an animation is defined by moving some of the primitives
around, volume variations should be correctduerethe shape of
the object is actually changing. The solution proposed T €elies
on the notion of “territories” associated with each imgligfimi-
tive. The territory of a primitive is the region of the impiiwolume
where the field generated by this specific primitive is thénbighan
any of the others. During an animation, a sampling of tenigis
maintained over time in order to capture local volume vioiat.
Then, a PID controller is used to tune the primitive “strdrigh
order to make the implicit surface locally fit the desiredurak
value.

On the opposite, the image field approach (which does not pro-
vide local primitives to be tuned) can easily track globalunoe
changes by counting the number of voxels the iso-surfaces goe
through during an animation (this number is counted pasiior
negatively depending if the voxel is entering or going outa#



implicit volume). Then, an inflate/deflate strategy can bedu®r
maintaining the volume towards the desired value [11], byirzgl
a penalty term to the velocity fieM (X) used in equation 1. We
should note that trying to use this strategy locally wouldlwork:
the volume of a translating rigid object will be interpretéd the
field image representation, as locally increasing at one, sidd de-
creasing at the other side. These local “volume variatiomsst not
be compensated, since the global volume is not actuallygthgh

4 Rendering an animation

Efficient rendering is a key point in Computer Animation:drec-
tive visualization is highly desirable at early design s&gn order
to give the animator a good feedback on what he is doing. More-
over, due to the number of images to generate, efficient and go
quality final rendering will be needed. Direct ray-tracirfghte im-
plicit surface is a solution for performing this last taskhaugh
the projective rendering of a polygonisation can give qgied re-
sults in much smaller time. The remainder of this sectioufes
on solutions for getting or trying to get an interactive déspof an
implicit surface that moves and deforms over time, and forsts
tently mapping a texture on it.

4.1 Global versus local visualization methods

Usual methods for polygonizing implicit surfaces belong¢ite spa-
tial partitioning approach [37, 18], which consists intasning the
field function through a fixed 3D grid, and then triangulatihg
voxels that intersect the surface. This approach is vegvagit in-
deed to render field image models: the set of voxels intarggtite
surface and the associated field values at nodes being alteat
puted and stored, polygonisation can be performed effigieloy
just incrementally editing the polygonisation in the reggovhere
the iso-surface is moving [11, 13]. This yield real-time fper
mances, as shown in [13].

In the case of implicit surface models built from the constru
tive approach, the convenience of spatial partitioningpadgms
is more doubtful: basically, these methods will pre-cotféhe
construction-tree representing the object into a field ienday com-
puting field values at grid nodes) before performing tridagan.
As a consequence, they do not yield real-time performanogs a
more. Moreover, the use of this methodology for renderinguan
imation raises a number of drawbacks: the conversion to d fiel
image and subsequent polygonisation must be recomputed fro
scratch for each animation frame, even if the animator knihas
the implicit objects are just performing rigid displacerteermore-
over, scanning such motions through a fixed grid often ceealtas-
ing artifacts on the surface shapes.

A totally different global visualization method consistsvisu-
alizing mutually repulsive particles, called “floatershat sample
the implicit surfaces [34]. The differential equation 1 &ed again,
but in the other way: this time, the particles velocities@mputed
from the time derivative of the field, so that the particles eon-
strained to stay onto the surface. Repulsive forces appkéaeen
particles, together with a fission/death process, yieldjales sam-
pling even when the implicit surface experiences large mefo
tions. This approach can be applied whatever the repragamta
of the implicit surface is, although polygonisation basedspatial
partitioning still seems more appropriate for the field imagpre-
sentation. Contrary to the spatial partitioning approgudrticles
rendering allows to take benefits of temporal coherencendutie

2This does not mean that a full field image needs to be stordyigpo
nisation is usually performed “on the fly”, using a continaatmethod for
following the voxels that intersect the iso-surface.

animation. However, the visualization it provides (eacttipi be-

ing represented as a small polygon oriented along the lacglnt
plane, see Figure 3, left) is not always sufficient for adéejyavi-
sualizing an animation where a lot of objects move and deform
A solution would be to compute a Delaunay triangulation hi
should ideally be incrementally modified at each animatitap)s

of the particle set. However, it should be noted that gerzna
Delaunay criteria for triangulating a curved surface enawetinto

a 3D space is not as straightforwards as computing the Dajyaun
tetrahedrization of a volume (Section 5.2 comes back taatbiist).
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Figure 3: Rendering with particles (left) compared with local, priive-
based, polygonisation (results for two different meshkggms are shown).

In the case of implicit objects modeled using constructiott s
geometry, recomputing a triangulation from a set of sampieatp
can be avoided using a local, primitive-based, approach Feg-
ure 3, center and right). The idea is to associate a giverl loca
polygonisation to each individual implicit primitive. Whesev-
eral primitives are blended together, the polygonisatiodes mi-
grate along a fixed axis (w.r.t. their associated primitit@)the
iso-surface, or to the border of the territory to which thejdmg.
This results into a piecewise polygonisation of the implcirface,
that can be generated in real-time during animations, thamtem-
poral coherence [12]. Snapshots from our animation system a
depicted in Figure 4. Little “gaps” between primitives cam b

Figure 4:Snapshots from our animation system: left: internal stmecof
talking lips; right: an animation frame.

avoided through local overlapping as suggested in [28]. fifla
polygonisation of the implicit surface has to be computkd,local
polyhedrizations can be clipped near the territory bordensl then
reconnected together [9].

4.2 Textures

Modeling and animating textured objects is not straithfandg us-
ing implicit surfaces. Indeed, a volumetric texture can béred

in the global frame of a field image. However, the surface jugt
move into the texture space when the object deforms, reguitito
strange visual effects. In the constructive soft geomeppra@ach,
different 3D textures can be attached to each implicit gimj and
blended together at surface points where several prinsitiae a
non-zero contribution [36]. However, animating the suefawill
then result into visual artifacts such as time-varying rifgiences
between texture patterns. Anyway, being able to map andrcohe
ently animate a 2D texture on an implicit surface that defoaver
time would be much more likely than 3D textures to model a kind
of “skin” covering the animated object. However, this is wmo

as one of the hardest problem in implicit surfaces modeksnge



implicit surfaces provideno parameterizatioron which to attach
texture coordinates.

Contrary to what is often stated [38], | do not think that digign
an initial texture mapping is much of a problem. Since a poly-
gonisation or at least sample points are needed for visogline
implicit surface, an initial mapping can be attached to ¢hpsints.
This can be done using any standard approach that works venate
the surface topological type. For instance, direct pagntinterac-
tive decoration [26], or texturing with triangular patterf20] can
be used for defining the initial texture map.

A much harder problem in Computer Animation is the way the
texture will be animated when the object surface deforms twes
(these deformations may even include separations andh&l$icA
first practical approach, suggested in [1] and dedicatetigéabn-
structive methodology, consists in attaching patches ofe@ures
to the individual primitives. During the animation, tex¢upatterns
may either be blended together in zones influenced by sqweéna
itives, as was done for 3D textures, or clipped at the boyndtthe
implicit territories in order to produce sharp color traimis. An
easy way to implement this solution is to use the local piimit
based polygonisation [12], where texture coordinates nmeylib
rectly associated to the sample points defined in each lggal p
itive frame. However, this approach, that works well enotigh
uniforms color, will produce quite poor results when ardiyr tex-
ture patterns are used: parts of the texture would expezieged
motion during a smooth deformation of the implicit surfasdjle
other parts, corresponding to blending areas, would sirappear
or disappear during motion. In practice, this solution wascess-
fully used for painting eyes and mouth on a deformable charac
ter [1], these texture patterns being adequately surralihgethe
same uniform color.

A much wiser solution to animate 2D textures on an implicit
surface which deforms over time is to use a vector-field baged
proach [28]. Sample points of fixed texture coordinates aie a
mated using various vector fields, equation 1 being useddgai
constraining them to stay onto the implicit surface. Vetitdds im-
plementing various behaviors such as “sticking”, “twigtin‘elas-
tic”, “sucking” and “shivering” textures are provided. Maxf these
fields are related to the individual motion of underlyingrpitives,
since the implementation was performed in a constructivaiait
surface representation. However, using the same ideag ifietld
image approach should not be difficult. An easy way to do itldou
be to attach texture coordinates to mutually repulsive éictas
those of [34].

5 Animating textured objects: two case
studies

The existence of theoretical solutions do not always giaiical

answers to “real-life” problems. The following case stugliehosen
so that the well known advantages of implicit surfaces ationa
(see Section 3) immediately apply, will illustrate this poiGiving

practical solutions to these problems yields hybrid sohgiwhich

combine several representations together.

5.1 Character animation

Experimenting with animated characters is quite naturanusing
implicit surfaces for animation:

e characters are a good application field for constructive sof
geometry, since this representation is very easily emtgdde
into layered animated models [6].

o efficient collision processing is an important feature imrch
acter animation, since interpenetrations between the bbdy

the character and its arms, legs, clothes, and hair have to be
prevented. Modeling contact through local deformations of
the flesh [21, 6] is useful in this framework.

Figure 5: Character modeled with a fully implicit solution. Deforriats due to
contact are generated for parts that do not blend.

A first solution consists in entirely relying on construetiim-
plicit surfaces for modeling the muscle, flesh and skin layeafr
the character. The volumetric primitives generating théase are
attached to various parts of the articulated skeleton otctteac-
ter, sometime through intermediate springs in order to giveore
dynamic behavior to the flesh [23, 24]. Muscles can be anidnate
by tuning some of the primitive parameters over time. Moezpv
the use of the resulting implicit surface as the skin layaregates
smooth junctions between the different body parts. Howestgrh
a direct use of implicit surfaces raises two problems, whithy
greatly alter the quality of the resulting animation:

¢ Unwanted blending between different parts of the character
must be avoided. A solution is to specify which of the prim-
itives should blend together using a blending graph [22, 7],
and to process collision between the parts of the character
that do not blend [21, 6] (see Figure 5). However a closer
look at the blending graph approach shows that it does not
fully solves the problem: it is just a new formulation for an
old solution [1] which consists in defining the field function
as the maximum of field contributions from groups of blended
primitives (these groups are the fully-connected subggaph
the blending-graph terminology). The problem is that tlis s
lution does not insure order one continuity of the implicits
face: since the result is the mere union of distinct implicit
volumes, creases may appear between different parts of the
surface.

e Modeling and animating skin texture may be difficult with
the implicit surface approach. Skin should ideally be able t
slide over the muscle and flesh layers, and even to create wrin
kles. Implicit surfaces seem not be the best model for sglvin
these problems, although the vector-field based textufing a
proach reviewed in Section 4.2 could give a partial answer to
the problem.

More practical solutions to character animation consisénm
bedding the implicit volumetric model into a parametricrsk80,
27]. This solution is perfectly wise since the character litte
chances to break into pieces during the animation: a skirhroes
fixed topology, whose points are re-projectashto the surface at
each time step, is sufficient. The parametric skin will atdtim
cally smooth the tangent discontinuities due to the use fbérdi
ent blending groups in the implicit layer. This model for thlén
will ease texture mapping. Lastly, sliding and wrinklinghlaeiors

3This is usually done using the iso-surface in-out functiatihough
equation 1 could also be used for constraining the motiorkiof goints.



can be integrated to it. This solution shows that implicitfaces
can be much more useful in an hybrid representation framewor
than alone. Here, the implicit layer is still a good choicedasily
modeling and animating the body volume while efficientlyiding
penetrations inside of it.

5.2 Animating a visually-realistic lava-flow

The motion and deformations of virtual lava flowing down &op
can be simulated using an hydrodynamic particle system [26h-
trary to the last case, using parametric surfaces for cgatia flow
would be almost impossible, since large deformations, asgiply
separations into several disconnected components aregertes-
ated. Implicit surfaces, that were already used for remdepiarti-
cles [10], thus seem the right solution. However, the anssveot
so straightforwards considering that several thousangsudicles
are to be animated, and that a texture should be coheretdthatl
to the flow in order to render lava-crust.

The solution developed in [29] tackles the number of privesi
problem thanks to an hybrid representation taking the keegtifes
of the constructive and of the image field approaches. Bottitpo
primitives (the particles) and a grid structure are usede Tdr-
mer allows a direct control of the implicit surface from tharficle
flow. The latter,.e. a grid of voxels, is used for treating field value
queries in almost constant time. Field functions with a tedira-
dius of influence are associated with particles. Then, tlthigused
to keep track of the list of particles going in and out of eackel at
each time step. Since attraction-repulsion forces preparttcles
from clustering, the number of particles in a voxel remainmsat
(a few tenths). Field computation at a given point is perfednby
only summing the contributions of particles that lie in therent
voxel and in some of its neighbors (depending on the valuehvhi
has been given to the field radius of influence). Lastly, stha
full 3D grid, which would take too much memory, can be avoided
considering the fact that the vertical extend of a lava flowagks

remains small (see Figure 6)
© 0 O
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Figure 6:Grid data-structure used in the lava-flow animation.

Concerning the polygonisation and texturing problems,dine
was to generate a lava-crust texture that wdialtbws the flow
Thus, the main texture patterns (i.e. the lava “clinkersf)smbe
attached to the particles, while consistent crust texta® to be
generated between them. The solution adopted in [29] cardre s
as a very simplified version of the local visualization metfib2]:
due to the number and the small size of the particles, a sgagte
ple point is attached to each of them. A triangulation cotingc
these points is generated at each time step. Using a Deldtinay
angulation would not ease the generation of lava clinketepe.
We rather tile the implicit surface into pseudo-Voronajioms sur-
rounding each sample point, these regions being themselaes
gulated (see Figure 7). To achieve this, we use a variantef th
usual planar Delaunay criteria: A “pseudo-Delaunay triahg
is detected between three sample points when the projéotibn

4We use a modified projection method, which preserves tharntiss.

Figure 7: Pseudo-Voronoi tiling of the surface is generated by ipomting the
centers of Delaunay circles into the triangulation.

these points onto the surface tangent plane satisfies Celanri
teria. Then, the center of the circle defined by the threetpam
incorporated to the triangulation, since it belongs to tbedbr of
the three Voronoi regions. In areas of high curvature, sofrthe
pseudo-Delaunay triangles may be of quite bad qualityesthey
were selected using a criteria in the tangent plane. If orthaif
angles exceeds 9(so that the center of the circle does not lie in
the triangle anymore), we set this center to the middle ottbsest
triangle edge. This results into almost regular Vorongioas, in
which a lava clinker pattern is generated. This is done byeggn
ing displacement texture maps from stochastic noise fanstihat
maintain continuity constraints along triangle edges (88e20]).
Color ranges and roughness parameters are computed frazarthe
rent temperature of the associated particle. This pro@sssts into
an animated texture whose patterns closely follow the uyicer
particles motion, and whose surface aspect changes wisetels
down. See Figure 8.

Figure 8:Animation of a textured lava-flow.

6 Conclusion

The first concluding remark is that implicit surfaces are metes-
sarily the best choice in Computer Animation applicatioBsfore
choosing this model, we should ask ourselves if we reallydnge
i.e. which specific advantages in terms of control, qualitg af-
ficiency it will bring to the current application. Then, a sffie
implicit representation has to be chosen. Constructiveaguihes
seem to be the best model for providing the user with an imtuit
control over motion and deformations. They can be combiniga w
parametric surfaces to ease rendering. The image field apipiis
a more efficient representation for complex objects, easbgp-
nisation, and has proved useful in automatic morphing appéns.
Its use in Computer Animation has probably not been fullyesqul
yet.



Experimenting with hybrid representations that would careb
the advantages of both constructive and image field appesach
seems very promising. The lava animation already uses subj-a
brid model, although the grid structure does not store aifisdige
field. The opposite way of using hybridation would be to artena
and blend local image fields attached to a set of moving fraiives
are currently studying an approach of that kind in the cantéx
character animation.

Lastly, the ability of a model to provide an adaptive levebef
tail is an important feature in Computer Animation. This ngoi
has almost not being studied for animated implicit surfacEse
constructive representation seems to offer no simpleisoiuThe
wavelet representation of field images provides multi-gtsm
edition of the whole field. However, its use for the animatadra
specific iso-surface still has to be studied. | guess thatip@ints
should inspire further researches within the next few years
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