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Abstract

We present a system for sketching in 3D, which strives teepresthe degree of expression, imagination, and
simplicity of use achieved by 2D drawing. Our system diyeaties user-drawn strokes to infer the sketches rep-
resenting the same scene from different viewpoints, rathen attempting to reconstruct a 3D model. This is
achieved by interpreting strokes as indications of a loecaface silhouette or contour. Strokes thus deform and
disappear progressively as we move away from the origire/point. They may be occluded by objects indicated
by other strokes, or, in contrast, be drawn above such objéekite user draws on a plane which can be posi-
tioned explicitly or relative to other objects or strokestire sketch. Our system is interactive, since we use fast
algorithms and graphics hardware for rendering. We presapyilications to education, design, architecture and
fashion, where 3D sketches can be used alone or as an aromtztan existing 3D model.

Keywords: Drawing, Stroke-based illustration, Interface

1. Introduction

Drawing has long been an intuitive way to communicate
complexity in a comprehensible and effective manner, due
to visual abstraction. Compared to a photograph of a real
object, extraneous details can be omitted, and thus aitenti
can be focused on relevant features. The impression a draw-
ing produces on a viewer is very different from the one a
solid model produces: strokes mark the presence of a sur-
face or a contour, but they can be “heavier” or “lighter”, -giv
ing an indication of uncertainty where needed. The viewer's
imagination is immediately engaged.

This kind of communication is useful in educational ap-
plications such as teaching, but also in the early stages-of d
sign, because drawing a sketch is much faster than creating a
3D model, and definitely more convenient to express ideas.
However, the obvious drawback of 2D sketches is their lim-
itation to a single viewpoint. The user cannot move around
the object drawn, nor view it from different angles.

Figure 1: A single landscaping sketch, which can also be
seen as an annotation of an existing 3D model; the two dif-
ferent views are automatically generated by our system.

T iMAGIS is a joint research project of CNRS/INRIA/UJF/INPG. ) - ] )
E-mail:{David.Bourguignon|Marie-Paule.Cani}@imag.fr Adding the ability to render a single sketch from multi-
George.Drettakis@sophia.inria.fr ; http://www-imagisag.fr/ ple viewpoints has evident advantages, since the work of
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the artist is significantly reduced. As an example, consider
Fig. 1, which shows two views of a single rough landscaping

to infer 3D shape, while Branco et altequired the user
to draw models without hidden lines, and used a classifica-

sketch, generated by our system. It is imperative that such a tion scheme and direct user input to reconstruct in 3D. Eggli

system be interactive, since a slow, non-interactive syste
would interfere with the natural artistic creation process

The aim of this paper is to provide a system that enhances
classical sketching with 3D capabilities. Here, as in tradi
tional 2D drawing systems, the user draws strokes that may

represent either surface silhouettes or 1D features. These

strokes may either belong to a single object or to many dif-

ferent ones, embedded in a complex scene. Both open and

closed strokes may be used. As in 2D drawing, the user

et al® 9 interpret pen strokes by matching them to a small
set of predefined primitives, and by applying a sophistitate
constraint based system. The result is rapid construction o
high-quality, CAD-like models. Lipson and Shpitdfhuse
optimization on a 2D edge-vertex graph which is tolerant
to inaccurate positioning and missing entities; in additia
number of different object types are supported.

In some of these systems, the advantage of viewing the
designed model or scene in a non-photorealistic manner has

can draw several neighbouring strokes to accentuate a givenpeen exploited to get a result that does not inhibit the de-

contour. The main difference is that the viewpoint can be
changed while drawing, thus creating a 3D sketch.

1.1. Related work

Our work is a natural continuation of drawing or sketching
tools which have been developed in computer graphics over
the last few years. In particular, researchers have rehtire
importance of providing usable tools for the initial phase o
design, beyond traditional 3D modeling. These have taken
the form of 3D sketch or drawing systems, typically with
direct line drawing or stroke interfaces.

Some of these systems are directly based on 3D
input-419, They require special equipment (VR glasses,
tracking sensors, arm-support, etc.) and often cannotédxd us
on traditional workstations. We will not discuss them fur-
ther; we will instead concentrate on solutions which do not
require specific additional equipment and which are more
practical than drawing directly in 3D.

Some systems use direct 2D drawing to reconstruct 3D
scenes. Cohen et §l.present a system in which each 3D
curve is entered by successively drawing its screen plane
projection and its shadow on the floor plane. This approach
can be useful for camera path description for example, but
seems potentially unintuitive for drawing shapes. Tolba et
al.24, use projective 2D strokes in an architectural context.
By projecting 2D points onto a sphere, 3D reprojection is
achieved under different viewing conditions. Other system
restrict drawing to predefined planes, either as a generaliz
tion of traditional axis aligned views, or specifically onto
cross-sectioris.

Another family of systenig 25817 try to infer 3D mod-
els from 2D drawings and a set of constraints. lvan Suther-
land’s “Sketchpad” system in 1988can be considered as
the inspiration for this work. During the 1990's a number of
researchers advanced in this direction.

Among them, PugHh presented the “Viking” system,
where preferred directions and cutting planes guide the use
in the placement of 3D vertices. Direct user intervention is
possible both for explicit constraint specification and-hid
den line designation. Akeo et &lused cross section lines

signer imagination, as stressed by Strothotte é2.alhe
SKETCH syster#f concentrates heavily on the use of effi-
cient gestural input and non-photorealistic renderinglto a
low the creation of approximate, but complete, 3D mod-
els. More recently, the “Teddy” systéitakes closed 2D
freeform strokes as input, and reconstructs a polygonal ob-
ject, which is converted back to strokes for rendering. Both
systems emphasize a natural binding of gestures for the cre-
ation of specific shapes, affording a powerful and intuitive
interface for rapid creation of specific types of 3D models.

The “Harold” systerhis probably the most closely related
previous work. The goal of this system is to provide a world
populated by 3D “drawings”. Three specific modes are pro-
vided: billboard (projection in a plane which turns towards
the user), terrain and ground mode. The system allows the
creation of “bridge strokes” between billboards. However,
does not handle strokes that correspond to the silhouette of
a 3D object, and should thus deform when the point of view
changes. As we shall see, this is an essential feature of our
approach, since the capability to draw silhouettes is gavi
required in both annotation and initial design application

1.2. Overview

The central idea of our approach is to represent strokes in 3D
space, thus promoting the idea of a stroke to a full-fledged
3D entity. Even in 3D, we think that strokes are an excellent
way to indicate the presence of a surface silhouette: severa
neighbouring strokes reinforce the presence of a surface in
the viewer's mind, while attenuated strokes may indicate im
precise contours or even hidden parts.

Finding surface properties of objects from their silhoeett
is a classic hard problem in computer vision. The algorithms
presented here do not address this issue, since our goal is to
develop a drawing system rather than to perform geometric
reconstruction. As a consequence, we develop approximate
solutions that are appropriate in the context of drawing and
sketching.

To enable the user to view stroke-based sketches from
multiple viewpoints, we interpret 2D silhouette strokes as

(© The Eurographics Association and Blackwell Publishersl200
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curves, and use a curvature estimation scheme to infer a lo- the intensity of the silhouette as the point of view gets far-
cal surface around the original stroke. This mechanism per- ther from the initial viewpoint. This allows the user to &ith
mits efficient stroke-based rendering of the silhouettenfro  correct or reinforce the attenuated stroke by drawing the si
multiple viewpoints. In addition to stroke deformatiorisist houette again from the current viewpoint.

includes variation of intensity according to the viewing an

gle, since the precision of the inferred local surface deses o )

when we move away from the initial viewpoint. It also in-  2-1. Local Surface Estimation from 2D input

cludes relative stroke occlusion, and additive blending of gjnce the inferred local surface will be based on the ini-
neighbouring strokes in the image. tial stroke curvature, the first step of our method is to com-

Apart from silhouette strokes, our system also provides pute the variations of this curvature along each 2D silheuet

line strokes that represent 1D elements. These have the abil Stroke drawn by the user.

ity to remain at a fixed position in 3D while still being oc- Each 2D silhouette stroke segment is first fit to a piece-
cluded by surfaces inferred using silhouette strokes. They wise cubic Bézier curve using Schneider’s algorithriThis

can be used to add 1D detail to the sketches, such as therepresentation is more compact than a raw polyline for mod-
arrow symbols in the example of annotation (see Fig. 11).  erately complex curve shapes. Then, using the closest-poin

Because strokes have to be positioned in space, we presen{"ethod*, each control point of the piecewise Bézier curve
an interface for 3D stroke input. The user always draws on S @ssociated with a given value of the parametaiong the
a 2D plane which is embedded in space. This plane is most curve.

often the screen plane, selected by changing the viewpoint.  For each parameter valueassociated with a control point
The depth location of this plane can be controlled either ex- v/ (x(u),y(u)), we find the center of curvatu@(Z(u),n(u))

plicitly via the user interface or implicitly by drawing amt  py first computing the derivatives and then solving the fol-
an existing object. The user may also draw strokes that are |owing equation&

not in the screen plane, but that join two separate objects. o o
Y4y X(% + V)

The combination of rapid local surface reconstruction and §=x RV =Y+
graphics hardware rendering with OpenGL results in truly

interactive updates when using our system where x and X are first and second derivatives ®fin u.

Therefore, we obtain a curvature vector between a point on
Finally, we show that our method can be applied to artistic curve at parametan and its associated center of curvature
illustration as well as annotation of existing 3D sceneshsu  C (see Fig. 2(a)). We will be using these curvature vectors
as for rough landscaping or educational purposes. An exist- to reconstruct local 3D surface properties. However, if the
ing 3D object can also be used as a guide to allow the design stroke is completely flat, the norm of the curvature vector
of more involved objects, e.g., using a model mannequin to (i.e. the radius of curvature) goes to infinity; the method we
create 3D sketches for clothing design. present next solves this problem.

In order to infer a plausible surface in all cases, we use
a heuristic based on the curve’s length to limit the radius of
curvature. One way of looking at this process is that we are
Two kinds of strokes are used in our system: line strokes attempting to fit circles along the stroke curve. Thus, if we
that represent 1D detail, and silhouette strokes thatsepte  encounter many inflection points, the circles fitted shogd b
the contour of a surface. This is the case for both open and smaller, and the local surface should be narrower; in con-
closed strokes. trast, if the curve has few inflection points, the local soefa
generated should be broader.

2. Drawing and rendering 3D strokes

For line strokes, we use a Bézier space curve for compact
representation. These strokes are rendered using hardware To achieve this, we construct axis-aligned bounding boxes
and behave consistently with respect to occlusion. of the control polygon of the curve between each pair of in-
flection points (see Fig. 2(b)). Inflection points can be fibun
easily since we are dealing with a well-defined piecewise
cubic Bézier curve. We discard bounding boxes which are
either too small or too close to the curve extremities. If the
norm of the curvature vector is larger than a certain fractio
of the largest dimension of the bounding box computed pre-
viously it is clamped to this value (see Fig. 2(b)). We use a
fraction value at most equal 1%) which gives a length equal
to the radius of a perfect circle stroke.

Silhouette strokes in 3D are more involved: a silhouette
smoothly deforms when the view-point changes. Contrary to
line strokes, a silhouette stroke is not located at a fixedespa
position. It may rather be seen as a 3D curve that “slides
across the surface that generates it. Our system infers the
simplest surface, i.e. the same local curvature in 3D as that
observed in 2D. For this we rely on the differential geom-
etry properties of the user-drawn stroke, generating al loca
surface around it. But the degree of validity of this surface
decreases when the camera moves. Therefore, we decrease We also impose a consistent in/out orientation of the curve

”
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(b)

(@) (©)

Figure 2: Processing vectors of curvature. In (a), curvature ~ Figure 3: Construction of a 3D stroke from a 2D stroke com-
vectors before clamping. In (b), curvature vectors after be posed of one cubic Bézier curve with control pointdiv(a),

ing clamped relative to solid bounding box length (dotted the 2D centers of curvaturejComputed with our method
bounding boxes were too small to be selected). In (c), curva- and the corresponding 3D circles. In (b), the Bézier surface
ture vectors after correcting orientation. obtained.

based on the orientation of the curvature vectors in the first tive, which imposes an additional computational constrain
bounding box computed, thus implicitly considering iritia In what follows, the term “local surface” corresponds to the
user input as giving correct orientation (see Fig. 2(c)jsTh  Polygonal approximation of the local surface estimation of
intuitive choice corresponds to the intent of the user mbst o the stroke.

the time. If not, a button in the Ul can be used to invert all The solution we adopt is to generate a fast but approxi-
the curvature vectors along the stroke. mate silhouette based on the local surface generated as de-

From these 2D strokes we infer local surface properties, scribed above. We simply render a “slice” of the local sur-
which are then used to create a 3D stroke representation, face that lies between two additional clipping planes, para
Each center of curvature embedded in the drawing plane is lel to the camera plane and situated in front of and behind
considered as the center of a circle in a plane perpendicular the barycenter of the centers of curvature (see Fig. 5(a)).
to the drawing plane and passing by the corresponding con- The distance between clipping plapes depends.on the str.oke
trol point (see Fig. 3(a)). We consider an arc—2§f radians width value we have chosen. This ensures silhouette-like
for each circle, thus defining a piecewise Bézier surface by shape modification, with minimal computational overhead.

moving each control point on its circle arc (see Fig. 3(b)). |t is important to note that our approach to silhouette ren-
This piecewise tensor product surface is quadratic in one di dering is very approximate. It is obvious that its behaviour
mension, corresponding to a good approximation to circle i be somewhat unpredictable for wide camera angles and
arcs, and cubic in the other, which corresponds to the stroke very Jong strokes. A good accurate solution for computing
curve. a new silhouette from the estimated surface would be to
In practice, the inferred radius of curvature may of course USe one of the existing algorithis® 1. However, we have
be inaccurate, but as stated earlier, the inferred surfaite w  S€€n that our surface is only a coarse inference of the local
only be used for generating a probable silnouette when Surface to which the silhouette belongs, so computing an ac-
the viewing angle changes slightly. If more information is ~ curate silhouette would probably be unnecessary in our case
needed about the 3D surface geometry, the contour willhave  |njtjally, we render all geometry other than the silhou-
to be redrawn by the user at another viewpoint. ette strokes (for example the house in Fig. 1). Therefore, th
For a complete overview of the behavior of our method in depth and color buffers are correctly filled with respect to
a simple “textbook example”, see Fig. 4.

N\

2.2. Renderingin 3D r ( )
Given a local surface estimation, our goal is to display the s’
a) (b) (c)

initial stroke from a new viewpoint. When the viewpoint
changes, we expect the stroke to change its shape, as a ( (d)
true silhouette curve would do. We also expect its color to Figure 4: “Textbook example”: a simple circular stroke. In

change, blending progressively into the background calor t (a), front view; in (b), side view rotated by 30 degrees; ij (¢
indicate the degree of confidence we have in this silhouette gjqe view rotated by 90 degrees; in (d), top view.

estimation. Recall that we want our system to be interac-

(© The Eurographics Association and Blackwell Publishersl200
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(b) ©

Figure 5: Stroke rendering. In (a), the final stroke is a slice

of Bézier surface obtained by using two clipping plangs P
and B facing the camera; gis the barycenter of the;Cln

(b), two texture samples, one of “stroke texture” (left) and

one of “occluder texture” (right). White corresponds to an

alpha value of 1, black to an alpha value of 0. In (c), im-

age obtained from rendering a black stroke against a white
background, with the slice position corresponding roughly
to (a).

this geometry. In the next step, we use different elements to
display the silhouette strokes and to perform stroke occlu-
sion. Because of this, we need a multipass algorithm.

First Pass: Rendering Silhouette Strokes

In the first pass, we render the strokes as clipped local sur-
faces, with the depth test and color blending enabled, but
with depth buffer writing disabled. Thus correct occlusien
performed with respect to other (non-stroke) geometry.

To represent the confidence in the surface around the ini-
tial stroke we apply a “stroke texture” (see Fig. 5(b), |eft)
analphatexture to the local surface. This confidence is max-
imum at the initial stroke position and minimum at left and
right extremities of local surface. We use a Gaussian dis-
tribution that progressively blends the stroke color irtie t
background color for modeling this confidence function. As

In the second pass, we render the local surfaces into the
depth buffer with the depth test and depth buffer writing en-
abled. Local surfaces are textured with a different alpka te
ture called the “occluder texture” (see Fig. 5(b), rightdan
rendered with the alpha test enabled. As a result, occluder
shape will be a rounded version of local surface shape.

In the third pass, we render the local surfaces into the
color buffer with the depth test and color blending enabled,
but with depth buffer writing disabled. Local surfaces are
textured with the same “occluder texture” and colored with
the background color. The occluder color thus blends with
what is already present in color buffer: we obtain progres-
sive occlusion from the edge of local surface to the center
of initial stroke. During this pass, we use the stencil buffe
to mask the stroke rendered during first pass, and thus the
occluder does not overwrite it in the color buffer.

The multipass rendering algorithm is summarized in
Fig. 6.

Drawing style

We can have a different color for the background and the
stroke occluder, such as that shown in the artistic illustra
tions of Fig. 9 and 10. This gives a subtle indication of local
surface around a stroke: it can be seen as equivalent to-hatch
ing or pencil pressure variation in traditional drawing.

Finally, since “stroke texture” and “occluder texture” are
procedurally generated, their parameters can vary freely.
This allows the creation of different tools according tospe
cific needs.

3. Interface for Drawing: Stroke Positioning

A drawing session using our system is in many ways similar
to 2D drawing. A designer starts with an empty space, or,
in the case of annotation, she can add in a pre-existing 3D
model, such as the house in Fig. 1.

For strokes drawn in empty space, we project onto a ref-

a result, the stroke becomes less intense as we move awayerence plane, parallel to camera plane and containing the

from the initial viewpoint. This blending also allows two
different strokes to reinforce each other by superposition
which corresponds to the behaviour of traditional ink brush
drawings.

Second and Third Pass: Occlusion by Local Surfaces

In addition to occlusion by other geometry, we also need to
handle occlusion by strokes. This required a slightly more
sophisticated process, since we do not want local surfaces
to produce hard occlusion (such as that created by a depth
buffer) but rather to softly occlude using the background
color, in a visually pleasing way. To meet these require-
ments, stroke occlusion is achieved in an additional two
passes. Recall that we start with a depth buffer which ajread
contains depth information for other objects in the scene.

(© The Eurographics Association and Blackwell Publishersl200

world origin (it is possible to choose a fixed offset relative
to this position). Typically, the user will place the dragin
plane in space using the trackball. An example is shown in
Fig. 7, where we start drawing the grounds of the house. We
want to draw in the plane of the ground corresponding to
the house, so we position ourselves in a “top view”. We then
verify that the position of the plane is as intended (a) and
draw the strokes for the grounds in the plane (b). Similarly,
trunks of trees are drawn in planes parallel to the walls ef th
house (c).

Once such parts of the drawing have been created, we can
use the existing entities to position the curves in spaceeMo
precisely, if at the beginning or at the end of a 2D stroke
the pointer is on an existing object, we use this object to
determine a new projection plane. We obtain the depth of
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() (b) (© (d)

Figure 7: Plane positioning. First, position ourselves in a “top viewhen, we verify the plane position colored in semi-
transparent grey (a), and we draw the grounds in this plafe\(fe next draw trees trunks in planes parallel to the wallthef
house (c), and examine the result from another viewpoint (d)

MultipassRendering() curve. Each control point is projected on a plane paral-
{ lel to the camera plane and located at the corresponding
/I Pass 1 depth. See Fig. 8(c), where this “bridge” mechanism is

/I Draw clipped local surfaces
/I with stroke texture, stroke color
Enable Depth Test

used to join two parts of a tree.
¢ Ifit happens that the stroke extremities are in empty space,

Enable Blend it is projected on the same plane as the previous stroke,
Disable Depth buffer write except if the trackball has been moved. In this case, the
Draw strokes ircolor buffer reference plane is used.

I/l Pass 2

/I Draw local surfaces

/I with occluder texture
Enable Alpha test

Enable Depth test

Enable Depth buffer write
Draw occluders irdepth buffer

I Pass 3 (b)

/I Draw local surfaces

/1 with occluder texture, occluder color Figure 8: Different projections using objects of the scene.
Enable Stencil test In (a) and (b), each time we draw on a plane automatically
Enable Depth test positioned in space with the help of the tree trunk, i.e., a
Enable Blend

plane passing through the trunk. This produces convincing
tree foliage. In (c), we use a “bridge” to draw a new branch.
It fits correctly in place because of the automatic positigni

of the start and the end of the stroke.

Disable Depth buffer write
For each stroke:
Draw clipped local surface in stencil buffgr
Draw occluder incolor buffer
Erase clipped local surface in stencil buffgl

=

} Classic 2D computer drawing capabilities extended to 3D
Figure 6: Multipass Stroke Rendering Algorithm are also very useful. Among them, we have implemented
erasing strokes and moving strokes (in a plane parallel to
camera plane).
the point selected by a simple picking. The picked object
can correspond to a geometric object or to (the local surface
of) a stroke. There are three possibilities:

4. Applications

We present the results of using our system for three differen
application scenarios. The first is for artistic illustmatj the
second involves annotation of a pre-existing 3D scene, and
the third is for “guided design”. In our current implementa-
tion, drawings can be saved in a custom file format, in world
coordinates, but with no reference to an annotated object.

e If only the beginning of the stroke is on an object, we
project the stroke on a plane parallel to camera plane,
which contains the selected point. An example can be seen
in Fig. 8, where we draw the leaves of a tree in one plane
(a) and another (b).

¢ Ifthe beginning and the end of the stroke are on an object,
we interpolate depth values found at the two extremities  The initial learning curve for our system is relatively sig-
by using the parameter of the piecewise cubic Bézier nificant, requiring a few hours to get used to the idea of draw-

(© The Eurographics Association and Blackwell Publishersl200
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ing in and positioning the planes. Once this is understood, local surface, corresponding approximately to a silhauett
typical drawings take between ten minutes to one hour to Color blending is used to gracefully diminish the intensity
complete. the strokes as we move away from the initial viewpoint, and
to allow reinforcement of intensity due to multiple strokes
We have also introduced a multipass method for stroke inter-
visibility, which results in a visually pleasing gradualohe-
Figure 9 and Figure 10 show two illustrations designed with sjon.

our system. Most strokes are silhouette strokes. They have
been rendered on a textured background so that the local
surface occluder appears as a “fill” effect. Each illustrati

is shown from several different points of view, showing the
effects of occlusion, varying stroke lightness, and sikttes
deformations.

4.1. llustration in 3D

Our approach is built into a system which provides an in-
terface which retains many of the characteristics of tradi-
tional 2D drawing. We aid the user in placing the drawing
plane in empty space, and positionning it relative to other
objects (strokes or geometry) in the sketch.

4.2. Annotation of a 3D scene Future Work

Another application of 3D drawing is to use our system for \We have chosen a Bézier surface representation for storing
annotating an existing 3D model. While 2D annotation is sjlhouette stroke information. This approach is convenien
widespread, few systems provide a straightforward manner butit can result in a large number of hardware rendered poly-
to do this in 3D. In a typical user session, we initially load gons. Other representations could be used instead.

the 3D model. It is subsequently integrated with the drawing
in the same way as for local surfaces: if a stroke is drawn on
the model, it is set to lie on it. Line strokes can be used for
adding annotation symbols (e.g., arrows, text, etc).

For instance, a volumetric data structure would have al-
lowed us to combine information about the local surface: the
more strokes are drawn at a given location in space, the more
we are certain that it corresponds to a true surface point. To

Figure 1 has shown an example of annotation: adding a render strokes from a new viewpoint, we would have used a
coarse landscaping sketch around an architectural model. yarjant of the marching cubes algorithm to produce a surface
Figure 11 shows annotation used for educational purposes: aestimation, associated with a mesh silhouette detectin al
heart model is annotated in a classroom-like context, for in  (ithm to generate new silhouette strokes. The obvious draw-
stance during an anatomy course. The use of a well-chosenpacks of this approach are memory consumption and data
clipping plane gives an inside view of the model and allows |pss due to volumetric sampling of user input. A particle-
to draw anatomical details inside it. based approach, i.e., strokes composed of particles jtat tr

Another example could be using our system in collabo- Satisfy a set of constraints such as “stay on silhouette, et
rative design sessions. Annotation could then be employed would produce interesting stroke transformations. Howeve
for coarsely indicating which parts of the model should be Nnumerical stability would undoubtedly be an issue as well as
changed, and to exchange ideas in a brainstorming context. computational overhead, which would impede interactivity

Our user interface is clearly far from perfect. Plane po-
4.3. “Guided design” sitioning is not completely intuitive, and alternativeosld
be considered. For example, a computer vision approach in
which the user defines two viewpoints for each stroke and
implicitly reconstructs positions in space (within an erro
tolerance) could potentially prove feasible. But it is ques
tionable whether such an approach would truly be more in-
tuitive.

The idea of this third application is to load a 3D model and
use it as a guide. When the drawing is completed, the model
is removed. A good example of this kind of application is
drawing clothes for fashion. A 3D model is used to obtain
the body proportions (see Figure 12).

We are investigating various such alternatives with the
goal of finding an appropriate combination to improve our
We have presented a system which enhances the traditionalcurrent solution, both in terms of stroke rendering quality
2D drawing process with 3D capabilities, notably by per- and user interface.
mitting multiple viewpoints for a single drawing. Insteafl o
attempting a complete 3D reconstruction from 2D strokes,
we infer a local surface around the stroke. This is achieved Acknowledgments
by assuming that strokes are drawn in a plane, and by using
differential geometry properties of the curve.

5. Conclusion and Future Work

Many thanks to Eric Ferley for his feedback throughout the
project, to Laurence Boissieux for creating the landsagapin

The resulting local surfaces are then drawn efficiently us- and fashion examples, to Frédo Durand for his advice on the
ing hardware accelerated rendering of a clipped part of the paper, and to Marc Pont for the mannequin model.
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Figure 9:

Figure 10: A second example of artistic illustration. Three views & $ame sketch area are shown. The fourth view is the
finished drawing.
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