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Chapter 5

Multilevel Modeling

5.1. Introduction

We will first attempt to position multilevel model optimizah within the more
general framework of MDO. As detailed in Chapters 8 (theany) 14 (algorithmic
aspects), in the general MDO approach, optimization algms and simulation mod-
els appear to be decoupled: we will proceed with this assiompihile being aware
that within the framework of specialized methods the probtan be solved by re-
sorting to a specialized optimization algorithm taking best possible advantage of
the specificities of the problem [DES 07].

Having said that, the multilevel model optimization issun de repositioned
within the MDO framework. This comes down to substitutingttie simulation phase,
a model by a series of models with increasing refinement.

It can be easily understood that carrying out a completenvpdition (whether
multidisciplinary or not) with a highly refined model can rdly lead to prohibitive
computing costs. Conversely, if a relatively coarse maslabed, an optimum can still
be obtained, but with little confidence in the results.

Thus, it appears to necessary to be able to vary the degreirfment of a model
throughout the optimization process in order to make thi€g@ss both accurate and
affordable in terms of computing cost. However, such a mukilevodel optimization
process does raise numerous questions:
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2 Multidisciplinary Design Optimization

— When should the switch be made between model levels durenggtimization
process?

— How are optimization results transferred from one modedlleo another?
— Is it possible to validate the multilevel model optimipetiprocess posterior?

In the following discussion, using results from the literrat, we will try to answer
these questions and obtain a global picture of the main lengimodel optimization
approaches available. This will enable us to propose aigind innovative multilevel
methods.

Let us note that this bibliographical study focuses on stmat analysis, but some
references are also available in the field of fluid mechanics.

5.2. Notations and vocabulary
5.2.1. Notations

We consider a functional to be minimized with respect to sets ofn variables
(X X2, ---» Xmy) under equality constraintsand inequality constraints First, let us
assume that the basia,priori complex problem is decomposed intdfdrent model
levels, with each higher level corresponding to a more rdfmedel.

Then, let us introduce the fiérent optimization levels and associated variables
(see Figure 5.1). Here, we consider only two levélandi + 1, and we assume
that the accuracy of the model increases with greater valtied et (x), ..., X;) and
(XG+1)s ---» X)) denote the optimization parameters (commonly calledyesariables)
of levelsi andi+ 1, respectively. If the dierent levels are likely to exchange data other
than the design variables, I} denote the data transferred from level 1 to level,
andt;.) the data transferred from levielo leveli + 1.

Leveli —»

Figure 5.1. General notations.
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5.2.2. Vocabulary

5.2.2.1. Multidisciplinary and multilevel optimization

In our introduction, we placed multilevel optimization tiih the scope of multi-
disciplinary optimization. Let us complete this initiabfnework by drawing a clear
distinction between the two. In order to do that, we will retfethe work of [ENG 04],
which presents these two types of optimization.

The purpose of the study is to optimize the flight scenariono@iaplane. In this
context, diferent phenomena pertaining tdfdrent disciplines (structure, flight me-
chanics, aerodynamics, etc.) are involved. Obviouslyojtémization of the flight
scenario is a problem which couples all these disciplined, s does the resulting
optimum. However, we will see that the proposed study, wkadh into the category
of multidisciplinary optimization, does not actually couple these disciplimeghat
it does so only partially.

Within each of the dterent disciplines (see Figure 5.2), one or several modeling
levels are proposed.

For example, with regard to the “structure” discipline, vels to minimize the
overall mass of an airplane wing, taking into account midtgonstraints and struc-
tural details. Since the optimization of such a model id &iib risky and costly in
terms of computing time, we decompose this optimization imto different levels.
The multilevel strategy consists in defining a somewhat coarse basic mthaba,
building increasingly refined “children” models. Figur 3ENG 04] represents the
different disciplines to be studied for multidisciplinary eptzation along with the
different levels of study to be considered for multilevel optiation. Thus, within
the “structure” discipline, the first level (called the inteediate level in Figure 5.2)
corresponds to the complete “airplane wing” model. At theosel level (called the
subsystem level), the zone of interest, which contains aildet modeled to a higher
degree of refinement.

Finally, coupling among the fierent disciplines is achieved relatively simply: the
data resulting from the “aerodynamics” optimization aredus the “structure” opti-
mization; similarly, the mass of the airplane resultingirthe “structure” optimiza-
tion is necessary for the “flight mechanics” optimizatiohislimportant to note that
this is not a study of the complete system, but the optinmopadf the decoupled com-
plete system in the sense that the influence of structuralficatibns on the aerody-
namic calculation, for example, are not taken into account.

In [ENG 04], the multidisciplinarymultilevel distinction is clear: several disci-
plines are considered, and some of them are optimized usiiegaeht modeling levels.
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System Level Entire

System
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Intermediate StrucFuraI Aerodynamics Flight Aero-Servo-
Level Design

Mechanics Elastic Analysis

Subsystem Structural
Level 1 Details

Subsystem
Level 2

Figure 5.2. Multidisciplinary and multilevel optimization.

Unfortunately, this distinction is not made by all autharshie literature.

Indeed, in [CHA 95, CHE 05], these two types of optimizatioe aerged or,
more exactly, the concept of level is tied directly to the eapt of discipline. For
example, in [CHA 95], we find an approach to the dimensionifithe blades of a
helicopter developed over three levels. The first leveldledth the “aerodynamics”
performance of the blades; at the second level, the “dyriachiaracteristics of the
rotor are determined in order to reduce the stresses in #ue$j finally, at the third
level, an attempt is made to reduce the mass of the “strdcture

Therefore, we consider it important to clarify thefdrent interpretations which
can be made of multilevel model optimization. First, in artiemake our discussion
easier to understand, we will consider a single disciplifleus, sharing the point of
view of [ENG 04], we will eliminate the fact that the termdssciplineandlevel have
the same meaning. Nevertheless, the methods presenteit giitable for numerous
disciplines, which puts ude factoin an MDO context.

Even though the following presentation is limited to thedstwf a single disci-
pline, we will see that multilevel model optimization stdhcompasses two major
categories of strategies:

— strategies in which the termultilevel refers to the optimization process, but
which rely on a single model (Chapter 6);

— strategies in which the termultilevelrefers to the model itself, in which case
one or several optimization processes use themrint modeling levels (Chapter 3).
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5.2.2.2. Multilevel optimization: dfferent meanings

The termmultilevel optimizatioiends to be used excessively to indicate that the
problem being addressed is relatively complex and, thezefis treated in several
steps (i.e. on several levels). Consequently, the expmessiultilevel optimization”
has quite dferent meanings in fferent studies. Nevertheless, we can extract two
main definitions from the literature (directly associatethvthe two strategies intro-
duced previously).

—In what is classically calledanultilevel parameter optimization, the initial
model remains unchanged throughout the optimization gdeut is treated with
different accuracy requirements. Since this topic is largedgudised in Chapter 6,
section 5.4 will merely present some illustrations takemfistructural analysis.

— In multilevel model optimization (an expression we will use from now on to
designate what constitutes the core of the approach we apoging), the initial
model is allowed to evolve during the optimization procefso main types of en-
richment can be found in the literature (Figure 5.3):

- Hierarchical descriptionspresented in section 5.5.1, is based on considera-
tion of successive models of increasing refinement. In géndre necessary infor-
mation is transferred only from leveko leveli + 1, thus enabling us to “forget” the
most primitive model permanently: for example, a more os lespirical analytical
functional, followed by a beam model, then a linear 3D mofiledlly a non-linear 3D
model. This is typically the approach used in, for examplgipbal-local analysis.

- In imbricated descriptionsdeveloped in section 5.5.2, the basic model is
always preserved and is actually enriched from one leveheonext, thus enabling
the transfer and recovery of information among th@edent levels. This corresponds
to a multiscale description of the problem which is capalfléaking into account
the diferent modeling levels (or scalesimultaneouslyand which can be enriched
throughout the optimization process.

Disciplings Disciplings
AQO /\
A Q A
O A O ]

Figure 5.3. Hierarchical models (left) and imbricated models (right).

Levels
Levels
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Finally, although most existing strategies fall into onetfué two categories pre-
sented above, we can also find in the literature, describédwslevel optimization”,
problems decomposed into several subproblems (e.g. usioghain decomposition
method), which are optimized according to the same critergither independently
from one another or in a coupled scheme. In general, thestegies are used for
the resolution of problems with very large numbers of degi@efreedom. We will
designate such strategiespsallel model optimization methods

In summary, we can distinguish three main groups of methaltdabeled as “mul-
tilevel”, which we categorize into:

— parallel model optimization;
— multilevel parameter optimization;
— and multilevel model optimization.

5.3. Parallel model optimization

Although this type of method is quite féierent from the multilevel model opti-
mization we are going to use, we will present its main govegmrinciples in the case
of structural analysis problems. Note that by analogy whith hotations introduced
previously each “level” will be associated with a subdomaiwmen though all levels
are completely equivalent in terms of the degree of refinemitihe description.

These parallel methods are essentially based on domaimgesition methods,
which provide an elegant means of parallelizing the regmiubdf a problem defined
on a structure. Two main application frameworks can be egéd:

— the case in which the calculation of the cost function alemparallelized (Figure
5.4);

— the case in which both the calculation of the cost functiod the optimization
process are parallelized (Figure 5.5).

An example of application of the first type of method can benfbin [ELS 91].
This work primarily focuses on the optimization of the coshdtion by distribut-
ing the calculations in the subdomains amonedéent processors, while minimizing
communications among the processors. Indeed, it is the emmeations and the bal-
ance among the processors which most influence the speedup.

An example of the use of the second type of strategy is givgUME 05]. In
this work, the uncoupling of the optimization tasks all@hamong the processors is
facilitated by the fact that only prescribed displacentygpe quantities are necessary
for carrying out the optimization on each processor.
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Figure 5.4. Parallel optimization (parallelization of the cost function).
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Figure 5.5. Parallel optimization(parallelization of both the cost function and the optimization
process).
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Thus, at each iteration, the§tiess matrix of each substructure must be updated in
order to determine the prescribed displacements whichnwpelied to the substruc-
tures, enable the optimization phase to be carried out wgidem boundary conditions.
Iterations are then necessary to ensure that the optimiziiops in each processor
contribute towards the global convergence of the optirfongtrocess.

5.4. Multilevel parameter optimization

In this type of method, the model is well-defined right frora flrst level of calcu-
lation and, thus, the model and the cost functimemain the same at all optimization
levels. The optimization problem is defined classically adifig an optimum of]
in the space of the variableg), X.), ..., X)), with the possible addition of equality
constraintsf or inequality constraintg.
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The multilevel optimization process consists in transfioigrthe problem:

into a series of problems

with (Xa), ..., Xi-1)» X(j+1)s ---» X)) fixed.

This is nothing but the application of the simple idea thather than optimizing by
taking into account all the design parameters simultarigous should first minimize
the cost function over only a reduced number of variablgscafly (Xg), ..., X(j)). We
then enrich the list of design variables during the optitidzaprocess, for example by
taking (X, ..., X(j)» » X)) Upon each enrichment of this list, the optimization psse
can be carried out in two fferent ways:

— by solving the optimization problem over the whole set @& turrent design
variables kg, ..., X(j), » Xn)) (a technique called sequential optimization);

—or by solving the optimization problem by fixing the desigariables
(X ---» X(j)) determined in previous steps, and allowing changes ortlysimew vari-
ables &j+1), - X)) (a technique called iterative optimization).

5.4.1. Sequential optimization

The main distinctive feature of this method is that it reb@sa classification of the
design variables according to their importance. This diaation can be achieved by
starting with the most global variables, such as the ovdmalensions of the structure,
and moving towards the most local variables, such as geanparameters describing
structural details. Another method of classification wdagdo use sensitivity analysis
and sort the design variables from the most influential tdehset influential.

For example, assuming that the paramete(s, (.., X)) are the dominant variables
in the optimization, the first optimization loop is carriegt@ising these variables. We
then increase the number of design variables progresdiyelgdding, at a child’s level,
the variablesX.1), ..., X)) to the parameter(, ..., X;)). A schematic representation
of this method is given in Figure 5.6.

A typical example of this procedure can be found in [KRA 05]heTproblem
considered is the optimization of the mass of a lattice-tstpecture whose space of
design variables contains the topological parametersntiterial data, the geometric
parameters of the bars, and the connections among the bars.

At the first calculation level, the optimization is perfordnenly on the topological
parameters of the structure.
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Figure 5.6. Sequential optimization of multiple levels of parameters.

mink,, J(Xa)) With (X2), X3), X4)) fixed

After convergence, the material datg) are added to the topological parameters
X, leading to the second optimization level.

minx(l)lx(z)\](x(l), X2)) With (X(3), X)) fixed

At the third and fourth levels, the list of design parametenficreased again by
adding the standard geometric parameters and the conmgetioong the bars. At the
last level, the minimization of the cost function (i.e. thaga) can be expressed as:

MM, x0 5050 I(XD)> X(2)» X3)> X(4))

Additional illustrations of this strategy can be found inRK 03] or [LIU 04].

5.4.2. Iterative optimization

In this case, the first-level optimization only concernsiafales ), ..., X)), all
other variables being fixed. Once convergence has beenegatie optimum values
of (X, ..., X)) obtained are retained for the calculation at level 2, whiohcerns
parametersx.1), ..., Xn). During the calculation, each successive level is optuhiz
iteratively, knowing the results from the levels alreadsated (see Figure 5.7). Thus,
after convergence, optimal solutioxy), ..., X)) is obtained.
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OPTIMIZATION A
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OPTIMIZATION
LOOP
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Figure 5.7. Iterative optimization for multiple levels of parameters.

The multidisciplinary and multilevel optimization of [CHB5] belongs completely
to this type of resolution algorithms. In that work, the opitiation concerns a struc-
ture consisting of an assembly of bars. The optimizatioreddn takes into account,
on the one hand, a criterion of the dynamic behavior of thectire (assuming that
the bars are rigid solids) and, on the other hand, a critexfaghe sizing of consecu-
tive bars in the mechanism. At the first level, th&elent parameters of the dynamic
behaviorx,y are optimized, while keeping the dimensioning parametgydixed so
the structure can have maximum freedom of movement.

mir\)<(1)J1(X(1), X(z)) with X(2) fixed

On the second level, the optimum parametgrsresulting from the previous level are
introduced and kept constant, and the design variai¢associated with the sizing
of the bars are optimized in order to minimize the mass of thetire.

mink,, J2(X1), X2)) With X fixed

If the procedure were interrupted after this first step, weld@onsider the op-
timization problem to be solved by assuming that the twoltewé optimization are
decoupled, which is clearly not true in this case. (Howewercould think of applica-
tions for which this would be possible, see for example [LEBR #h which one of the
methods proposed takes advantage of the independenceiofglane behavior and
out-of-plane behavior of a composite material.)
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In order to couple the two levels, we must successively titexaon level 1 and
level 2. Numerous illustrations of this iterative multiEoptimization procedure are
available.

For example, [THE 98] concerns the optimization of a comigosiructure, tak-
ing its microstructure into account. Since a finite elemaitwation involving the
whole microstructure is inconceivable, an intermediate-iear calculation phase
of an elementary cell of the composite is used. (An alteveatdlution, proposed in
[BEN 95], consists in assuming that the elementary cell behdinearly and treat-
ing it analytically through homogenization.) Then, theigas/ariables are related to
the microstructurexy (fiber volume fraction, mechanical properties of the fiberd a
of the matrix) and to the density of the matenel, which is involved in the struc-
tural analysis in order to minimize the mass. Thus, thismjzttion problem can be
handled as follows:

— At level 1, we fix the density) and determine the parametegg which mini-
mize the flexibility of the elementary cell.

— At level 2, given the variablex), we determines the value &f) which min-
imizes the mass of the structure. This optimization phass st usex) directly,
but uses the equivalent Stiess resulting from the calculation of the elementary cell:
nevertheless, the variablzg) are fixed because thetiess is fixed.

We will mention, as the last illustration, [CON 02] concemgithe optimization
of a multiple ply composite beam structure, taking into agtogeometric non-
linearities. Again, in this case, the algorithm used is & iterative type with two
levels, and:

— The first-level optimization consists in maximizing théical buckling load of
the ply, with the design variable being the orientation @ fiesx), the geometric
variablesx) (thickness of the plies, width and thickness of the beanmdéked to
prevent the critical load from being exceeded.

— Level 2 concerns the minimization of the mass of the strectwith the orien-
tation of the pliesx) being fixed, the design variableg, being the thickness of the
plies and the dimensions of the beam.

iT should be noted that in the proposed method the optinoimadigorithm used at
each level is a genetic algorithm.

Other illustrations of the use of this strategy can be foumd.ER 98] (optimiza-
tion of a stack of composite plies with the total number oéglitheir orientation, and
the stacking sequence as the design variables).
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For the two proposed methods, the optimality of the solutembe related implic-
itly to the strategy used and, more specifically in this c&s¢he convergence of the
“fixed-point” type of algorithm used: had the sequentialimiation method been
used, it is quite possible that the solutions resulting ftbmtwo algorithms would
have been dierent, even although the initial problem is the same. Thisar& is
valid whether we optimize a single criterion or severalesid. In the case of a sin-
gle criterion, the “optimum” solutions obtained using thé&eatent algorithms can be
different. In the case of a multicriteria optimization — in whilkhre is no optimum so-
lution, but a unique Pareto front — theffidirent methods can generat&elient Pareto
fronts.

Therefore, although numerous sequential or iterativdeggi@s have been devel-
oped, they do not all converge towards the optimum solutfoth® initial problem
(see in [ALE 00]).

5.5. Multilevel model optimization

Unlike the methods described in section 5.4, where the nredeined unchanged
from one optimization level to the next, the methods we amuato present concern
the optimization of several more or less detailed modelgraywhich we can freely
choose which one to use at any time during the optimizationgss. This is therefore
indeed a process in which several model levels are availaldeghout the optimiza-
tion.

Two cases can be distinguished, depending on the way thedelsrapexist: hier-
archical multilevel models and imbricated multilevel mtzde

5.5.1. Hierarchical optimization

OPTIMIZATION

LooP Level i *»

OPTIMIZATION
LOOP

Figure 5.8. Hierarchical optimization.
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Here, we are dealing with a context in which the model acguaidergoes changes
during the dfferent optimization stages (for example changes in behadgifferent
meshes, or evenflierent models). Then, the data acquired at leeeé transferred in
order to initialize the optimization at levek 1.

In addition to a number of parametexg, which are transferred as they are or
“adapted”, various dataj are communicated from levélto leveli + 1 in order
to achieve the best formulation possible for the new moded (Sigure 5.8). By
“adapted”, we mean that the transfer of data may not be peddrexplicitly, but
can involve a separate calculation, such as a projection.

The optimization of level + 1 is carried out completely independently of those
of the higher levels, on which, consequently, it has no imfbee We can say that the
model on level is permanently “forgotten”. A consequence of this is th&bimation
recovery is problematic, even non-existent.

The fact that information cannot be traced back from lével to leveli remains
insignificant as long as the influence of the level 1 model on level is negligible.
While it is sometimes possible to get informatiarpriori concerning this influence,
this is not always the case, and a kind of “butterffieet” during the optimization
process would make this process completely worthless.

In [ROB 99], the objective is to try to minimize the drag of arptane wing, taking
into account a number of constraints. Thre@etent models ranging over three levels
from the most empirical to the most realistic are used. In gaaticular case, this
progressive refinement is reflected in the finite element néshe wing and in the
modeling of the fluid behavior.

This example is a typical case of what is called a hierart¢imehod in the sense
that the program used for optimizatioms different from that used for optimization
i + 1, which implies a complete and irreversible transfer obinfation. [KEA 00]
discusses a similar process applied to the design of araagpling.

5.5.2. Imbricated optimization

The choice made in this case is radicallffelient from that presented previously:
as in the hierarchical strategy, the quality of the modehisamced with each increase
in level, but the models communicate with one another in loirbctions within the
optimization process. Thus, the levell optimization influences the leviebptimiza-
tion, andvice versa

Indeed, not only do we transfer datg as in all other methods, but, in addition,
we can recover datig.1), as shown in Figure 5.9. This bidirectional transfer of data
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Figure 5.9. Imbricated optimization.

requires the models to be capable of communicating with ooéhar. (For example,
the transfer between a beam model and a 3D model can be adhiewme direction,
by a stress distribution assumption and, in the other, tBgnation.) However, this
communication can be established much more naturally mvitié framework of a
multiscale strategy.

This is what makes this method perfectly suited to the nudtes description of
a problem, a description which enables us to model tierg@nt scales of the same
structure in parallel, taking into account the influencehaf optimization on the re-
fined scale over the optimization at the global level.

Let us go back to [ENG 04], which has already been presenteddtion 5.2, be-
cause it gives a good illustration of imbricated optimiaatand can be easily general-
ized to other problems. This time, we are considering thitstire” discipline alone,
in which the complete problem is decoupled on two levels;gggnted in Figure 5.10.
At level 1, we consider the whole model of the airplane wingtaming one or more
superelements. At level 2, we consider the more refined moidal superelement
containing a structural detail (in this case, a door).

The optimization concerns the total mass of the airplanegwinder the strict
constraint that the von Mises’ elementary stresséshich are functions of the second
invariant of the deviatoric stress tensor alone) remamtlesn a prescribed limit stress.
The multilevel optimization problem can be expressed as:

—Level 1

mink,,  J1(Xw, X2)

with x2) fixed
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Figure 5.10.Levell: airplane wing; level2: superelement.

knowing that{ 91 (X, X2) <0
gzapp(x(l)’ X(Z)) < 0

— Level 2
miny,  J2(Xw), X2)
with X fixed

knowing that{ G1app(X(), X)) < O
02(X), X)) <0

whereg,,,, (respectivelygy,,,) is the inequality constraint associated with level 1 (re-
spectively 2) approximated during the optimization cadtioin of level 2 (respectively
1).

In other words, the stresses at level 1 take into accounttthsses from another
level. Indeed, in the optimization process, we optimizeeley, and for each calcu-
lation step of the cost function associated with level 1 ihéxessary to know the
optimum model at level 2 (which also implies an optimizatmncess).

Thus, the stresses at the two levels are coupled. Due to thecexion of the
models, the stresses at one level involve an approximafitestresses at the other.
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It is only after convergence of the whole optimization pigxcthat the stresses at both
levels cease to be approximations.

It is interesting to observe that the introduction of theimjtation processes at
both levels enables the natural coupling of the two modelkvgls: in a way, we
take advantage of the iterations of the optimization atharito couple the modeling
levels.

Finally, the calculation and optimization strategy comesid to the following:
Beginning of the optimization process at level

— The stifness of the superelement is fixed. The calculation is caoigét level
1 in order to evaluate the cost functidn (the mass of the airplane wing) with the
inequality constraintg; andg,,,. Therefore, we must determiigg

app”
— At each stage of the optimization, constrainis approximated by, , which
is transferred to level 2 along with the loading and the bampdonditions.

glapp
ra = loads
displacements

— The boundary conditions of the superelement are known. &kfermn the opti-
mization of the masd, of the superelement with the constraigtsandg;,,,. Thus,
variablesx» are determined.

— We transfer a dfiness corresponding to the superelement along with appesxim
tion gg,,,, of constraintg,.

te) =4 o e,
@ stiffness of the superelemerft
— The optimizer updates the design variablggtaking into accoung; andgy, .

End of the optimization process on levell

This method is both sound antfieient. Nevertheless, because of the two imbri-
cated optimization loops, it requires significant compgitimes.

Although[TOS 06] does not belong to the framework of imbtéchmodel opti-
mization, it is useful to comment briefly on the general ojtation algorithm pro-
posed. Indeed, an interesting aspect of the study condeertsansfer of data in both
directions between two consecutive levels. In order to @) tiee must prescribe that
the data being senf and the data being receivigd) between one level and the other
be identical. Thus, one of the indispensable stoppingr@itef the iterative process
is that the data;) andt;.1) be identical for both levels. This condition requires the
integration of a new constraint (in addition to the cladsicandt) into both calcula-
tion levelsi andi + 1. Finally, it is proposed to take this constraint into acudn the
optimization of the cost function through the updated Lagran method.
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Taking into consideration the previous statements, wegge@ new andfgcient
method for multilevel model optimization based on a multlsamodeling which re-
quires only a single global optimization loop. We will ilkuate this method in the
context of dealing with structural details: typically, thesition of a hole in a structure,
the shape of the contact surfaces betweéiemint parts, the tightening parameters in
an assembly.

5.6. General resolution strategy

Structural optimization involves two veryftitrent domains of expertise: numer-
ical simulation and optimization. Starting from a set ofigasvariablesx obtained
from the optimizer, the simulator returns the correspogdibjective function(s) and
possibly the constraint functions. Then, the optimizatiwocess tends to minimize
this objective (or these objectives). There are two waysptiintze a mechanical
model.

The optimization is carried out using en empirical modellecha metamodel
generated from a number of measurement points (evaluatttelsimulator). These
points can be positioned logically, i.e. regularly (respoaurface technique [ROU 98]),
or chosen randomly, as in the kriging method [SAK 03]. In féoe choice of the sim-
ulation points (e.g. through design of experiments, Lagipdicube sampling, random
drawing) is generally independent of the metamodel bultfithese points (polyno-
mial response surfaces, kriging, RBF networks, etc.). apisroach is used in the
methodology developed in Chapter 3.

The optimization can also be performed directly using thelmaaical model. In
this case, the solution obtained is exact and the two fieléxpértise exchange data
(design parameters, constraints, and objective fungtiddsmetimes, the simulation
and the optimization are performed in the same program, lame@xchange of data
takes place naturally. In our case, the two disciplines aoedpled; the two programs
proceed in parallel and exchange information through dé&ta. fi This uncoupling
allows great freedom in the choice of approaches and afgositand the highest pos-
sible expertise in each of the two domains of application.

Figure 5.11 represents the complete optimization schemvehich the metamodel
and the mechanical model are optimized successively.

We are now going to propose a high-performance numericallation method for
multilevel optimization. This technique can be applied tthbstages of the optimiza-
tion strategy and concerns the gray-colored simulatiopssire Figure 5.11. Usually,
these simulation steps are very costly in terms of CPU tinvabse they are repeated
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Step 1 Step 2
Optimization with a meta-model Optimization with the mechanical model

Definition of large range of parameter
( n. sirnulations j Reduced range of parameters
| Parameters
n optimizations n simulations
Generation of the metamodel Stand by during the Stand by during the

simulation process optimization process

1, optirmnizations

of the metarmodel Objective
‘ é
¥

Reduction of the range of the parameters

Figure 5.11. The complete optimization scheme.

ns + n times. The multiresolution strategy enables reuse of thelteof similar cal-
culations in order to reduce computing time.

The simulation strategy adopted is very well suited to tkatment of these two
costly stages. More specifically, the multiresolution @&spea fundamental point in
the reduction of computing costs, with reard to both thewattons required for the
construction of the metamodel and the optimization of theglete model.

Our approach is based on two fundamental points.

— The first point is the use of micro—macroresolution technique, which has al-
ready been proved to be remarkabffiaent numerically [LAD 02]. This technique
is amultiscalemethod based on two features:

- decomposition of the domain into substructures and iatex with their own
unknowns. One of the advantages of the proposed deconwoisithat the unknowns
at the interfaces are mixed quantities (loads and displan&sjh The multiscale aspect
of the method is introduced through the quantities defingdeainterface, which are
divided into a “macro” part (e.g. resultants and moments) arfmicro” part (the
complementary part).

- the LATIN method (described in detail in section 5.7.1\8hjch is a general
resolution strategy for non-linear problems. In particulathe context of domain de-
composition, this method enables problems associatedhéttiferent substructures
to be solved independently and this information to be tremetl across the interfaces.
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— The second fundamental point is the introduction of an @myeite strategy for
the description of geometric details such as fillets or hol&#e choose a mesh-
independent technique combining a local enrichment me({eIEM) and the use
of level set functions which enable us to “activate” the gmégion of the structural
detail without modifying the mesh during the optimizatiaogess. In the case of de-
tails such as contact surfaces or fasteners, it is unnagdssase the X-FEM because
these details can be dealt with directly at the interfacelleg they do not influence
the mesh.

The proposed approach can also be applied without intraducimultiscale aspect
and, even in this case, it can be veffi@ent [BOU 03, BOU 04]. In fact, some of the
examples presented were calculated with a single-scas@wenf this approach.

These dfiterent techniques have already been used in optimizaticrepses, for
example the use of the single-scale version of the LATIN meih the context of an
identification problem [ALL 05b]. The description using &hset functions was used
in an optimization context in [WAN 03, ALL 05a].

By analogy with our previous presentation, we can consitkgrthe global calcu-
lation over the whole domain (the macro level) correspondbe calculation at level
1, and that the calculation in the substructures (the mievel) corresponds to the
calculation at level 2.

Since the macro problem and the micro problem are coupldumihe LATIN
resolution method, bilateral communication between the levels ceases to be a
problem and can be established naturally through the attesf Thus, the optimiza-
tion process can be considerably simplified by using a siagtemization loop (see
Figure 5.12). However, it is also possible to use two optation loops, in which case
the scheme resembles that of [ENG 04], except for the inierabetween the levels.
Thus, depending on the problem, one can take advantage afwase either a single
or a double optimization process.

We will also see that another advantage of our proposedegiras that it can
reuse calculations previously done for one set of desigiali@s 1), X2), ..., Xn)) t0
perform another calculation associated with new valuet@®flesign variables. This
property is called “multiresolution”, in the sense thatnables the multiple resolu-
tion of problems parametrized by the design variables toamelled at minimum cost
[BOU 03, BOU 04].

In order to position this new approach among those presdygéate, this opti-
mization is viewed as a multilevel model optimization besmthe model is enriched
from one level to the next (typically, the structural detaitreated at level 2), and the
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Figure 5.12. Optimization using the multiscale approach.

optimization is clearly imbricated because the commuidcabetween the levels is
established naturally within the resolution algorithm.

This is especially true in the case of the multiscale versitcthe method; indeed,
two modeling levels are introduced explicitly and commuaiécwith one another dur-
ing the resolution process. The macroscopic level is a hemiagd version of the
complete problem and, thus, constitutes a simplified mogdgvel of the complete
model. The microscopic level comes up during the iteratdsoiution process with
the LATIN method to complement the macroscopic level andlfirsolve the com-
plete model.

In addition, if a metamodel is used for the first optimizatrase, we can consider
that we have carried out an optimization with three modelawgls: the metamodel,
the macroscopic model, and the complete model.

5.7. Use of the multiscale approach in multilevel optimizabn
5.7.1. The micro—macro approach

The multiscale approach proposed here, introduced by [LADaDd called the
“micro—macro” approach, is based on three fundamentaltpoihich are described
in detail below.
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5.7.1.1. Domain decomposition

Let us consider an elastic structuPesubjected, under the small-perturbation as-
sumption, to a loadingt ; over a portiord,Q of its boundaryyQ. Over the comple-
mentary part,Q, the displacemenlt), is prescribed. The first point of the micro—
macro approach consists in dividing the mechanical systémdubstructures and
interfaces (Figure 5.13). Each of these constituents spomds to a complete me-
chanical entity characterized by its own variables and ws dehavior. This is a
natural view when the substructures are the constitutives jgh an assembly and the
interfaces correspond to the connections among these parts

Figure 5.13. Decomposition of the medium into substructures and interfaces.

Let us now consider a substructuEedefined in domai2g bounded byQe. E
is subjected to the action of its environment (the neighfgppimterfaces) in the form
of a load distributiorF . and a displacement distributidi_ (Figure 5.14). The inter-
facel'eg between the two substructur@s andQg expresses a behavior law between
(Fg. Fg) and W, We,). The introduction of displacement distributions and iifetee
load distributions gives this domain decomposition methotixed character. Subse-
quently, we will address two types of problem: one assodiafi¢h the substructures,
and the other associated with the interfaces.

5.7.1.1.1. The substructure problem
Let u. denote the displacement field at any point of substrudgeandes and
oe the corresponding strains and stresses, respectively.

The mechanical problem to be solved in each substructursistenin findingu
andog which verify:
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FEE/

Figure 5.14. Exchanges among substructures and interfaces.

— kinematic admissibility:
V(U We) € Ue  Uglooe = We [5.1]

whereUe is the space of the kinematically admissible fields;

— equilibrium in a weak sense (assuming that the volume fdistebution is iden-
tical to zero):

V(U We) € Uy, Y(Fg, o) € Se faE  e(ul)dQ - fEE-V_V"E -0 [5.2]

QE aﬂE
whereSk is the space of the statically admissible fields;
— the constitutive relation (assuming linear elastic berv
oe = De(up) [5.3]

whereD is Hooke’s operator.

The resolution of the problems associated with each sutistelis performed
independently of the other substructures and, thus, caafadiglized.
5.7.1.1.2. The interface problem

The mechanical problem to be solved over each interfaceistens determining
W, andF ¢ which verify:
— static equilibrium:
EE + EE’ = 0 [54]

— the constitutive relation:
R(\A/E’EE’WE!’EE/) = 0 [55]

where R is the (linear or non-linear) behavior law of inte€fBgg , which we will
develop in detail in section 5.7.2.
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Bringing everything together, we defise- } ¢ sg as the solution of the substructured
problem of the fornss = (ug, W, og, F¢) associated with each substructure, whose
neighboring interfaces verify equations [5.1] to [5.5].

5.7.1.2. The multiscale aspect at the interfaces

Here, contrary to most multiscale approaches, the scabratign takes place at
the interface level. Thus, each interface quantity is esg@d as the sum of a macro
part and a micro partt = FM + F™ andW = WM + W™. The macro displacements
WM and macro load§™ are sought in space®’M., and 7M., defined below. The
macro components are obtained through a projdétoy, which verifies the following
uncoupling relation between the micro work and the macrdwor

f E.v_vus:f EM.V_VMdS+f F™w™mds [5.6]
Tep Tep e

Then, we getFM = M, (F) andE™ = (id - M) (F). The macro and micro
components of the displaceméfftare expressed in the same way.

In order to make the projection operatHir,. explicit, letefy, = (g},...€))
denote a basis of spag@f,. Then, we have:

EM =T (F) = D (F e = 3 (V) e [5.7]
i=1

i=1

where FM]; represents the componentsFf' in the macroscopic bas@"E,. Let us
note that the macro componenté’\’[li:l_.nM are defined prior to any discretization. A
classical choice consists in using what is called an extnagirojector of the “lin-
ear part” of the fields. Figure 5.15 illustrates this basisfiihe functions in two
dimensions. In this case, componerf&d’]; correspond to the resultants, moments,
and extension of the interface. The same basis is usetr. Then, components
[WM]; correspond to the translations, rotations, and stretabiitige interface.

In order to transfer the “global” data to all of structuf® the macro loads are
required to verify the transmission conditions systenadliic The associated space is
denoted byF .

Fai = {EM|VE,YE' € Vg, EY + FY = 0} [5.8]

whereVg represents the set of substructures which are neighb®ks.of



24 Multidisciplinary Design Optimization

Figure 5.15. The linear macroscopic basisyn= 4).

5.7.1.3. The iterative resolution strategy

The solutions of the problem is determined using the LATIN iterative altan
developed by Ladeveéze [LAD 99]. Unlike most “classical” mads, in which cal-
culation of the displacemefdad response requires an incremental procedure and an
iteration at each time step, the LATIN method provides a detepadmissible re-
sponse (over the whole time interval) at each iteration, @ists in adjusting this
response until the solution is reached. Figure 5.16 givebarsatic illustration of the
behavior of the LATIN resolution method compared to thatrofrcremental iterative
resolution strategy.

Displacement
Q\\
; o
: i B
X : <& b
[teration T i ~ &
i RS
. % K
[teration 2 : i & Y
s : ! Ko &>
[teration 3 : : ! By
1 B 1 \ZSL
RS
Increment 1 Increment 2 Load

Figure 5.16. Schematic representation of the behavior of two resolution strategies.

The basic principle of the LATIN method consists in sepathe dificulties by
resolving successively two groups of equatiédgsandI” defined by:
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the static admissibility ofcg, F)

Aq - the kinematic admissibility ofeg, W)
— the admissibility ofJge{F¥} € FM
I' || - the behavior of the interfaces

I' includes the local equations, which may be non-linear, Anthcludes the linear
equations, which may be global.

The strategy consists in seeking a solution which verifiestiuations oy and
the equations of alternatively, using two search directioB$ andE~ (Figure 5.17).

Figure 5.17. Schematic representation of an iteration of the LATIN method.

In the local stage, gives, € A4, we seelé,,1/2 € T which verifies:
L'EE -Fg)- k*@VE -Wg)=0 VM € I'ep [5.9]
k* being a positive scalar associated with the search direEtio

In the linear stage, give®.12 € T', we seels,,1 € Ag which verifies:

(Fe-Fp)+kWg-W.)=0 VM € Iep [5.10]

Generally, we tak&™ = k* = k.

In the case of a multiscale resolution, taking into accobetrhacro admissibility,
UEeE{EE"} € ?'a"é' changes the search directign:

(Fe-Ep) +k (W - W, -WY) =0 VM eTee [5.11]
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Where[VEI is the Lagrange multiplier which corresponds to the adrhisisi con-

. —M . .
straint of the macro loads aWl; € WQ”d,o is the space of the macro displacements
which are continuous at the interfaces and zero éyer [LAD 03].

5.7.2. Behavior of the interfaces

The behavior of the interfade:-g between two substructur€g: andQg depends
on the connection that the interface is intended to reptesEnis behavior can be
expressed as a mixed constitutive relation between thedisfgacements and the in-
terloads acting over the interface. Let us give two examplésterface behavior:

Perfect interface

The displacements are continuous across the interfacdahaktds are in equilibrium.
Then, the constitutive relations lead to the two equatiéns:F., = 0 andW-W,, =
0.

Contact interface with friction and a gap In order to verify the friction conditions
optimally, it is necessary to take into account their evoluthroughout the loading
[CHA 97]. Thus, the Coulomb friction problem is discretizedtime. u denotes
Coulomb’s friction coéficient, n represents the outward normallipg with respect
to Qg at the current point, anglis the initial gap (Figure 5.18).

Qg

N fn J

Qg

Figure 5.18.The notations for a contact interface.

P; designates the orthogonal projector associated withfatef e . Then, the
constitutive relation comes down to:

Unilateral contact

— Delamination
Ifn- (AWS, — AWL) > | —n- (WED - We?) thenFL = FL, =0

_ -1
or AW = Wi - W
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— Contact

Il
o

FL + F!
it ty _ ; t—1 t-1 —E " —F¢
0 (W - AWE) = | - - (i - Wi then{ E5 e

A
o

Friction conditions

— Adhesion
If IPELI < pin- FE| thenPy(AWL, — AWL) = 0
— Slipping
P(AWL, — AW APFL = 0
ty) _ = [AC AL YE tE
If IPEEll = pin - Bl then{ Pt(AV_VE/ _ AV_VtE) . PIE:; > 0

5.7.3. Resolution

In this section, we briefly describe theffdirent calculation steps involved in the
course of a LATIN iteration.
5.7.3.1. Resolution in the linear stage: determinationspf; € Aq
5.7.3.1.1. The micro problem

For a substructur@g, the weak formulation in displacement associated with equa
tions [5.1] to [5.3] and the verification of the search direat[5.11] lead to the fol-
lowing micro problem:

Find (ug, W¢) which verifies:

f Tr(e(ug) : D : e(uU))dQ + f KW - W*dI" =

Qe Qe

f@E + KW, + KWy ) - W*dr [5.12]

A0E

A standard finite element discretization is used to intexgolhe interface quanti-
ties as well as the displacement fields in the substructiriesily, after discretizing
equation [5.12], we get:
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([Ke] + [keD)lug] = [Fel + KWe ] [5.13]

where Kg] is the “classical” finite element $sthess matrix andkg] is the stifness

matrix of the interface\ZVgI is the only macro unknown of problem [5.12]. Its determi-
nation requires the resolution of a macro problem over thelevset of substructures.

5.7.3.1.2. The macro problem

Because the micro problem is linear o¢, using [5.11], we can definef, a
homogenized operator relating the macro loads to the Lagraultipliers:

— M ~ M
F¥ =LE(Wg) + Feq
whereE,“E/'yd is the “given” macro loading. Then, the macro problem oventtmole

set of substructures becomes:

Find Wy such that:

D f[vg”*-(Lg([vg”HEgd)dr:Z f WY E,dr [5.14]
E 90e B a0 nas0

After discretization, we get:

[LF | [W o = [By Ten + [F¥]an [5.15]

[.Jew designates the set of components of the quantity being demesi in the
macro basis. Therefore, the size of the macro problemyis n;, wheren; is the
number of interfaces anuy the dimension of the macro basis of sp&G¥, (Figure
5.15).

5.7.3.2. Resolution in the local stage: determinationdgf;» € T’

The state of each point of the contact interface is givenieitiglby two indicators,
on andgT [CHA 99, LAD 02]. In the case of contact with friction, intrading a time
discretization, these two quantities are deduced fromdhgien of the previous step.

The normal contact indicatay is defined as:
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i1

1 ~ ~
o' = SRWE - WE + AW - AWE) - 5 - Sen(FE - FEY) [5.16]

The friction indicatorg_gT is defined as:

k ~ a 1
G = P - aiE) - Im e FY) 547

For normal contact: igi;* > 0, delamination occurs; @i;* < 0, the interfaces are
in contact. With respect to tangential ContactgtTi‘fl < pn- EtE| slipping occurs; if

g‘T+l >un- EtEl there is adhesion of the contact surfaces.

Finally, depending on the contact case, the normal and tdiadjeomponents of
the interface quantitied/: ', W', E5Y, andEL" are calculated,

5.7.3.3. Stopping criterion

The non-incremental character of the LATIN strategy givesy\easy access to
a convergence indicator. Indeed, any criterion based onasune of the distance
between two consecutive solutions of the same iterdlian — S..1/2ll is a relevant
error indicator [LAD 99]. This indicator is calculated aetbnd of each iteration, and
when its value becomes less than a threshkpglhe algorithm is stopped.

5.7.4. The resolution algorithm

In summary, Figure 5.19 gives the general resolution algori For each step,
guantitiesbeforethe arrow denote the quantities knoarpriori and quantitiesfter
the arrow denote the quantities which are calculated.

5.7.5. Relevance of the multiscale approach in the case of multdeaptimization

As mentioned previously, the multiscale approach is based decomposition
of the fields at the interfaces in micro quantities and macrantgjties. Thus, in the
resolution process, the macro quantities are obtainedgfra homogenized problem
defined over the whole set of the substructures.

This homogenized problem constitutes a first modeling |elefined intrinsically
within the method. If we consider the 2D problem of a beam indireg, the macro-
scopic quantities can be viewed as the resultants and meroétte internal loads
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Figure 5.19.The resolution algorithm.

at each point where there is an interface: in this case, thdehassociated with the

resolution of the macroscopic problem is a beam-type mad#i as can be found in
strength of materials.

Thus, the micro quantities, determined as correctionsigfitst modeling level,
constitute a second modeling level.

In other words, the multiscale strategy proposed introdia® modeling levels
naturally, and these are treated simultaneously withirrekelution algorithm. Thus,
when the optimizer invokes the strategy, two levels of ma@delgenerated transpar-
ently. Furthermore, as will be seen in the next section, thatisns associated with a
set of parameters of these two modeling levels are preseviied a new calculation
associated with another set of parameters is performed.
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5.7.6. The multiresolution strategy

Since optimization generates a large number of calculstidris crucial to in-
troduce an appropriate resolution strategy which enablexiaction in computing
time when the parameters change ff&ient strategies, calledutiresolution strate-
gies have been presented in the context of topological optitioizafor example
in [KIM 00]. The multiresolution method used here was depelb by [BOU 03,
BOU 04]. It is based on the fact that the LATIN algorithm canibiéalized using
any solution verifying the admissibility conditions € Aq). In the case of a para-
metric study, for a given set of parameters, the LATIN loopeimitialized with the
converged solution (which necessarily belongé&ddcorresponding to another set of
parameters. When a parameter evolves only slightly, theagdiution of the prob-
lem also changes only slightly. Thus, using multiresolutstrategy, convergence is
achieved more rapidly in a smaller number of iterations.

The multiscale strategy coupled with multiresolution wabdated in [BOU 07].
Description of the structural detail

Taking into account the shape dodthe position of structural details constitutes
an important stage in the dimensioning of a mechanical systée multiscale aspect
we have introduced provides a means of assessing the glehavior of the structure
(on the macro scale) as well as including the influence of thetiral detail in a
simple way (on the micro scale). The optimization of suclailietnvolves prohibitive
computing times if a complete optimization of the refined eddd attempted and,
therefore, it requires the application of a multilevel (tradale) strategy. In this case,
the description of a structural detail is carried out indegently of the finite element
mesh through the use of the X-FEM. The level set techniqublesais to modify its
shape anfr its position in the course of a calculation very easily arekpensively.

5.7.7. The X-FEM method

In order to avoid the diiculties of meshing at the micro level, an enrichment tech-
nigque such as X-FEM is used for the representation of thetstral detail [GUI 06].
Since the multiscale aspect is introduced only at the iaterievel, it is possible to
enrich the displacement fielgl within a substructur& using the technique illustrated
in [MOE 99, STO 00]. In the case of a circular hole:

— The X-FEM interpolation of the displacement field in substareE is given by
[SUK 01]:

e, (0 = Y @i H() u whereH(x) =

ieN

{ 1 if xisin the material [5.18]

0 if xisin the void
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whereN, u,, andH denote respectively the set of the nodes of the mesh, the-corr
sponding degrees of freedom, and the enrichment functiaty. tBe elements crossed
by the boundary of the hole require special treatment.

— The numerical integration of the weak formulation is natfened on the por-
tion of the element located in the void.

— The nodes inside the hole which are not connected to anyeekerrossed by the
hole’s boundary are eliminated from the mesh by removing ttegrees of freedom
from the final system.
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Figure 5.20. A hole positioned over a mesh. The circle nodes require a specific traatme
while the nodes marked with a square are eliminated.

5.7.8. The level set method

The level set function method proposed by [OSH 88] is a nuraktechnique
designed to follow the evolution of structural details gasince it is independent of
the finite element mesh. In the case of a hole, the level setifum(which is the
distance function) is given by:

@(¥) = min(|[x = x|l = r¢) [5.19]

wherex. andr. denote the positions of the origin and the radius of the hrelepec-
tively. Then, the enrichment functidd can be easily expressed as a function of the
distance functiorp as follows:

(10 e()=0
H(l‘)‘{o if o(x) <0
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So far, we have presented strategies in the domain of stalemwalysis (for which
numerical examples are proposed in section 5.9). Now, latldsess some problems
in the domain of aerodynamics.

5.8. A multilevel method for aerodynamics using an inexact ge-evaluation ap-
proach

Modern semi-stochastic optimization methods like genaligorithms [MIC 92]
and particle swarm optimization [VEN 03] have been found ¢ochpable of solv-
ing practical optimization problems. Among their many ateges are their abil-
ity to handle non-smooth functions (since gradient infaiorais not required), and
the possibility of finding global optimal solutions. A disgjuishing feature of these
methods is that they operate withpapulatioriswarm i.e. they make use of multi-
ple candidate solutions at each step of their iteration.s Teguires computation of
thecosffitnessfunction for each candidate in every optimization iterati®he ability
to locate the global optimum depends orfiient exploration of the design space,
which requires use of a fliciently large population size. This is especially true when
the cost function is multimodal and the dimension of thegiesariable space is high.
With the increasing use of high-fidelity models, e.g. Naviokes equations for
flow analysis, the computation of the cost function for a Erdesign can be costly
in terms of time and resource use. The combination of such-tidglity analysis
tools with population-based optimization techniques earder them impractical or
severely limit the size of the population that can be used.

To overcome this barrier, several researchers havesisesbate modelsr meta-
modeldBUC 05, GIA 02, EMM 06, JIN 05, ONG 04] in place of the costlyadwation
tool. These surrogate models are inexpensive compared &xttt model. There are
several ways in which a surrogate model can be developed:

— Data-fitting models: an approximation to the cost funci®nonstructed using
the available data. These data may be either generatedisgicifor constructing
the model or may be taken from the initial few iterations & tptimization method.
Examples of data-fitting models are polynomials (usuallgdratic, also known as
response surface models) [JIN 05], artificial neural nelke@such as multilayer per-
ceptrons, radial basis function networks) [JIN 05, EMM G&idd Gaussian process
models (kriging) [BUC 05]. These models can be either globadking use of all
available data, or local, making use of only a small set chdabund the point where
the function is to be approximated. Global models have beed as a complete re-
placement of the original cost function, with optimizatibeing carried out on the
surrogate model. Local models have typically been usedeopditioners to accel-
erate the exploration of the search space. These types @lmmused in Chapter 3.

— Variable convergence models: the cost function usualhedds on the numer-
ical solution of a PDE. Most numerical methods are iteraitiveature and contain a
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stopping criterion which is measured in terms of a solutesidual. To get an accurate
solution, a small value of the residual is usually used. Suchccurate solution may
be unnecessary when all we want is an estimate of a cost &mmatihich is usually
some integral that converges much faster. In such a sityatie stopping criterion
can be relaxed, thereby considerably reducing the timentitkea single computation.

— Variable resolution models: in these models, a hierar€lgyids is used and the
surrogate model is simply the costly evaluation tool run @oarse grid.

— Variable fidelity models: in these models, a hierarchy gfgaddal models is used,
for example Euler equations (surrogate model) and RANStamsa(exact model).
Even when a high-fidelity model like RANS is used, we can useath function ap-
proximation as a surrogate model and a turbulence modeieappp to to the wall as
the exact model.

In the following sections, we consider data-fitting modelasticularly radial ba-
sis functions and Gaussian random process models, alsoka®kriging. Both these
methods have been found to feetive in interpolation of high-dimensional data with
small numbers of data points as compared to polynomialebasethods. Data fit-
ting models have been extensively used for optimizatiorosflg functions [JIN 05].
Quadratic models were frequently used in the past but thelkrdf accuracy has led to
the development of more sophisticated approximation nusthike neural networks,
radial basis functions, and kriging. There are severahtiars in the use of meta-
models for optimization. Infd-line trained methods, a metamodel is first constructed
by generating a set of data points in the design space andagivey the cost func-
tion at these points. This metamodel is then used to optithizeost function with-
out recourse to the exact function. The success of this rdattles on the ability
to construct an accurate metamodel, which is doubtful falisgc problems, which
usually involve large numbers of design variables and cerfinction landscapes.
On-line trained methods construct and update the metanasdahd when required
and are closely integrated into the optimization loop. Wlena new function value
is available, the metamodel is updated and the optimizationeeds using the new
metamodel. The metamodel becomes progressively moreasieas more and more
data points are included in its construction.

Giannakoglou [GIA 02] has proposed a two-level evaluatioategy, called inex-
act pre-evaluation (IPE), to reduce the computation tinfeted to GAs. It relies on
the observation that numerous cost function evaluatioasiseless, since numerous
individuals do not survive to the selection operator. Heitds not necessary to deter-
mine their fitness accurately. The strategy proposed byr@ieoglou consists in using
metamodels to pre-evaluate the fitness of the individualsérpopulation. Then only
a small portion of the population, corresponding to the nposinising individuals, is
accurately evaluated using the original and expensive mode
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Inspired by the success of GAs combined with metamodelsRBdwe study the
application of a similar strategy to particle swarm optiatian. PSO was introduced
in [KEN 95] as a simplified social model. It mimics the behavid bird flocking
and is based on rules that enable sudden direction chamgétering, regrouping, etc.
These moves are motivated in nature by food seeking or predediding, and can be
implemented in a simple algorithm for global optimizati®50 also requires a large
number of function evaluations since it requires a large lmemof particles to locate
the optimum €&ectively. Hence we propose a metamodel-assisted PSO itn\dual
RBF approximations are used to pre-evaluate the particléeen a small percent-
age of particles are selected (prescreening) for exacti&iahs. We also propose a
new prescreening criterion which is specific to PSO and aaticaily determines the
number of exact evaluations. The proposed algorithm isiegpb the aerodynamic
shape optimization of a supersonic business jet and a manaing. In both cases,
a substantial reduction in the number of CFD evaluationglgezed, while finding
optimal shapes that are as good as in the case of CFD evalsaiiane.

5.8.1. Particle swarm optimization

PSO is modeled on the behavior of a swarm of animals when tinetyfor food or
avoid predators [MIL 07]. In nature, a swarm of animals isfdto exhibit very com-
plex behavior and to be capable of solvingfidult problems like finding the shortest
distance to a food source. However, the rules that goverheahavior of each animal
are thought to be simple. Animals are known to communicageriformation they
have discovered to their neighbors and then act upon thiatdiclly. The individuals
cooperate through self-organization but without any @ rtontrol. The interaction
of a large number of animals acting independently accortingome simple rules
produces highly organized structures and behaviors.

In PSO, a swarm of particles wanders around in the desigrespecording to
some specified velocity. The position of each particle aoads to one set of design
variables and it has an associated value of the cost fundtiach particle remembers
the best position it has discovered in its entire lifetineeél memory) and also knows
the best position discovered by its neighbors and the whedera (global memory).
The velocity of each particle is such as to pull it towardsoitn memory and that
of the swarm. While there are many variants of the PSO algurithe one we use
is described below and complete details are available inf[DB]. The algorithm is
given for a function minimization problem

X rg<|£n>m J (X)
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Algorithm : Particle swarm optimization
1) Setn=0
2) Randomly initialize the positions and velocitieg, v}, k= 1,..., K.
3) Compute cost function valugéxy),k = 1,...,K.
4) Update the local and global memory

Xf,k = argmincsnJ(XQ), X! = argminycsen 1<kek J(XQ) [5.20]
5) Update the particle velocities
W = 0"V e O = X + Car 5 (X = %) [6.21]

6) Apply craziness operator to the velocities.
7) Update the position of the patrticles

Xt =5+ vt [5.22]

8) Limit new particle positions to lie withiny, x,] using reflection at the bound-
aries.

9) If n < Nmax, thenn = n+ 1 and go to step (iii), else STOP.

Apart from the above basic algorithm, we use several adtitistrategies to en-
hance the ficiency of PSO. The inertia parameteis decreased during the iterations
as proposed by Fourie and Groenwold [FOU 02]. A startifigs chosen with a large
value in order to promote an exploratory search. Its valtiess decreased by a factor
a if no improved solution is found withih consecutive time steps:

If I(X7) = I(X"") thenw" = aw™*

with a € (0,1). Therefore, if the exploratory search fails, convergetuwards the
best locations ever found is promoted. A craziness operationplemented on the
velocity [FOU 02], which is inspired by the mutation operraito GAs. A craziness
probability p. € [0, 1] is chosen; then, at each time step and for each partiate, th
velocity direction is randomly modified with the probabjlip., but the velocity mod-
ulus is kept constant. Large random perturbations thezefocur at the beginning of
the optimization procedure, promoting random global dearhereas small random
perturbations are performed when the swarm is close to fliico, promoting ran-
dom local search. This approach is inspired by the so-calteduniform mutation
operator in GAs [MIC 92]. Finally, an upper limit on velocitsgs recommended by
Shi and Eberhart [SHI 98], in order to improve the stabilindaonvergence rate of
PSO is also used.

In the original algorithm proposed by Kennedy and Eberhg€&N 95], the ran-
dom numbers, r, are scalars, i.e. one random number is used for all the \¥gloci
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components of a particle. In practical implementationseaechers have used both a
scalar and vector version of random numbers. In the vectsiomre a diterent ran-
dom number is used for each component of the velocity vedtais is equivalent to
using random diagonal matrices forandr,. In [WIL 05], the author has investi-
gated the dference in PSO performance between these versions and deachat
the scalar version is susceptible to becoming trapped imesskearch, while the vector
version does not have this problem. The vector version @ @isferred for use with
metamodels since it has space-filling characteristics.

5.8.2. Metamodel assisted PSO with inexact pre-evaluation (IPE)

Like genetic algorithms, PSO is a rank-based algorithmittaal magnitude of
the cost function of each particle is not important, onlyithelative ordering matters.
An examination of the PSO algorithm shows that the main dg\actors are the lo-
cal and global memories. Most of the cost functions are dilszhexcept when they
improve the local memory of the particle. Hence in the PSGexdnan inexact pre-
evaluation strategy seems to be advantageous in idemifyiomising particles, i.e.
particles whose local memory is expected to improve, whashtben be evaluated on
the exact function. When updating the local and global messpthe cost functions
are of mixed type; some particles have cost functions eteduan the metamodel
and a few are evaluated using the exact model. If the memareesipdated using
cost functions evaluated on the metamodel, there is thahlitysthat the memory
may improve due to errors in the cost functions. This errasgoemory may cause
PSO to converge to it or may lead to wasteful searches. Theomiesrare therefore
updated using only the exactly evaluated cost functions.pWipose a metamodel-
assisted PSO with inexact pre-evaluation as follows; thst Mg iterations of PSO
are performed with exact function evaluations which areestdn a database. In the
present workNe = 10 is used. In the subsequent iterations the metamodel istase
prescreen the particles and only a small percentage otlesrtare evaluated on the
exact function.

Algorithm : Particle swarm optimization with IPE
1) Setn=0.
2) Randomly initialize the positions and velocitigg, v}, k= 1,...,K.
3)If n < Ng compute cost function associated with the particle pmssti

J(x7). k=1,...,K using the exact model, else compute the cost function usitg-m
modelJ(x),k = 1,..., K.

4) If n > Ng, select a subset of particl& based on a prescreening criterion and
evaluate the exact cost function for these particles. St@reexact cost functions in
the database.
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5) Update the local and global memoriesing only the exactly evaluated cost
functions

xf’k = argMmin<s«nJ(X;), X! = argminy<s<n 1<kek J(X) [5.23]

ASSNUPEAN SN

6) Store exactly evaluated function values in a database.
7) Update the particle velocities

Vit = o™+ ear ] O = XQ) + Car B (K — x7) [5.24]

8) Apply a craziness operator to the velocities.
9) Update the position of the particles

Xt =g vt [5.25]

10) Limit new particle positions to lie withind, x,] using reflection at the bound-
aries.

11) If n < Nmax thenn = n + 1 and go to step (iii), else STOP.

The important aspect of metamodel-assisted optimizatidhe criterion used to
select the se§ of particles whose function value will be exactly evaluategian-
nakoglou [EMM 06] discusses several prescreening criteaised on the estimated
fitness function and variance of the estimation wheneveitadla, as in the case of
Gaussian random process models. The prescreening csterised on the notion of
improvementLet Jyin be the current minimum function value ari(k) be the function
value predicted by the metamodel for a new design poiltte can define an index of
improvement for the designas

- , [5.26]
JImin — J(X)  otherwise

10 = {o it J(X) > Jmin
Designs with larger value of this index are likely to lead toeduction in the cost
function and should be evaluated on the exact function. Soatamodels like kriging
also give an estimate of the error in the approximation. Trticemation can be useful
for exploring those regions of the design space which aresuftiently probed. We
do not consider these other criteria; see [EMM 06] for furithetails.

In the present work we use interpolating RBF metamodelschvtid not provide
an estimate of the variance. The prescreening is therefmedonly on the estimated
cost function value and we investigate twdreient criteria:

— After the IPE phase, the particles are sorted in order o€aming cost function
and a specified percentage of thestparticles, i.e. those with small cost function
values, are selected for exact evaluation.
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— We also propose a new prescreening criterion for PSO asnell the setS"
consists of all particles whose local memory value is ptedi¢o be reduced in the
IPE phase, i.e.

S" = {k: () < IEH) [5.27]

The second criterion is similar to the index of improvemaritthe minimum func-
tion value is that of the individual particle memory. All piates whose index is pos-
itive (non-zero) are evaluated on the exact function. Ni&t tve do not specify the
percentage of particles that are exactly evaluatteel;number of exact function eval-
uations is automatically determinethd we expect this number to adapt itself as the
cost function is progressively reduced. Note that in thi©RIPE approach, botthe
local and global memories always consist of exactly eveldaarticles

5.9. Numerical examples

In this last part, we will present:

— Four examples of applications of multilevel optimizatioia structural detail.
The optimization algorithms used in this study are desclyurighms in which the
gradients of the cost function are calculated through fidifierences.

— Two examples of multilevel optimization in aerodynamifcsgsusing more par-
ticularly on the shape optimization of the wing of a supeirstsiness jet.

5.9.1. Example 1: optimization of the position of a hole

Let us consider a structuge,, fixed along its length and in contact with friction
with a structureQ, subjected to a uniform pressupe= 100 MPa over its edges.
The material’'s constants and the friction fiagent areE = 210000MPa, v = 0.3,
andu = 0.6. The domain was divided into 13 identical substructurestha contact
interface is represented in bold in Figure 5.21. Each subistre was divided into
18 18 quadrangular elements.

A hole with an 8mmdiameter is cut in the upper structure. The coordinates of
its centerx. andy,, are the design variables of the problem. They must be optithi
so the normal pressure distribution at the contact interfa@s uniform as possible.
Then, the cost functiofi is given by:

— (pmax_ pmin)
pavg

f

where pmax Pmin, 8nd Payg are the maximum, minimum, and average pressures,
respectively.
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(5 substructures)

/ Q,
(8 substructures)

L
Figure 5.21. The model,

The optimization was carried out in three steps accordirtbeéscheme shown in
Figure 5.11.

First, we constructed a metamodel representing the firsetimagllevel. In order
to do this, we performed a multiresolution calculation @& tost function for dierent
positions of the hole taken inside the grey zone (the blagktem Figure 5.22). Then,
we obtained the response surface by cubic interpolation.

Using this metamodel, the inexpensive optimization, usiggnetic algorithm led
to the zone(s) of interest very rapidly. In practice, th@infation obtained at the end
of the optimization of the cost function was the substruetwithin which the hole
must lie.

We then proceeded with the refined optimization itself. Thstdunction was
calculated at each call using the multiscale calculatiatecorhe minimization was
performed under the constraint that the hole must remaiderthe previously iden-
tified substructure. Takingd,y?) = (83,1835) as the initial values, the algorithm
converged to the optimum positiori(y;) = (79.5, 186 9) after 14 optimization loops
and 84 calls to the cost function

With our approach, only the first call t6 during the construction of the meta-
model or during the optimization process was really expendtor subsequent calcu-
lations, when the position of the hole varied, we initiatizbe LATIN algorithm with
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Figure 5.22. The response surface.

the converged solution from the previous calculation. lkenmore, thanks to the do-
main decomposition, we recalculated only the&fiséiss matrices of the substructures
concerned with the detail. To illustrate thist point, Tablé compares, for the two
calculation phases involving the simulator, the CPU timesuired by our method
with those using a “classical” method (without multires@n). The ratio “classi-
cal timgmultiresolution time”, which is greater than 6, demonssathe power of
the multiscalgmultiresolution method. During the optimization phasehd# tefined
model, two types of calls to the cost function must be distislged: “actual” calls,
45 in this case, which required an average of 50 s CPU timeakititk calls required
to evaluate the gradients. The latter involved smalleratenms of the position of the
hole and, therefore, generated lower computation timesgmrder of 20s.

5.9.2. Example 2: optimization of the geometry of contact surfaces

This 2D example was inspired by [LI 05]. Here, the objectisdd optimize the
shape of the contact surface between two structures in twdégmonstrate thefie
ciency of the multiresolution strategy when the interfaaeameters vary.

Let us consider structur@;, divided into four substructures, in frictionless con-
tact (« = 0) with structureQ,, itself divided into six substructures (Figure 5.23). A
pressureP = 50 MPa is applied in a single time step. For a perfectly plaatact
surfacel’. (with no gaps), a stress concentration occurs at the eddes.objective
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Number of calls LATIN LATIN
Step to the cost functioncomputing time computing time
(multiresolution
Construction
of the metamodel 144 144x 326s | 326+ 10,716 s

(LATIN calculation)
Optimization of the refined mode
(descent algorithm

+ LATIN)

84 84x 386 s 386+ 2,595 s

14,023 s

79,368 s

total

Table 5.1. Gain due to the multiresolution strategy in the multilevel model optimization
strategy.

is therefore to optimize the profile of the contact surfaceriher to obtain the most
regular pressure distribution possible (thus reducingettige €ects). Figure 5.23
represents a zoomed view of the geometry being considered.
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Figure 5.23. The model, with zoom on the geometry of the contact surface.

The design parameters of this study were the geometric easnused to de-
scribe the profile of ;.. The contact surface was divided into two parts:
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—a part of length, over which the initial gap is zerd, being the first design
parameter ant denoting the length of the complementary part 100- I;

— a part over which the shape is exponential, thefftment A being the second
design parameter.

The profileg of the interface can therefore be written as:

g=(e™*-e")/100 for x<I
g=0 for x=>1

In order to reduce edgdfects, we introduced two objective functions: the maxi-
mum normal stress at the contact interfd¢eand the standard deviation of the pres-
sure distributionfs.

1 1
fl = Pmax et f2 = (E] Z(pl _T))z)2
i=1

wheremis the number of nodes at the interfapethe pressure at nodeandp is the
average pressure OVEf.

The parametric study was carried out using the multiresmiustrategy. Figure
5.24 represents the cubic interpolation of the values oftwe objective functions
calculated for all the sets of parameters. Multiobjectigtroization problems usually
have a number of solutions called non-dominated solutiergptmum solutions in
the Pareto sense [MIE 99]. Each optimum solution in the Basehse corresponds
to the best possible compromise among the objectives. TredPfont, defined as
the set of the optima in the Pareto sense, is representedjimeFb.24(a). Starting
from a point belonging to the Pareto frontier, if one objeetiunction is improved,
the other is necessarily degraded. The formal definitionaog® optimiality is given
in Chapter 7. Figure 5.24 also shows the point correspondirige case where the
contact interface is a perfect plarile<(100mm). As anticipated, this solution is quite
distant from the Pareto set.

The first step, i.e. the generation of the metamodel (Figu2d)Sequired 250
calculations. The first evaluation took 391 iterations a6d 8. The CPU time for
the entire calculation was 1178 s, which corresponds to a significant gain, equal to
(250x 366)/11,778 = 7.8. This gain is quite satisfactory because the variation in
the design parameters only concerns interface parameigrsherefore, the operators
of the substructures (#liness matrix and homogenized operator) did not need to be
re-evaluated for each calculation. The optimization ofrtretamodel was performed
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Figure 5.24. Pareto diagram obtained from the metamodel.
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first in order to obtain the approximate minimum. The coroegfing optimization
problem is given by:

fl(X*) = min{f; = Pmax| X € S}
fo(x) = min{f = (I/mEm,(p - P2 | xe S) [5.28]
S={0<1<90, 001<2<029

The optimization of the metamodel only took a few secondsgaw a good ap-
proximation of the solution (relatively close to the Parigtmtier). This approximate
solution was then used to initialize the optimization of thechanical model (Step 2
in Figure 5.11). Table 5.2 shows the design parameters éotvih consecutive steps
of the optimization and for two initial pairs, and Figure &(B) gives the values of
the corresponding objective functions. The resulting so@t the end of the complete
optimization process are optimum in the Pareto sense. Tineagn multiresolution
in terms of CPU time is also given in Table 5.2 for the twdelient initial points.
These gains are very good because the optimization proeqesed the calculation
of numerous gradients, and the calculation of each gradieht only 2 s, whereas
without multiresolution it took 686 s.

Initial approximate optinya |Exact optimumGain
parametersnitial parameters for step|2
Point 1 Point 2 Point 3
°=78mm | =45mm I* =5.82mm
=02 A =0.053 A*=0070 | 44
°=63mm [ =49mm " =52mm
1°=0.013 A1=0.112 A*=0078 | 41

Table 5.2. The optimization data

Figure 5.25 shows the profiles of the contact surfaces fottbheoptimum points
(I" =5.82mm A* = 0.070) and [ = 52mm A* = 0.078) along with the distribution
of the normal pressure over the interface. This distribut®also given in the case
where the interface is exactly planar (with no initial gaphe optimum distributions
(i.e. those which correspond to the optimum points in the®asense) are very reg-
ular.

Finally, Table 5.3 gives the total gain obtained with thetinessolution strategy for
the two sets of initial parameters.
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Step Number of CPU
simulations time
1 First calculation 1 366 s
of the metamodel 250 11,778 3
2 First calculation 1 686 s

9 calls to the function| 464 s
First set of | Optimization | 80
parameters|  procedure 71 gradient evaluations 100 s
2 First calculation 1 686 s
27 calls to the function 1,682 s

Second set of Optimization |176

parameters|  procedure 149 gradient evaluations568 s
Gainl (First set of parameters) 11.2
Gain2 (Second set of parameters) 14.4

Table 5.3. Gain obtained with the multiresolution strategy during the complete optimization
scheme.

The gains obtained for the two sets of parameters were eadziias follows:

_ 250x 366+ 80x 686
Gainl = 17778 686+ 464+ 100 ~-2

. 250 366+ 176 685
2 = - 144
Gain2 = 1778 685+ 1682+ 568

5.9.3. Example 3: optimization of the tightening of a bolt

Let us consider the cast iron manifold in Figure 5.26< 120,000 MPa,y = 0.3,
a = 10 10°K™1) supported by a fixed aluminum bage € 70,000 MPa,v = 0.3,
« = 20 108 K1), A gasket, which is also made of aluminum, makes the asseofbl
these two parts leakproof. These are joined together bynsteel bolts and nut(=
200,000 MPa,y = 0.3, a = 20 10 K1). The meshes defined at the contact surfaces
are fully compatible. The 17 substructures being consitlare: the manifold, the
base, the gasket, the seven bolts, and the seven nuts. Ehades are represented
in Figure 5.27. The interfaces of interest, over which theapeeters vary, are the
interfaces between the nuts and the bolts. We assume thsaiie bolts of the three
independent groups are identically tightened. Thus, we haroblem with only three
independent variables denoted e, pre;, andpres.

The external solicitations were applied in three stepsstFihe seven bolts were
tightened (prestressing step). Then a mechanical loadagyapplied incrementally
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Figure 5.25. Profile of the contact interface (top) and distribution of the contact pressuer
interfacel’. (bottom).

Figure 5.26. The manifold model.
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Figure 5.27.Interfaces.

over the “head” of the manifold in thedirection (see Figure 5.26). Finally, while
maintaining the other two loading cases, the whole assewdyheated progressively
up to a 600C temperature dierence. The evolution of the loading is represented
schematically in Figure 5.28. The tightening of the boltsvepplied by setting a
negative axial gap between the bolt and the nut (see Fig@8.5These gaps were
considered to be the design variables of the problem.

Loading
A

Thermal load

Mechanical load
Prestress

A
led
Time

Figure 5.28. Evolution of the loading.

Figure 5.30 shows the Von Mises’ stress in the assembly atrttief each loading
step for prestress valugse; = 0.04 mm, pre; = 0.02 mm, andpre; = 0.055 mm.
At the end of the bolt-tightening step (Figure 5.30 a), thekgais crushed against
the base and the stresses are localized near the bolts. Anthef the mechanical
loading (Figure 5.30(b), the manifold becomes very sligliktached, resulting in
loss of contact between the gasket and the two parts. He@iggre 5.30(c) causes
global expansion of the manifold and significant swellingtef gasket.
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Figure 5.29. Prestressing of the assembly bolt.

Figure 5.30.Von Mises’ stresses.

The first step of the complete optimization process (Figu2dbrequired a para-
metric study in which the three prestresses were variedlgmeously. In Figure
5.31, preloadpre; is fixed and the average contact pressure between the gamsket a
the manifold is shown as a function of the evolution of theeotivo parameters at the
end of the two mechanical and thermal loading steps.

Generation of the metamodel required 34X {7x 7) calculations. At this stage in
the process, the gain was already 7. This result is veryfaetiisy and is of the same
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Figure 5.31. Evolution of the average contact pressure as a function of the preloae indls
pre; = 0.025mm

order of magnitude as that of the previous 2D example (gaihdofor the parametric
study).

This reached the limits of the multiresolution strategytiis tcontext: indeed, the
previous calculations were all performed with a regulad gni the parameter space
and, from a numerical point of view, the implementation wasel by imbricating
three loops over these values of the parameters. Thus, @atida was reinitialized
from the results of the previous calculation. Clearly, aetitg from the previous
calculation is not the best strategy. We can easily imadiaedmong the set of the
points already calculated there is a particular reinitaion point which is better than
the others (see 5.9.4).

At the end of the metamodel generation phase, the optiroizatas then carried
out using the metamodel. From that point, so as not to inertes computing costs
(particularly in the optimization phase of the complete elpdhe parametegore; was
set to 0025 mm, and we sought the optimum tightening value which mizes the
average contact pressure between the gasket and the rdafifinis, the optimization
problem can be expressed as follows:

f(x) = min{f = Pavg | X € S}

S={0.01< preg <01, 0.01< prep 0.1}

The starting point of the optimization of the metamodel was:

(pre?, prel?) = (0.09,0.08).
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The calculation required 37 calls to the cost function aruk tonly a few seconds to
converge towards an approximate minimum which was quite@eable prey, prey) =
(0.022 0.025). Then, the optimization was performed over the corapteddel using
the converged solution from the optimization of the metaehddl the initialization.
The time taken for calculation of the gradients is estimadeuhve been 83 s, while
the time for the first calculation was 1543 s. Finally, theimopim solution was

(pre;, pres) = (0.01,0.01)

and the global gain obtained with the multiresolution siggtwas about 22.

5.9.4. Example 4: Multiresolutiopfmetamodel coupling

The multiresolution aspect is fundamental in reducing cating costs. The mul-
tiresolution strategy is used in:

— generating the metamodel,

— optimizing on the complete model, particularly in the cédtion of the numeri-
cal gradients.

Let us now present a strategy for improving the multiresotuby seeking the
best point for reinitializing the LATIN algorithm. Indeedt a given time in the meta-
model generation phase or in the optimization phase of thepteie model, we can
have access to several already calculated solutions. Tpgrforming a new cal-
culation, we can reasonably assume that among the preyioaklulated solutions
one is likely to maximize the cost reduction for this new cédtion. Several ideas
are to be considered, one of which couples this intelligeatch with the use of an
enriched metamodel, which is constructed gradually asgtienzation proceeds. We
will compare the following strategies using an academiavgla and an industrial
case:

— Initial point: thei'™ calculation is reinitialized from the results of the firstaa
lation.

— Previous point theit" calculation is reinitialized from the results of calcudati
i—1.

— Parameter distancethe i" calculation is reinitialized from the results of the
closest calculation, in the sense of a distance in the pdraspace.

— Response distanctheit" calculation is reinitialized from the results of the clos-
est calculation (with respect to a response), in the senaealistance in the space of
this response.
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The time gain obtained compared to using a classical reésnlatethod is defined as
the ratio of the time without multiresolution to the time inultiresolution:

Gain= number of calculations<x CPU time of the first calculation
- CPU time with the multiresolution strategy

[5.29]

The time corresponding to the first calculation is taken asréffierence, and we
assume that the time required for each parameter variaithreisame as the time for
the first calculation.

5.9.4.1. Parametric study of contact with friction in an assembly

We illustrate our approach and analyze the gain in terms wiptting time with
two optimization cases related to connection parameteasiamblies. The first case,
an academic example with two parameters, concerns theatqntgperties of dfer-
ent parts of an assembly. To complement this didactic exampé also present a
second, industrial example with six parameters relative gbaftpinion assembly us-
ing a shrink disc.

5.9.4.2. The academic example

Letus consider three identical square structures in comnétt friction (see Figure
5.32). The parametric study concerns the frictionfioentsu; andu, of the two
contact surfaces. Firsf); is preloaded with a vertical pressurg; then, the middle
structureQ, is pushed against a stop with a horizontal foFge We carried out the
incremental calculation for a drawing of = k? different pairs of parameters with
ke{l,...,10} — organized as a complete factorial DOE — and obtained thedral
reactionF of the stop under the full prescribed lateral loading. Wentperformed a
second random drawing & points withN € {9, 16, 25, 36,49, 64,81, 100. Tables
5.5 and 5.4 show that the coupling of the multiresolutionhodtwith an intelligent
search strategy for the reinitialization point led to a gainomputing time of between
1.5 and about 6. With a refined mesh of the domain being studidd small number
of parameters (two in this case), the distance in the spatteeqgifarameters seems to
be the most relevant criterion.

In this example, it is understood that to reinitialize themlX algorithm from the
results of the closest calculation with respect to a respdnghe sense of a distance
in the space of this response, leads to choosing a calaulatican isovalue which
can be far from the point of calculation considered in thesseuf a distance in the
parametric space.
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Figure 5.32.(a) FE model, and (b) resulting metamodel of F as a functiomafnd u,.

Strategy number of CPU time (s) CPU time (s) Gain
iteration |with multiresolutionwithout multiresolution

initial point 11621 1778 2667 1.50

previous point 3316 529 2697 5.09

parameter distance 2691 431 2673 6.19

Table 5.4.Gain for a DOE of 100 simulations

5.9.4.3. Analysis of a shaft and pinion connected by a shrink disc

The second example concerns the complete binding of a/gimédn assembly
using a frictional connection with a shrink disc: see Figbu&3(a).

The transmissible torque and the transmissible axial lepetdd on the cdicient
of friction between the shaft and the hub, the fit clearanod, the shaft diameter.
The evolution of the torque and axial load which can be trattethby the connection
was studied with respect to six parameters (the loads actibfriparameters among
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Strategy number of  CPU time (s) CPU time (s) Gain
iteration |with multiresolutionwithout multiresolution
initial point 1841 297 1247 4.20
previous point 1371 190 891 4.69
parameter distance 1311 140 846 6.02
response distance 1611 174 878 5.03
Table 5.5. Gain for a Latin hypercube sampling of 25 simulations
F =
—
§ . OUTERRING :: OUTER RING
\ —
\ ]:HR'IIGHTENING BOLTS (x6) t J—
\§ +«— INNER RING e
§ & 0151,<0,6 <% INNER RING
— |
= M e

0,1<p1,<0,6

R A & &
(b)
Figure 5.33.(a) Assembly, and (b) FE model.

—~

a)

the diferent parts in contact) using an axisymmetric model (seer€i§.33b). Table
5.6 indicates a greater time gain, equal to about 11, for & lgtpercube sampling
(LHS) of 100 simulations. The criterion based on the metaghtztl to a gain which
is comparable to that of the distance in the parametric space

Comparison of a DOE with an LHS sampling shows that an orthabarray de-
creases the computing time. Table 5.7 indicates a greatergain, equal to about 17,
for a three-level orthogonal array of 81 simulations.

The multiresolution, which had already shown its abilityeéduce computing costs
in relation to optimization strategies, can be significaftirther improved using an
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Strategy number of CPU time (s) CPU time (s) Gain
iteration |with multiresolutionwithout multiresolution

initial point 2656 540 3912 7.24

previous point 2811 572 3890 6.81

parameter distance 1731 357 3930 11.01

response distance 1746 356 3898 10.94

Table 5.6. Gain for a Latin hypercube sampling of 100 simulations.

Strategy number of CPU time (s) CPU time (s) Gain
iteration |with multiresolutionwithout multiresolution

initial point 5166 1031 3593 3.48

previous point 2631 539 3620 6.71

parameter distance 1056 216 3577 16.53

response distance 996 206 3549 17.26

Table 5.7.Gain for a three-level DOE sampling with 81 simulations

intelligent search for the optimum reinitialization poi@omparison of dferent crite-
ria shows that the gain can be increased and that it is relewvaouple this intelligent
search with the metamodel constructed during the optitoizairocedure. A mixed
criterion involving the distance in the parametric space the distance in the space
of the responses should enable this gain to be increased@thar. The choice of
the size and type of the sampling also constitutes a way afdwipg the method. The
evolution of the gain for larger problems must be considérech the point of view
of both the number of parameters and the number of simukation

5.9.5. Example 5: Supersonic business jet optimization

5.9.5.1. Test-case description

We consider the drag minimization of a supersonic busiretsa ja Mach number
of M, = 1.7 and angle of attack = 1° subject to a constraint on the lift, volume,
and thickness. The constraints are implemented by addingltyeterms to the cost
function. The governing equations are the Euler equatidrisviscid compressible
flow; hence the drag is only composed of lift-induced dragwaade drag. The wave
drag has contributions from lift and volume; a reductionriagican be obtained just by
reducing the volume. Since in practice the volume of the viag to be maintained
for structural and other reasons, we impose a constrainhervélume in the cost
function through a volume penalty term. The wings of supaicsaircraft are very
thin in order to reduce wave drag; the optimization must educe the thickness of
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Figure 5.34.FFD box for supersonic business jet.

the wing since thisfects its structural strength. Hence a penalty term whiclrobn
the thickness is added to the cost function. The cost functsed is given below.

J= g—d +10° max(O, 0.999- g) +10°max(QV, - V) + I, [5.30]
do lo

whereCy = drag codficient,C; = lift coefficient,V = volume of the wing, andl, = a
penalty term to control the thickness. The quantities withssript 0" indicate values
corresponding to the reference or starting shape. Thetyerain |, is computed as
follows. A box is inserted inside the reference wing. Whenwtivgg grid is deformed,
some points of the grid lying on the wing may go inside this.bdhe terml, is
computed as

number of grid points on wing surface lying inside the box
I, = 1000 - - -
total number of grid points on the wing surface

[5.31]
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This term approximately models the fraction of the wing acef that penetrates the
inner box and thus penalizes the cost function if the wingikiféss becomes too small.
The CFD computations are performed on an unstructured gtid3¥,375 nodes and
184,249 tetrahedra using a finite volume solver develop#&dRItA and described in
[DER 92].

5.9.5.2. FFD parametrization

A critical issue in parametric shape optimization is theicb@f the shape
parametrization. The objective of the parametrizationoigléscribe the shape, or
the shape modification, by a set of parameters which are demesl as design vari-
ables during the optimization procedure. The free-formodehtion (FFD) tech-
nique [SED 86] is adopted in the present study, since it plexian easy and pow-
erful framework for the deformation of complex shapes, sagthose encountered in
aerodynamics. It allows the deformation of an object in a 2B space, regardless
of the representation of this object. Instead of manipogathe surface of the object
directly, using classical B-splines or Bézier parametireof the surface, FFD tech-
nigques define a deformation field over the space embeddediticelwhich is built
around the object. By transforming the space coordinatdarthe lattice, the FFD
technique deforms the object, regardless of its geometscription.

More precisely, consider a 3D hexahedral lattice embedttiagbject to be de-
formed. Figure (5.34) shows an example of such a lattice bwdund a realistic
wing. A local coordinate systen¥,(y,¢) is defined in the lattice, with&(n,¢) €
[0,1] x [0, 1] x [0, 1]. During the deformation, the displacemety of each pointg
inside the lattice is defined by a third-order Bézier tensodpct:

ni N

Aq= Z Z Z B (&) B?j (19) B ({g) APijk. [5.32]

i=0 =0 k=0

Bi”i, BT", and BEk are the Bernstein polynomials of order n;, andng (see for in-
stance [FAR 89]):

Bp(t) = CRtP (1 - 1) P. [5.33]
(APij)o<i<n; 0<j<n;.0<k<n, are weighting cogiicients, or control point displacements,
which are used to monitor the deformation and are considasedesign variables
during the shape-optimization procedure.

The FFD parametrization is only built around the wing, assghim Figure (5.34),
with &, n, and¢ in the chordwise, spanwise, and thickness directions otispé. The
lattice is chosen to fit the planform of the wing as closely assfble. The leading
and trailing edges are kept fixed during the optimizationrbgfing the control points
that correspond to= 0 andi = n;. The control points correspondingka= ny, which
control the displacement of the wing tip, are kept constitdreover, control points
are only moved vertically. The parametrization corresgotach; = 6, n; = 1, and
nk = 2 and leads to (# 2) x 2 x 2 = 20 degrees of freedom.
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Method |100% CFD30% CFD 20% CFD 10% CFD Adaptive

Cost 0.9212 | 0.9144 | 0.9148 | 0.9097 | 0.9183
Iterations 216 400 500 500 500
CFDeval] 25920 15240 | 12960 7080 6002

Table 5.8.Results of PSO for supersonic business jet.
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Figure 5.35. Optimization of supersonic business jet: (a) evolution of cost function(tand
number of CFD evaluations

5.9.5.3. Metamodel-assisted PSO optimization

We perform the shape optimization using CFD as the exact mdde metamodel
is used with 10%, 20%, and 30% CFD evaluations and the adgmtdscreening crite-
ria. The local database is constructed with 40 nearestgbimmn the database. When
metamodels are used, more iterations are performed in RR@ #ie total number
of exact evaluations is small. The results are given in Téhig) and Figure (5.35).
Using a metamodel and IPE gives the same level of cost funa8dhat obtained with
full CFD evaluations. Both prescreening criteria give $imievels of cost functions
but the 10% evaluations and adaptive criterion are the m@ictemt. Figure (5.35-a)
shows the evolution of the cost function as a function of thmber of CFD evalua-
tions, while Figure (5.35(b) shows the number of CFD evatuatas a function of the
PSO iterations. Finally, Figure (5.36) shows the shapeshiiinitial configuration,
the CFD-optimized configuration, and the CRDmetamodel optimized configura-
tion. It can be seen that the optimized shapes obtained @iy alone and with
metamodels are similar, indicating that the use of metamsdeads to similar results.
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Figure 5.36. Wing shapes for supersonic business jet fedént spanwise stations.

5.9.6. Example 6: Transonic wing optimization

5.9.6.1. Test-case description

The test-case considered here corresponds to the optiomzdtthe shape of the
wing of a business aircraft (courtesy of Piaggio Aero Indr)d transonic regime. The
test-case is described in depth in [AND 03]. The overall wéhgpe can be seen in
Figure (5.37). The free-stream Mach numbeMis = 0.83 and the incidence = 2°.
Initially, the wing section corresponds to the NACA 001Zailr
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Figure 5.37. Transonic wing: initial wing shape (blue) and mesh in the symmetry plah.(r
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The goal of the optimization is to reduce the dragfioentCy subject to the con-
straint that the lift cofficientC; should not decrease more than 0.1%. The constraint
is taken into account using a penalization approach. Thdti®g cost function is:

J= Ca 10* max(Q0.999- &) +10°max(QV, - V) [5.34]
Cdo CIo

Cgo andC,, are respectively the drag and lift d@eients corresponding to the initial
shape (NACA 0012 section) ang is the wing volume. For the CFD computations,
an unstructured mesh, composed of 31,124 nodes and 17&u#dbedral elements,
is generated around the wing, including a refined area in itiaity of the shock
(Figure (5.37)).

5.9.6.2. FFD parametrization

The FFD lattice is built around the wing with , and¢ in the chordwise, span-
wise, and thickness directions, respectively. The laisoghosen to fit the planform
of the wing. The leading and trailing edges are kept fixedrdytihe optimization by
freezing the control points that correspond te 0 andi = n;. Moreover, the control
points are only moved vertically. The parametrization esponds toy, = 6, n; = 1,
andny = 1 and gives (% 2) x 2 x 2 = 20 degrees of freedom.

5.9.6.3. Metamodel-assisted PSO optimization

The optimization is performed using PSO with 120 particled the same set of
parameters as in the previous section. The local metamadetsonstructed using 40
nearest neighbors from the database. In the case of methasxisted PSO, 500 iter-
ations are performed. Table (5.9) shows the results of dmaition. The metamodel-
assisted PSO is found to yield a cost function similar to tHeGFD case, while the
number of CFD evaluations is significantly small. Figure38a)) shows the evolu-
tion of the cost function with the number of CFD evaluatioBsth the prescreening
criteria are able to yield reductions in cost function conapée to those obtained in
the exact evaluations case. The 10% exact evaluations odseflower cost function
than the adaptive case, or even the 100% exact case, becawse able to perform
more PSO iterations.

Figure (5.38(c)) shows the variation in the number of CFDwations with the
iteration number. As in the case of a supersonic businesshietCFD evaluation
count for the adaptive case grows very slowly and asymptotesnearly constant
value, indicating that the number of CFD evaluations goezeto as the PSO iter-
ations increase. Finally, Figure (5.39) shows a comparifaite airfoil shapes at
different spanwise locations. The shapes obtained with metlrasdisted PSO are
quite close to those obtained with 100% CFD evaluations.ahtiqular, the shape of
the upper surface is more critical since the shock is founthnside of the airfoil.
We notice that metamodel-assisted optimization leads ity similar shapes on the
upper surface.
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Method |100% CFD10% CFD Adaptive
Cost 0.4987 | 0.4730 | 0.5018
Iterations 215 500 500
CFDeval, 25800 7080 2511

Table 5.9. Optimization of a transonic wing.
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Figure 5.38. Optimization of transonic wing: (a) evolution of cost function, and (b) nemald
CFD evaluations.

5.10. Conclusion

We have presented the main multilevel optimization stiatedrhe proposed clas-
sification enabled us to group the main methods found in teeatiure into the follow-
ing categories:

y=2000 y=7000

80
500 1000 1500 2000 2500 3000 3500 2400 2600 2800 3000 3200 3400 3600 3800

Figure 5.39.Wing shapes for transonic wing afffirent spanwise stations.
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— parallel model optimization;

— optimization with multiple parameter levels
- sequential optimization;
- iterative optimization;
— optimization with multiple model levels
- hierarchical optimization;
- imbricated optimization;

All these strategies, thanks to the modification of the ahipiroblem, enable the
cost of a global optimization to be reduced, but sometiméseagxpense of losing the
convergence towards the optimum solution. It is therefarlémental to modify the
initial model in a conservative way in order to guaranteeveogence.

The use of global optimization methods (such as evolutipstrategies or particle
swarm optimization) on the basis of high-fidelity solversti#l an issue, despite the
growth of computational facilities. The development of tilevel methods is certainly
a key element in solving an optimum design problem using edfimodels. We can
imagine all sorts of methods based on databases, on coastesh®r on simplified
physical approaches. The literature shows clearly thaeth&erent approaches work
properly in numerous test-cases.

However, the real challenge today is to develop algoritheisguthese multilevel
models in armadaptativeand automaticway, without the need for the user to set the
parameters manually. Such an algorithm will have to deteentihe modeling level
required for the problem considered automatically, angbtités level throughout the
optimization process.
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