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Multiparameter Shape Optimization

0.1. Introduction

Optimization tools in engineering design often requireghitomputational cost.
This cost originates from two main sources: First, the eatidun of the objective func-
tion involved in such problems is in general very expensiMeen, depending on the
method employed and on the dimension of the design vec®nptimization proce-
dure requires a high number of evaluations of the objectinetion to reach the final
solution. For instance, when studying an optimization feobin fluid dynamics,
many difficulties occur. First, the physical problem is miedieby complex equations
(such as Navier-Stokes equations), so that the evaluatitrembjective function is
cumbersome. Then, the numerical computation of the phlypicdlem is expen-
sive. And finally, the fine parameterization of the object ptimize leads to a high
dimension design vector which results in a stiff optimiaatsearch. Many authors
proposed hierarchical techniques to make the optimizatigorithm cheaper. Among
these techniques, we can cite the use of a simplified modéleophysical problem
(for exemple, the use of Euler equations instead of the M&tiekes ones), the use
of a metamodel instead of the exact model, or the use of arblécal parameteri-
zation instead of a single level one. Here we do not describgive an exhaustive
list of these hierarchical techniques. The interestedeeadn refer for instance to
[GIA 06]. In our study, we are interested only by techniquesaerning the parame-
terization level of the object to optimize (Multilevel algthms).

To improve the efficiency of the optimization algorithmspemauthors propose to
use a multilevel approach instead of a direct one. This m#ésaighe optimization is
carried out, at some steps, on a coarse level where not afle¢bign parameters are
considered. This idea is inspired from the multigrid theased to solve problems
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with differential equations. Indeed, it is well known in $ugroblems, that the com-
putation of a fine solution is expensive, not only becausdefincrease of the cost
of a single iteration (resolution of a high dimension linegstem), but also because
of the low rate of convergence of the iterative algorithm.isTis why the multigrid
techniques use a coarse level to accelerate the fine lewdlitien. Several strategies
can be considered, ranging from simple level increase tgdkecor Full Multi-Grid
approaches [DES 04].

The idea is similar in optimization. Earlier studies repwodd successfully the
multigrid concept and strategies to optimization problenhs particular, Jameson
and Martinelli [JAM 98] used the multigrid concept to solhimsltanously the flow
equations and the optimization problems. Lewis and NastWLd®] used the same
concept to solve optimization problems of systems govemmedifferential equa-
tions. Désidéri et al [DES 04, DES 05, ABO 06] generalized #ipproach to elabo-
rate a multilevel shape optimization algorithm where thapghis parameterized using
Bézier curves or a Free-Form Deformation (FFD) techniquel] 86].

In these studies, the coarse level optimization is carrigdom subspaces that
depend on the parameterization of the geometry of inter&breover, when the
Bézier or FFD parameterization is employed, the transfemfia coarse level to a
finer one is done using the Bézier degree-elevation proogssh is a straightforward
technique that permits to add some control points withoatyanodification on the
shape. Eventhough, it can not be generalized to any optiimizproblems.

In the present study, we propose a more efficient and morerglemethod that
can accelerate the convergence of the optimization algurdnd can be employed
for any kind of problem. This method combines the multigrichcept with the spec-
tral decomposition of the Hessian matrix of the cost funttibndeed, the smallest
eigenvalues of the Hessian matrix correspond to directidmere the convergence of
the optimization algorithm is very slow, while the highegjenvalues correspond to
directions where the convergence is fast when descent mgatiion algorithms are
used. Thus, instead of iterating on the entire design spagealgorithm serach for
the solution in a selected subspace in order to accelerateetiolution in the direc-
tions of low convergence rate. Then it pursues the searcheerttire design space.
This can be done by several strategies analogous to thoke ofultigrid methods.

This chapter is organized as follows: we start first by préagrour multilevel
approach. Then, we describe in details the implementafitm®method in the case
of the Multidirectional-search Algorithm [DEN 91]. The nietd is validated on an
analytical test function and then applied to the shape m&caction problem and to
the design of a SuperSonic Business Jet (SSBJ).
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0.2. Multilevel optimization
0.2.1. Description of the Multilevel algorithm

In this section, we present a multilevel algorithm that cameb the multigrid con-
cept with the spectral decomposition of the Hessian matfs. mentioned in the
introduction, the idea of this algorithm is motivated by fhet that the smallest eigen-
values of the Hessian matrix correspond to directions whiegeconvergence of the
optimization algorithm is very slow, while the highest aigalues correspond to direc-
tions where the convergence is fast (see §0.3.1). Thusddsif iterating on the entire
design space, this algorithm search for the solution in ecéetl subspace in order to
accelerate the resolution in the directions of low conveogerate. Then, it pursues
the search on the entire design space.

Let E be the entire design space alig € E is a starting design vector. The mul-
tilevel algorithm starts first by computing the Hessian nxaff (X,) and its eigen-
vectorsV = (v1,...,v,). These vectors are ranked from the smallest to the highest
corresponding eigenvaluksSuppose thak () € E is the design vector obtained at a
level . Then, the multilevel algorithm search for the new desigatoeX (+1) ¢ E
at the new level + 1 by adding a correction term which minimizes the cost furrctio
in the current optimization subspace. This is done as falow

Suppose that the new level is characterizedhby= m;; parametersip < n)
and consider the basli§,, and the subspadg,, defined by:

Vin = (U1, ooy Umm) [1]
E,={z=V,y|lyeR"} [2]

The correction term must be a vector frath,. Hence, to find the best correction,
the optimization algorithm search for a vecipe R™ so that the cost function:

9(y) = fF(XY +Viy) 3]

is minimized. In this way, we can either go from a coarse toerfievel or from a fine
to a coarser level without loosing any information obtaifredn the former level. Let

1. In the cas of non positive matrices, these vectors areethfthm the smallest to the highest
absolute values of the corresponding eigenvalues



6 Multidisciplinary Design Optimization in Computatioridlechanics

y* be the optimum value that minimizes (3). Then, the desigtovext the new level
is given by:

XD = xO 4y, 0 [4]

The resolution at any level can be full or incomplete. Theoathm can be car-
ried out using several levels, ordered in some way calledctecypy analogy to the
multigrid terminology. So a cycle is defined by a sequenceeeéls of dimensions
(m1,ma,...,my;) and by the corresponding numbers of iteratidfts, its, ..., it,;)
wherenl is the number of levels in the cycle. Then, the cycle can beatggl many
times if necessary.

The multilevel algorithm is summarized below:
1) Read the input data and initialize the design varigtje
2) initialize the number of cycles &t= 0;

3) while £ < nc and stopping criterion not satisfied, perform a multilewadle:
a) compute the Hessian matidk( X} ) and evaluate its eigenvectors;
b) initialize the level number dt= 1;
c) let X! = X,
d) while! < nl do:
-i. select a basi¥,,, with m = m, eigenvectors,
-ii. use an optimization algorithm to perform a correcti@ttory* € R™
that minimizes the cost functiof(y) = f (X® + Vi,y);
Al XD — X O 4y, 0%
-iv. [ «— [ + 1 and goto (3d);
) Xj11 — XU,
f) k — k + 1 and goto (3);
4) X* — Xp.

The stopping criterion in the step (3) of the above algorithithe relative decrease
in the cost function. While this decrease is above a givemeydhe algorithm pursues
the computation. Furthermore, in step (3d), the eigenvectors correspond to the
smallest eigenvalues of the Hessian. In this way, on a cdeved the algorithm
focuses only on directions with a low convergence rate.

0.2.2. Multilevel optimization using the Multi-directional-Search Algorithm

The Multi-directional-Search Algorithm (MSA), developpby Dennis and Tor-
czon [DEN 91], uses a simplex approach to find the optimums $hmplex is com-

posed ofm + 1 design vectorgy, y1, ..., ym. After being initialized, the simplex in
each new iteration is obtained as follows:
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Suppose thayék) is the vertex that gives the smallest cost function amonthall
simplex vertices, wherg is the iteration number. Then the simplex is reflected with

respect t(y(()k) according to the following equation:

=1 +a)y” —ay”i=0,...m )

Whereyfk) represent the reflected vertices and a positif real usually equal tb. If
the reflection is successful, i.e if one of the new verticesdamallest cost function
than that ofyék), this means that perhaps the solution is in this directianth® new
simplex is expanded to pursue the search in this directidre Simplex of the new
iteration is then obtained by:

W = (=) 4y i = 0 [6]

wherey > 1 is the expansion coefficient. Usuallyis set to2. In the other case, if
the reflection fails, the simplex is contracted so that thtices become closer to the
best one. The simplex of the new iteration is then obtained by

g — 1= g + gy i=0,...,m 7]
whereg is the contraction coefficient. Usuallyis set to—%.

In the present study, for the stopping criterion, we compledistance (using the

Euclidean norm) of verticegsgk) from the best on@ék). Then, the stopping criterion
is given by:

k k
maz; (|| y® =y 1)

[ Yref I

<e (8]

wherey,.r is a given reference vector. While this condition is notsfa&d and the
number of iterations is below the maximum value for the del@devel, the MSA
algorithm pursues the iterations.

In the case of the Multilevel optimization, the MSA algorithis used in the step
(3dii) of the algorithm described above. In this cagés the correction vector written
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in a basis of the Hessian eigenvectors amdhe dimension of the subspace of opti-
mization. In this way, the number of vertices in a coarselles/kess than that of the
fine level. This means that the optimization cost is lowelichlis an other advantage
of the multilevel approach.

The simplex can be initialized in any way provided that thetiges are linearly
independant. But to insure the transfer of information fritra previous levels, one
of the vertices need to be the null vector so that no correéiadded to the previ-
ous design vectokX (). Morever, to take advantage of the directions of the Hessian
eigenvectors, we choose the other vertices to be colingarthe unit vectors. Fur-
ther more, for an efficient search, the initial size of the@e® need to be large at
the begining of the multilevel procedure (the first cyclésdwever, at the end of this
procedure (the last cycles), whéd® is near the final solution, we need to have a
small simplex since the correction to addXd" to reach the optimum is small.

0.3. Validation

The Multilevel algorithm is tested and validated on a qutdfanction for which
the search of the optimum is straightforword. This funcii@given by the following
expression:

f(X)=a+BTX+X"CX [9]

whereX € R" is the optimization parameter. In this functiang R, B € ®" and
C € R™*™ are chosen arbitrarily, but to guarantee the existence ahamam, C is

taken as a symmetric positive definite matrix. In this cdse Hessian of is simply
equal to2C and is also positive definite. Since we would like to use thigcfion to
test the multilevel optimization with a Hessian decomposiaipproach(’ is chosen
such that we control its eigenvalues and eigenvectors.ilBetzout the values af, B

andC can be found in [BEN 09].

Table (1) gives the condition number of the matfixand the optimal value of the
tested function. As we will see, the condition number hasfateon the convergence
rate of the optimization algorithm and is thus an importaargmeter.

Function Condition numbqutimaI value
f 18000 | —32.517335

Table 1. Condition number and optimal value for the tested function.
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In the following section, we try to find the above optimum w@sthe multilevel
algorithm. The efficiency of the multilevel strategy is ma@sl by the number of
evaluations of the function required to reach the optimum.

0.3.1. Singlelevel optimization

Before testing the multilevel algorithm we try to find the iopam value of the
above function using the MSA method without any multilevet Rlessian decompo-
sition strategy. For this purpose, we carry 86000 iterations of the MSA optimizer
in order to find a good approximation of the value given in ¢afdl). The optimum
value obtained is,,;, = —32.516920. We have so a relative error 6f001%. The
corresponding number of evaluation®i)014, which is very high. This means that
using the same algorithm in a problem with the same paraimnat®m size, and where
the evaluation of the cost function is expensive can be uwéfyiEpossible. So a lim-
itation in the accuracy is then necessary. If we limitateitegation number t&000,
which is still a high number, the optimum value obtained &.2075 and the relative
error is10%.

This exemple shows the necessity to improve the optimimagioocedure to
become faster. As we mentioned in 80.2.1, the convergendheobptimization
algorithm is quick in directions of high eigenvalues of theddian and slow in
directions of low eigenvalues. To justify this idea, we cartgpthe components of
the error,|X — X*|, whereX* is the optimum design vector. These components are
calculated in a basis of the Hessian eigenvectors and afdiema the lowest to the
highest corresponding eigenvalue. Figure (1) shows adnisio of these components
at iteration9), 5 and50 respectively. In this figure, the horizontal axis corresp®to
the indices of the compenents. From this figure, we can ntimithe compenents of
the error that correspond to high eigenvalues fall down kjuiavhereas those corre-
sponding to small eigenvalues are still at high order dfteiterations. This confirms
our idea that directions of the smallest eigenvalues requiore effort to achieve the
optimum. This is what we hope to overcome using our multilelgorithm.

In order to validate the multilevel algorithm and to prowefficiency, we start by
optimizing the above function using a simple level strategi a spectral decompo-
sition of the Hessian. This consists in working in the eigarars basis. Therefore,
the optimized function is equivalent to that of equationWBerem = n. This is done
by settingn! = 1 andm; = n in the algorithm described in §0.2. The evolution of the
cost function with respect to the number of evaluations é&sented in figure (2). The
result of this optimization is spectacular. The simple ustéhe Hessian eigenvectors
basis permits the MSA optimizer to converge very fast. Indlee optimum value
fmin = —32.517335 was reached aftelr30 iterations only with3394 evaluations of
the cost function. This method is thg8 times faster then the first one! As we will
see, this performance depends on the condition number ¢felsian.
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0.3.2. Multilevel optimization

As mentioned above, the multilevel strategy can improvepgrdormance of the
optimization algorithm when it is used in an adequate manker the functionf,
we carry out the algorithm described in §0.2 with two and éHevels using the strat-
egy described in table (2). To be efficient, it is recomendedse a few number of
iterations at each level and to repeat the multilevel cyates convergence.

Cycles cyclel cycle2 cycle3
Fine level resolution|e ° °
N N N
Coarse level resolutign ° . .

Table 2. schematic description of the two-level cycles.

Table (3) presents the multilevel tests using the stratezpcribed in table (2),
whereas figure (3) shows the evolution of the cost functich wéspect to the number
of evaluations for the best cases. In table (3), the taseresponds to the single level
optimization using the spectral decomposition of the Hassi

As we can see in table (3) and in figure (3), the multileveltettg allows a faster
optimization than the single level one. Indeed, if we compaaisesl and 7 for
instance, we can see that the multilevel strategy allowsdaatéon in the number
of evaluations of abow7%. It is not necessary to use a larger number of iterations
by level because this will result in an increased number afuations without any
acceleration of the convergence. However, if we reduce timber of iterations,
the convergence becomes slow resulting in an increased eunfilzycles and so an
increased number of evaluations, while the accuracy onphimam value is worst.

Furthermore, from previous tests (see [BEN 09]), we careslett when the condi-
tion number of the Hessian is small, the Hessian decompasginot interesting and
the number of evaluations does not decrease sensitivegntBough, the multilevel
approach s still interesting. However, when the conditiamber is high, the Hessian
decomposition seems to be necessary and very efficient. Titdawvel approach is
also interesting in this case.

From these observations we can conclude that the multiktvategy permits to
accelerate the convergence of the optimization algoriththta reduce its cost. This
is true whatever is the condition number of the Hessian maifrthis number is high,
it becomes necessary to search for the solution in subspgeresated by the eigen-
vectors of the Hessian. In this case, the gain in the optitiiz&ost is significant.



Multiparameter Shape Optimization

A

Caselevel§  numberof |number of number of optimal valug
iterations by cycle cycle |evaluations
1| 12 130 1 3394 | —32.517335
12 3
2 N 19 2661 —32.517335
6 3
12 3
3 N 22 2773 —32.517307
6 2
12 3
4 N 18 2773 | —32.517335
6 4
12 2
5 AN 22 2817 | —32.517302
6 4
12 4
6 N 18 2737 | —32.517335
6 2
12 3
\
7 6 2 17 2483 | —32.517335
N\
3 2

Table 3. Description of the Multilevel optimization for the funatig.

0.4. Applications

0.4.1. First application: Shape reconstruction problem

0.4.1.1. problem description

In this application, we would like to approach a given tarfyetction Fy (¢) by a

11

Bézier curvel'(t, X ), whereX = (z1,...z,,)T is the design vector whose components
are the control points of the Bézier curve. So, the approtechfunction is given by:

n—1

F(t,X) = Z By 1 (t)akt
k=0
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fort € [0,1]. In equation (10) is the parameterization level adgf:_, () are the
Bernstein polynomials given by:

BE(t) = Clth (1 — ) [11]
where
n!
Cn = Kl(n — k)] [12]

The target function selected in this study is also a Béziere2wf degreeny > n.
Itis given by:

77,0—1

Fo(t) = Z By, _1(t)Tor+1 [13]
k=0

wherexo1,...zon, are the control points of the target function. Details atibistfunc-
tion can be found in [BEN 09].

The squared error of the approximation of the target fumchip(¢) by the Bézier
curveF(t, X) is given by:

1
o) = [ (P 3) = R o [14)

For a given parameterization leve] the approximation problem is equivalent to
the search of a design vectar that minimizes the squared error. This is hence an
unconstrained optimization problem where the cost fumdsg’ (X) = e(X). A the-
oretical solution of this problem can be found easily by édesng that the gradient of
the cost function vanishes at the optimum. This leads todhewing linear system:

A-X=8 [15]

2. This is just an exemple and we can select any kind of funsti@he resolution method and
the behaviour of the optimization algorithm do not dependhennature of the target shape.
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whered = (akj)1§k§n7 1<j<ns B= (bk)lgkgn and:

1
= 2 / BB (1)dt [16]
0

1
b =2 / BF1(t) Fy(t)dt [17]
0

Note that the matrix is equal to the Hessian of the cost function and is symmetric
positive definite. This quadratic problem has a unique smuihich can be obtained
by solving the system (15).

To evaluate the cost function, the intery@1] is subdivided intau, points. The
squared error (14) is then given by:

WG nGR)

A similar discretization is done to compute the Hessian ixatr given by (16), and
the right hand side term of equation (15) which is given by) (17

As application of our multilevel algorithm, we employ it tproximate two target
functionsFy; andFy, of parameterization levelst and18 by respectively functions
Fy and F» of levels8 and16. The corresponding cost functions are goand f
respectively. This allows us to test at the same time thetyld approximate dif-
ferent shapes and the influence of the condition number dffesian matrix on the
algorithm. Table (4) gives the optimum values and the camditumbers correspond-
ing to these cost functions for, = 20, whereas figure (4) gives the shape of the
target and the approximated functions. These optimum saoe obtained from the
resolution of (15).

Cost Functionng | n | Condition number Optimal value
f1 14| 8 4617.6 1.751264 x 10~°
fa 18116 3.6 x 10° 1.037 x 107°

Table 4. Condition numbers and optimal values for the two testedtfans of the shape
reconstruction problem.
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0.4.1.2. Experimentation and results

In this section, we try to obtain the approximated functi@mng the multilevel
optimization algorithm with the MSA method. For this purppsve test many cases
in order to find the best optimization strategy. Tables (%) €) describe some cases
for cost functionsf; and f> respectively (corresponding to the target functidis
andFy) whereas figure (5) shows the evolution of these functionis mispect to the
number of evaluations for the studied cases. In these tatdse correspond to
a classical MSA optimization without the Hessian decompmsi whereas the other
cases use a basis of the Hessian eigenvectors.

Caselevels  numberof |number of number ofl optimal value
iterations by cycle cycle |evaluations  x10°
0 8 200 1 3610 2.303
1 8 135 1 2440 1.751264
8 3
2 N 18 2125 1.751264
4 5
8 3
3 N 19 2053 1.751264
4 4
8 3
4 AN 15 1471 1.751264
4 3
8 3
\
5 4 2 19 1958 1.751264
N\
2 2

Table 5. The tested cases for the multilvel optimization of the aosttfonsf; of the shape
reconstruction problem.

From tables (5) and (6) and figure (5) we can see that the balmasf the opti-
mization algorithm is the same as that for the analyticatfiom test case of 80.3. For
medium Hessian condition, the simple use of the Hessianndegsition allows the
algorithm to be faster. The multilevel strategy permits ¢oederate the convergence.
The best acceleration is obtained with few iterations bglewnd by cycle (casesand
5 for function f, and2 and4 for function f2). This acceleration is more important for
a high condition number.
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Caselevels  numberof |number of number of| optimal value
iterations by cycle cycle |evaluations
0 | 16 200 1 6818 0.00041
1| 16 140 1 4778 [1.037 x 1077
16 3
2 N\ 20 3641 [1.037 x 107°
8 3
16 4
3 N 20 4321 |1.037 x 107°
8 3
16 3
N\
4 8 2 20 3781 |1.037 x 107°
N\
4 2

Table 6. The tested cases for the multilvel optimization of the agsttfonsf, of the shape
reconstruction problem.

Thus, the multilevel optimization algorithm can be emplbye solve the shape
reconstruction problem. For high quality approximaticmbkjgh order Bézier curve is
required, and then the condition number is large. In thig ctiee multilevel approach
using the spectral decomposition of the Hessian is veryieffic

0.4.2. Second application: Optimum design of a SuperSonic Business Jet

The optimum design of a SuperSonic Business Jet (SSBJ) isyachalleng-
ing optimization problem because of its complexity. Thislgem, which involves
aerodynamics, propulsion and structural mechanics hasumsssl by Sobieszczanski-
Sobieski et al to test their "BLISS" (Bi-Level Integrateds&ym Synthesis) methods
[SOB 00]. Their objective was the maximization of the aiftrange subject to some
constraints. In our case, the SSBJ design problem is usestohie multilevel opti-
mization algorithm in a complex context. The aim of our stislyhe minimization
of the total weight of the aircraft at the take-off (TOW) sedjj to constraints on its
rangeR, the take-off length_ ;.. and the landing speed,,.;. More precisely, these
constraints are:

R > 6500 km
Liake < 1828 m [19]
Vignd < 70m/s
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The set of thel5 design variables is composed of geometrical parametergts w
as flight conditions. Thus, additional constraints on thegeaof these variables are
introduced. All these constraints are taken into accoumiinoptimization code by
means of penalty terms. Moreover, the design of the airenadk the evaluation of
its performances are made using routines provided by Déis&aiation which are
considered here as black boxes. This optimization probtehard due to the multi-
modality of the objective function and to the complexity loétconstraints.

Table (7) presents the different tests carried out to ogtnthe aircraft weight,
whereas figure (6) shows the evolution of the weight with eespo the number of
cost function evaluations for these tests. In table (7)e asefers to the classical
single level MSA optimization without Hessian decompasitiwhereas caserefers
to the single level MSA optimization working in the Hessidgesvectors basis (see
80.3.1). Case is similar to casd but with many cycles and few iterations by cycle.
This consists in updating the Hessian and reinitializirgdimplex after each0 MSA
iterations. This is obtained by stayimg > 1, nl = 1 andm,; = 15 in the algorithm
presented in 80.2. Finally, Casgsind4 corresponds to a multilevel MSA optimiza-
tion as described in table (2). Note that, in these testdl#ssian matrix is computed
localy using the finite-difference method and is updatechahanultilevel cycle. Fur-
thermore, the starting point of the optimization procedar@aken at the center of the
design space. This arbitrary choice does not satisfy thetaaints, nevertheless the
multilevel algorithm is able to reach a satisfactory sauati The design parameters
of the best solution (case of table (7)) are given in table (8) which gives also the
bounds of the design space. Table (9) shows the correspgppdiformaces of the air-
craft. We can see that this solution is very close to the bewfithe design space and
satisfays barely the constraints. This fact makes the dgaimon procedure difficult
because the simplex trys to go on forbidden regions. Eveunghgothe algorithm is
able to reach the solution.

Caselevels  numberof |number of number of optimal weigh
iterations by cycle cycle |evaluations (kg)
0| 15 800 1 25617 38964
1 | 15 225 1 7764 35390
2 15 10 27 21122 34731
15 3
3 AW 24 14857 35073
7 3
15 )
4 . 10 7311 34389
7 6

Table 7. The tested cases for the multilvel MSA optimization of S8Bigd problem.
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A

Variable lower limite|upper limite Optimal value
Cruise altitude 8000 m 18500 m | 15306.12m
Cruise Mach number 1.6 2 1.64
Reference wing area 100 m? 200 m? 100.52
Leading edge sweep of the wing 40° 70° 49.10°
Trailing edge sweep of the wing —10° 20° 14.45°
Wing taper ratio 0.05 0.5 0.15
Thickness/chord ratio for the wing 0.04 0.08 0.044
Leading edge sweep of the vertical stabilizer  40° 70° 69.91°
Trailing edge sweep of the vertical stabilizey 0° 10° 1.75°
Vertical stabilizer taper ratio 0.05 0.5 0.058
Thickness/chord ratio for the vertical stabilizer 0.05 0.08 0.075
Fuselage diameter 2m 2.5m 2.44m
Fuel weight 15000 kg | 40000 kg | 15000 kg
Maximum incidence angle 10° 15° 14.99°
Landing/Take-off weight ratio 0.85 0.95 0.87

Table 8. The optimal Design parameters (casef table (7)) and the corresponding bounds
for the SSBJ problem.

Performance

Value

Take-off weigh

34389.47 kg

Range

6505.52 km

Take-off length

1806.76 m

Landing speed

69.92m/s

Table 9. Performances of the aircraft for the optimal design (cds# table (7)).

On figure (6), we can see that the multilevel approach allmesonly to reduce
the optimization cost, but also to achieve better perforrean However, since the
objective function is multimodal, the MSA optimiser can lzsigy trapped by a local
minimum. Therefore, it is difficult to tune the computatibparameters and to find
the best multilevel strategy that permits to get good pentorces.

Note that, in the above results, we take into account the eurmbevaluations
of the cost function due to the Hessian computation by théefidifference method.
This number represents, in most cases, more #téh of the total number of eval-
uations. This means that these results could be better ifl#ssian is computed by
a chipper method. For instance, it could be interesting tionese the Hessian using
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a least-square approach on the basis of points alreadyatgdlduring a stochastic
optimization.

0.5. Conclusion

In this chapter we present an efficient optimization methaskll on an algebraic
multilevel approach. This method uses the eigenvectotsxfiessian of the objective
function to define search subspaces. Therefore, this mathgdneral and can be
applied to any kind of problems. Moreover, this multilev@lpaoach can be used
with any optimization algorithm, but in this study it is ingphented with the Multi-
directional Search Algorithm.

In order to validate the multilevel algorithm, it is testediwa quadratic function.
This test case shows that the use of the eigenvectors of thsidiheas basis of the
design space accelerates the convergence of the optiarizdgorithm. This acceler-
ation is significant for medium and high condition numberta Hessian. Additional
acceleration is obtained when the Hessian decompositicomitined to an adequate
multilevel strategy. A decreasing level with few iterat®hy level and by cycle is
found to be a satisfactory strategy.

The method is then applied to two problems: shape recong&inand Supersonic
Business Jet design. The first application consists in & 8spsre approximation of
a given shape by a Bezier curve. The cost function is thezafaadratic. In this case,
the behaviour of the multilevel algorithm is similar to thadtthe validation test: The
use of the Hessian eigenvectors permits to well approxirthetearget shape with a
moderate cost. This cost is lower when using the same nudtiktrategy as that for
the validation case.

In the second application, the problem is multimodal andstained. Moreover,
the cost function evaluation is considered as a black boiciwheans that the Hessian
is not available. Then, it is computed using a finite-differe discretization. Many
experiments are carried out using the multilevel algoritlith the MSA method. It
is difficult to tune the computation parameters. Nevertsglehe multilevel algorithm
gives satisfactory results. Indeed, using the multilepgraach and the eigenvectors
of the Hessain we obtain a lower aircraft weight than thahefdlassical MSA method
and with a lower cost.

As mentioned above, using the MSA method, it was difficulthol f satisfactory
multilevel strategy for the SSBJ problem. For such problamstochastic algorithm
could be more suitable. A priori, the Multilevel approacimdse used with any opti-
mization method. Presently, a Particle Swarm Optimizatigthod is implemented
in our multilevel procedure and the resulting algorithmilar study.
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Figure 2. Evolution of the cost functioffi for a single level optimization.
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