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Abstract

This article adresses the delicate issue of estimating physical uncertainties
in aerodynamics. Usually, flow simulations are performed in a fully deter-
ministic approach, although in real life operational uncertainty arises due to
unpredictable factors that alter the flow conditions. In this article, we present
and compare two methods to account for uncertainty in aerodynamic simu-
lation. Firstly, automatic differentiation tools are used to estimate first- and
second-order derivatives of aerodynamic coefficients with respect to uncertain
variables, yielding an estimate of expectation and variance values (Method
of Moments). Secondly, metamodelling techniques (radial basis functions,
kriging) are employed in conjunction with Monte-Carlo simulations to derive
statistical information. These methods are demonstrated for 3D Eulerian
flows around the wing of a business aircraft at different regimes subject to

uncertain Mach number and angle of attack.
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1. Introduction

Thanks to the high sophistication reached by Computational Fluid Dy-
namics (CFD) codes combined with the growth of computational facilities,
research in the field of aerodynamic analysis and design has experienced a
large development in the last years, allowing to deal with more and more
complex problems. However, high fidelity models are usually used in deter-
ministic approaches, which assume a perfect knowledge of the environmen-
tal and operational parameters. In real life, uncertainty can arise in many
aspects of the entire design-production-operation process: from the assump-
tions done in the mathematical model describing the underlying physical
phenomena, to the manufacturing tolerances, and to the operational param-
eters and conditions that could be affected by unpredictable factors (see [14]
for a systematic treatment).

In particular, in aerodynamics there could be some operational uncer-

tainties due to unpredictable factors that alter the flow conditions:
e the angle of attack may vary during the flight due to atmospheric con-
ditions;

e instrumentation errors, or changes in flight profile compared to the
scenario, or atmospheric conditions could result in uncertainty on Mach

and Reynolds numbers.

It should be noted that geometric uncertainty, in addition to manifacturing

tolerances, can arise during the working cycle also:



e temporary geometric variations, due to factors as icing or deformation

under the weightloads;

e transient or permanent geometric variations due to the motion regime

(e.g. blades in compressors);
e permanent geometric variations due to degradation (erosion, etc).

These uncertainties modify the aerodynamic coefficients and in some cases
significantly degrade the performance of a system that has been optimized
for some precise operational conditions. Therefore it would be beneficial to
identify the most important uncertainties, quantify them and compute their
impact on the performance. Then, statistical information, such as expecta-
tion and variance of an objective function, can be used in the design phase:
this kind of approach is commonly known as robust design (see for instance
[1] for a survey).

The practical difficulty with uncertainty quantification is related to the fact
that the expected value p; and the variance 0]2 of the considered objective

functional j result from an integration in the multi-dimensional space of the

uncertain variables o € R", i.e.

wy = E[J(0)] = / j(@)f(a) da (1)

o2 = E[(j(a) - 15)?] = / J(@)*f(a) da— 42 2)

where f(a) is the Probability Density Function (PDF) for the uncertain
variables.
Since the nonlinear equations governing the flow model are computation-

ally expensive to solve (and thus the evaluation of the objective function j),
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the use of a brute—force numerical integration method or Monte-Carlo anal-
ysis would become prohibitively expensive. Therefore, we need to introduce
some new techniques that allow to obtain an approximate expectation value
and variance of the functional. These techniques can be grouped in three

main categories:
e Monte-Carlo estimates using surrogates ;
e Method of Moments (or Taylor series approximations);
e Polynomial Chaos Expansion.

The first approach consists in replacing the expensive simulation pro-
cedure by a cheap approximation to carry out the Monte-Carlo analysis.
Usually, surrogate models are employed, such as response surface techniques
or meta-models [7]. For the second approach, the objective functional is re-
placed by its Taylor series expansion from nominal conditions, yielding an
analytical integration of statistical quantities [26, 16]. The latter approach is
essentially different since it relies on a stochastic simulation framework. For
Polynomial Chaos decomposition methods, the dimension of the problem is
increased to account for uncertainty. More precisely, flow variables are ex-
pansed using a set of orthogonal basis functions, whose coefficients are used to
characterize and quantify the uncertainty. By applying a Galerkin procedure,
governing equations for each individual mode are derived. This approach has
been applied for uncertainty quantification in several engineering fields. It is
well suited to problems governed by PDEs and yields an accurate estimate
of uncertainty. In particular, applications to fluid dynamics can be found

in [27, 9](incompressible Navier-Stokes eq.) or [10] (compressible Euler eq.).
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Nevertheless, this approach requires the development of a new simulation
code accounting for the new dimensions. A non-intrusive formulation can be
used, yielding however a much more expensive procedure.

Therefore, this work includes the comparison of the two former approaches:
Monte-Carlo integration using metamodels and Method of Moments, for the
evaluation of first and second-order statistical moments (i.e. mean and vari-
ance) for the drag coefficient of a transonic wing in a steady 3D Eulerian flow,

where the Mach number and the angle of attack are subject to uncertainty:.

2. Method of Moments

2.1. Principles

The idea behind the Method of Moments [16] (MoM) is based on the
Taylor series expansion of the original nonlinear functional j(«) around the
mean value of the uncertain variables. Then, the mean and variance of the
output are computed by using the moments of the distribution for the input
variables. In this way, we replace the (possibly) expensive direct numerical
evaluation of the integrals (1)-(2) by the evaluation of the moments, that can
often be computed by analytical integration.

Let us consider that the uncertain variables a = (aq, ..., q,) (either oper-
ational conditions or geometrical parameters) can be decomposed as: o =
la + 0a of a fully deterministic quantity pu, = E[a] (the mean value of
«) with a stochastic perturbation da. Then, the Taylor expansion of the

functional j(a) around p, reads:

. ) 1
(@) = j(pa) + Y Gidoy + 5 > " H;pbaiday + O(||5a] %), (3)



d%j ‘
dajdog |

where do; = a; — plo,, Gi = d% o and H; ), =
When we compute the expectation value of (3), the term containinig the
first order derivative disappears and the mean value of the functional j(«) is

approximated by:
_ 1
pi = J(pa) + 5 E : CinHi (4)

where C; is the (i, k)-element of the covariance matrix.
In the same way we can write a second-order approximation for the vari-

ance defined in (2):

1
0~ Z CirGiGr + 1 Z (Ci4Chm + CimClt) Hy o Hy . (5)
ik

ik, lm
A more general formulation can be found in [1].

It is important to note that the equations for the mean (4) and the vari-
ance (5) require the gradient and the Hessian of the functional j(«), both
evaluated at p,: for this reason the method above is commonly known as
second-order Method of Moments.

Another important point concerns the accuracy of those approximations
for the variance estimate: the use of all the information about the available
derivatives (for a given derivative order) does not always result in an increased
accuracy. Let us consider for simplicity the unidimensional case: the Taylor

series expansion of the functional reads:
. . 7V Ha .
jla) = j(pa) + Z %&lk with  da = o — piq
k=1
and its expectation is
. . IV M .
i = E[j(a)] = j(pa) + Z %mk with  my, = /5akf(oz) dov.
k=2
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With some algebra, we obtain the following expression for the variance:

=]+ I ) | - (s + 2 )

k=2

B i 3D (pa) 7® (o)
_ -
ik=1

If we consider Gaussian distributions for the uncertain variables, then the

previous expression yields:

02 2 (j”(ua)2

o2 = et + (T s ) ok + Ol). (©

Therefore, if we have only the derivatives up to order two, the error on the

N

output variance is O(c) and not O(08). In particular, if j'(ja)5"” (tta) ~
—W, we may have a better approximation of the variance using only the
first-order derivative instead of first- and second-order.

Besides the difficulties pointed out in the previous comments, the most
challenging task to apply the Method of Moments is the evaluation of the
gradient and the Hessian of a functional constrained by a nonlinear equation
(typically a set of PDEs). In the context of a discretize-than-differentiate
approach, the most accurate and efficient method to obtain such derivatives

(without the tedious and error-prone hand-coding differentiation) is given by

using Automatic Differentiation.

2.2. Gradient and Hessian evaluation of constrained functionals

The computation of the Hessian matrix of a constrained functional could

be performed using tools for Automatic Differentiation (TAPENADE [6],



OpenAD [23], TAF [4], ADOL-C [5]). Several strategies are possible [20, 21]
relying on the two first-order differentiation modes usually implemented by
the AD packages: tangent (or forward) mode and reverse (or backward)
mode. These strategies for second-order derivatives (Tangent-on-Tangent
and Tangent-on-Reverse/Reverse-on-Tangent) are theoretically equivalent but
their computational cost depends on the number n of uncertain variables «;
for the Hessian matrix [20, 3]. In [12] it is shown that the CPU-time cost
is quadratic in n for Tangent-on-Tangent (ToT) and linear for Tangent-on-
Reverse (ToR) approach, but ToT is cheaper than ToR for a small number
of uncertain variables. Since we are considering only two uncertain vari-
ables (Mach number and angle of attack), we use the ToT approach, that is

described below.

Computation of first-order derivatives. Let 7 be a constrained functional ex-
pressed as:

jramjla)=Ja,W)eR,
where @ € R" are parameters subject to random fluctuations and W =

W () € RY is the solution of the (nonlinear) state equation:
U(a, W) =0.

Using the chain rule, the gradient of the functional with respect to each
component of « is given by:

i oJ OJ dW

= — . 7
dOéi 80@ + ow dOéi ( )
The differentiation of the state equation reads:
ov oV dW
Doy " OW day ®)
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This equation yields the computation of the flow sensitivities 6; = % by
solving the following linear system:

ov ov

The first-order derivatives of j with respect to uncertain parameters o can
be obtained by solving equation (9) to obtain the flow sensitivities first, and
then by using (7). However, using such a method, we should solve one linear
system for each uncertain parameter «;. It is more efficient to adopt a so-
called adjoint approach by combining equations (7) and (8). Then, we can
easily obtain the gradient of j by solving the adjoint system first:

(-3

where II are the adjoint variables, and then by computing:

G\" oI\ [ow\"
YY) () (4 o (11)
da O oo

Using the adjoint approach, only one linear system must be solved, whatever

the number of uncertain variables.

Computation of second-order derivatives. Starting from the first-order deriva-
tive (7), we perform another differentiation with respect to the k-th compo-
nent of a, which reads:

d?; d?
dogday, ’ OW do;daoy,

(12)

where we have introduced the differential operator Di , acting on a function

F:(a,W)— F(a,W):

. (13)

DEE— ?*F *F dW O’F dW 0 (8F dW) dW
ikl =

Ja;O0ay, + OW 0oy dayy, + OW ooy, doy; + OW \OW doy; ) doy,
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Then, if we differentiate the equation (8) w.r.t. «y and perform some algebric

manipulation, we get:

LW __(aqf

-1
W) D}V . (14)

do;doyg,

If we substitute the equation (14) in the equation (12), we finally obtain:

d2j aoJ (0w \ !
— D% g === D2 U
dagday, i = Gy (aw) ik
=D} J —11" D}, (15)

where II is the solution of the adjoint system (10). This approach was firstly
proposed in [20] and is usually known as Tangent on Tangent (ToT) approach
or Forward-on-Forward ( [3]) because we can compute the required second-
order derivatives using AD with two successive tangent-mode differentiations.

Finally, the ToT algorithm for computing the gradient and the Hessian
matrix of a functional j(a) = J(«, W) constrained by ¥(a, W) = 0 writes

as:

T T
Solve for II in (8_\1/ II = <8—J)
Y

For each i € 1.n 50
Solve for 6; in ( )Hi = — <(’3 ) and store it
Q;

End For
For each 7€ 1..n
For each k € 1.1

=

d*j
Compute dodar D}J — HT(Dik\If)
End For
End For

In order to obtain the terms that appear in the algorithm above and

containing the first- and second-order derivatives, we need a differentiated
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version of the original CFD code. This differentiation, if performed “by
hand”, is tedious and error-prone. Then, we prefer to compute them using
the automatic differentiation (AD) software TAPENADE [6], developed by
Tropics Project-Team at INRIA. This software is used to generate automat-
ically a source code that computes the derivatives of an original Fortran or

C code. Implementation details are given in appendix.

3. Metamodel-based Monte-Carlo

3.1. Metamodeling techniques

The key idea of the metamodel-based approach is to approximate the
functional j(a) = J(o, W) with a function that depends only on the un-
certain variables (in our case «) and whose evaluations are inexpensive.
Metamodels are constructed according to available data that are stored in a
database. It consists in using these data (e.g. drag computed for some param-
eter sets) to predict the fonctional for new parameters. Then, a Monte-Carlo
analysis for uncertainty estimation is straightforward.

Metamodels mostly used for data fitting are:

e polynomial fitting (least-squares approximation) ;
e artificial neural networks (multi-layer perceptrons) [17] ;
e radial basis functions [15] ;

e Kriging methods (Gaussian process models) [19] .

The last three options are well suited to highly non-linear behaviors, such
as those encountered in aerodynamics. In appendix, we describe the use of

Radial Basis Functions (RBFs) and kriging methods.
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The database is composed of a set of functional values corresponding
to different uncertain parameter values. In practice, it is constructed by
performing some independent simulations and storing the results. The choice
of the database points is critical for the accuracy of the metamodel. If the
distribution of the known functional values does not explore the parameter
space uniformly, the metamodel predictions will be of poor accuracy, since
the database building is done without any a priori knowledge about the
functional behavior. Several methods can be found in the literature that
describe how to choose the database points [8]. In the present study, the
database points are generated using a Latin Hypercube Sampling [8] (LHS)
of size N. Latin hypercube samples have the property that any projection
along one parameter direction yields a uniform distribution. We also add
systematically in the database the points that correspond to the corners of

the parameters variation domain.

3.2. Uncertainty estimation using Monte-Carlo simulation

Using the metamodels described in appendix, one can construct an inex-
pensive model j(a) of the functional with respect to the uncertain param-
eters, on the basis of a few CFD evaluations that correspond to different
parameter values. Then, the mean p; and the variance o2 can be easily

estimated using Monte-Carlo simulations on the basis of the metamodel ap-

proximation:
1 Nuyc o
o~ N ; j(a’) (16)
1 Nuyc o
o5~ Nuo—1 Z (') = ps)?, (17)



where Nj;¢ is the size of the sample considered for the Monte-Carlo simu-

lation. The sample used for the analyses (a');—1,. should be generated

Nue
in accordance with the PDF for the uncertain parameters. One should un-
derline that samples of very large size (e.g. larger than 100,000) must be
used in order to have an accurate estimation of the variance. Therefore, one
should select a random number generator with care, in order to avoid some

periodicity effects. In the present study, the samples are generated using the

Mersenne Twister algorithm [13].

4. Application to aerodynamics

4.1. Flow solver description
Modeling. This study is restricted to three-dimensional inviscid compressible
flows governed by the Euler equations. Then, the state equations can be

written in the conservative form:

oW  oF (W) O0F(W) 0F3(W
L OR(V) | OR(V) | OR (V)
ot ox dy 0z

where W are the conservative flow variables (p, pu, pv, pw, E), with p the

=0, (18)

density, (u,v,w) the velocity components and F the total energy per unit of
volume. F = (Fy (W), Fy(W), F5(W)) is the vector of the convective fluxes,

whose components are given by:

puU pu pw
pu2 +p puv puw
(W) = puv (W)= p?+p F3(W) = pUw
pUW pLw pw? +p
uw(E+p) v(E +p) w(E + p)

(19)
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The pressure p is obtained from the perfect gas state equation.

Spatial discretization. Provided that the flow domain € is discretized by a
tetrahedrization 7, a discretization of equation (18) at the mesh node s; is
obtained by integrating (18) over the volume Cj, that is built around the
node s; by joining barycenters of the tetrahedra and triangles containing s;
and midpoints of the edges adjacent to s;:

Vol; % + ) B, W, 0 y) =0, (20)

JEN(7)

where W; represents the cell averaged state and Vol; the volume of the cell C;.
N (i) is the set of the neighboring nodes. ®(W;, W;, @ ;) is an approximation
of the integral of the fluxes (19) over the boundary 9C;; between C; and Cj,
which depends on W;, W; and ?ij the integral of a unit normal vector over
0C;;. These numerical fluxes are evaluated using upwinding, according to
the approximate Riemann solver of Roe [22].

A high order scheme is obtained by interpolating linearly the physical
variables from s; to the midpoint of [s;s;] to evaluate the fluxes. Nodal
gradients are obtained from a weighting average of the P1 Galerkin gradients
computed on each tetrahedron containing s;. In order to avoid spurious
oscillations of the solution in the vicinity of the shock, a slope limitation
procedure is introduced using a modified version of the Van-Leer limiter [25]:

bl =0
L(a,b)={ a*+b : (21)
0 if ab <0
Time integration. A first order implicit backward scheme is employed for the

pseudo-time integration of (20) to the steady state. The linearization of the
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numerical fluxes provides the following integration scheme :
VOZZ' n n n
(At +Ji>5Wi: = > (W WL T ). (22)
JEN(7)
with 0W; = W™ — W and J? the Jacobian matrix of the first order

)

numerical fluxes.

4.2. Testcase description

The testcases considered here correspond to the flows around the wing
of a business aircraft for three regimes : a subsonic, a supersonic and a
transonic regime. The nominal operating conditions are defined by the free-
stream Mach number M., = {0.65,0.95,0.83} and the incidence ov = 2°. The
wing section is supposed to correspond to the NACA 0012 airfoil. The wing
shape and the mesh in the symmetry plane are depicted in (1). The mesh
employed counts 31124 nodes.

7 Ny

g
L

ity
\/ AT Ly,
KK

2 y}hﬂiﬁb\k
RN
vmvﬁ

Figure 1: Wing shape and mesh in the symmetry plane.

We suppose that the free-stream Mach number and the angle of attack
are subject to random fluctuations. For the sake of simplicity, we assume

that their PDF's are Gaussian and uncorrelated. They are characterized by:
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Mach Incidence (deg.)
Mean {0.65,0.95,0.83} 2
Standard deviation 0.01666 0.1666

We aim at using the methods presented above to estimate the statistics

on the drag.

4.8. Testcase 1: subsonic flow (M = 0.65)
4.3.1. Reference results

We compute first some reference results, obtained by performing 21 x 21

CFED analyses as seen in figure (2). Reference statistical values are computed

21*21 CFD analyses S

Drag

0.009
0.0085
0.008
0.0075
0.007
0.0065
0.006
0.0055

0.009
0.0085
0.008
0.0075
0.007
0.0065
0.006 |4
B
0.0055

Figure 2: Drag for 21 x 21 CFD analyses around the nominal conditions M., = 0.65,

a=2°.

by constructing a fine metamodel based on these 21 x 21 points and perform-
ing a Monte-Carlo analysis. The following reference values for the mean and

variance of the drag coefficient are obtained:
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Reference expectation | p; = 6.8571073

Reference variance O'JQ- =1.5531077

We have verified that these values do not depend on the choice of the meta-
model (either RBFs or Kriging), and are not modified if extra points are

added or if larger samples are used for the Monte-Carlo simulation.

4.8.2. Results with metamodels
We construct RBF and kriging metamodels for databases generated by
a latin hypercube sampling of size 8 and 23. Results, in terms of mean and

variance estimates are provided in the next table:

Metamodel | Points || Expectation | Relative error | Variance | Relative error
RBF 8 6.8551073 0.029% 1.56210°7 0.579%
RBF 23 6.858 103 0.014% 1.566 107 0.837%
KRG 8 6.8531073 0.058% 1.551107 0.128%
KRG 23 6.858 103 0.014% 1.566 10~7 0.837%

One can observe that the variance estimate is slightly better using 8 points
that 23 points. This is due to the particular choice of the databases. Fig-
ure (3) depicts the drag evolution with respect to the uncertain parameters
obtained for a RBF metamodel with 8 points, as well as the error computed

at 21 x 21 points. As seen, the error on the drag is less than 0.5%.

4.8.3. Results with AD
AD is then used to estimate drag statistics. Contrary to the previous case,

the flow is only computed at the mean value of the uncertain parameters, as
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SUrrOga[e training points ~ +
Drag

0.009
0.009

0.0085
0.0085 0.008
0.008 0.0075
0.0075 0.007
0.007 0.0065
0.0065 0.006
0.006

0.0055
0.0055

Relative error (%) training points -+
Drag

Figure 3: Drag and relative error in % obtained using a RBF metamodel with 8 points

(LHS sampling) around the nominal conditions My = 0.65, a = 2°.

well as the derivatives. The statistics obtained using first- and second-order

Taylor series are given in the next table:
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Expectation | Expectation error || Variance | Variance error

First-order 6.8301073 0.393% 1.54710°7 0.386%
Second-order || 6.860 1073 0.043% 1.558 10~ 7 0.321%

The accuracy of the results is similar to the one obtained with metamodels
using 8 points. This is not surprising, since a quadratic model can be obtained
using six points at least. Figure (4) shows the drag evolution with respect to
the uncertain parameters obtained using AD, as well as the error computed
at 21 x 21 points. One can observe that the error is larger at the corners of
the variation domain. However, this is not critical for statistics estimation,
since the PDFs of uncertain parameters become smaller and smaller as one

moves away from nominal operational conditions.

19



analysis + derivatives ~ +

Second order Taylor series

Drag

0.009
0.0085
0.008
0.0075
0.007
0.0065
0.006
0.0055

analysis + derivatives ~ +

Relative error (%)
Drag
12

12 é o

1 :
0.8 06
0.6 04
0.4 0.2
0.2 g )

0 -U..
0.2 -0.4
0.4 -0.6
-0.6 -0.8
-0.8 -1

1

2
Angle of attack

Figure 4: Drag and relative error in % obtained using AD (second-order) around the

nominal conditions My = 0.65, a = 2°.
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4.83.4. Comparison of computational performance

Since the two proposed methods are essentially different, it is interesting
to compare also their computational performance, in terms of CPU time
and memory requirements. The following table details the memory and the
CPU-time used by the AD-based approach (using a machine equipped with
an Intel Xeon 2.66 GHz):

Memory in Mb

Flow-solver Jacobian 4 Precond. + vectors 86+10+35
First deriv. | ILU(1) Precond. + GMRES + vectors | 170+250+120
Second deriv. | ILU(1) Precond. + GMRES + vectors | 17042504240

CPU time in second
Flow solver 403
Gradient 255
Hessian 278
Total 936

The iterative approach used to solve the linear systems (10) and (9), requires
the application of a good preconditionner: for this purpose we use the ILU(1)
factorization of the (available) first-order accurate Jacobian (g—v‘l[’,) for the
linear system (9) and the ILU(1) factorization of ( g—v\f,)T for the linear system
(10). As shown above, the CPU-time for the gradient and Hessian evaluation
is lower than that for the flow solution (in which a relative reduction of

residuals to 107! was set as convergence condition). This cost is essentially

due to the resolution of the linear systems (10) and (9), while the memory
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requirement is notably higher.

Concerning the method based on metamodels, the costs are mainly related
to the construction of the database. If it is built sequentially, the memory
required is the same as that used by the flow solver alone, whereas the CPU-
time increases linearly. If it is built using parallel computing, with a number
of processors equal to the database size, the CPU-time remains more or less
similar to that of a single flow solver run. For instance, we obtain for a

database with 8 points:

CPU-time in second

Sequential database 3250
Parallel database 440

In conclusion, the method based on metamodels is usually more expensive
in terms of CPU-time with respect to the MoM, but it is easier to implement

and memory requirements are lower.

4.4. Testcase 2: fish-tail transonic flow (My, = 0.95)

Following the same approach, we compute first some reference results,

obtained by performing 21 x 21 CFD analyses as seen in figure (5):

Reference expectation | u; = 9.561 1072

Reference variance 0]2 =3.982107°

4.4.1. Results with metamodels
We present here results obtained using a Latin Hypercube Sampling that
includes 8, 13 and 23 points. One can observe that results with 8 points are

less accurate than that in subsonic regime, due to the more complex drag
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0.9

Nonlinear smulations

Mach

cfd analysis ~ +

0.11
0.105
0.1
0.095
0.09
0.085
0.08
0.075
0.07
0.065
0.06

2.4

Angle of attack

Figure 5: Drag for 21 x 21 CFD analyses around the nominal conditions M., = 0.95,

a=2°.

behavior, as can be seen in figure (6). Satisfactory results can be obtained

with 13 points. For this regime, Kriging seems to be more accurate than

RBFs.

Metamodel | Points | Expectation | Relative error | Variance | Relative error
RBF 8 9.524 1072 0.386% 3.575107° 10.220%
RBF 13 9.567 102 0.062% 3.913107° 1.732%
RBF 23 9.566 102 0.052% 3.939107° 1.079%
KRG 8 9.573102 0.125% 3.619107° 9.116%
KRG 13 9.562 102 0.010% 3.956 1075 0.652%
KRG 23 9.5631072 0.020% 3.977107° 0.125%
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SUrrOga[e training points ~ +

Drag 0.105
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Relative error (%) training points ~ +

2.4
22
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Figure 6: Drag and relative error in % obtained using a RBF metamodel with 8 points

(LHS sampling) around the nominal conditions My = 0.95, a = 2°.

4.4.2. Results with AD
For this regime the second-order Taylor approximation seems to be ac-

curate for the interval M = [0.92,0.98] while outside it underestimates the
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real values of the drag, as can be seen in figure (7). This results in a lower

accuracy for the mean and variance.

Expectation | Relative error | Variance | Relative error
First-order 9.7471072 1.945% 4.038107° 1.406%
Second-order || 9.545 1072 0.167% 4.895107° 22.928%

One can observe that the variance estimate is far better using the first-
order approximation than using the second-order one. This can be explained
by examining the error in the variance estimate (6), as underlined in Sec-
tion 2.1. The over-estimate of the variance computed with the second-order
Method of Moments is due to the fact that we have neglected in the cor-
rect formula (i.e., for the one-dimensional case, (6)) the term involving the
third-order derivative. This term can have any sign, while the terms in-
volving first- and second-order derivatives are always positive, resulting in a
possible over-estimate for the variance computed with second-order method
with respect to the estimate obtained with the first-order method. There-
fore, for the general case and without any information about the behaviour
of the functional (in terms of signs of derivatives), we advocate the use of

the second-order Method of Moments for the estimation of the mean and the

first-order Method of Moments for the estimation of the variance.

4.5. Testcase 3: transonic flow (M = 0.83)

AD can be faced to another difficulty, arising from non-differentiable
programs. For instance, if one considers the previous problem in transonic
regime, one observes a noisy gradient computation, although the drag seems

to be smooth, as we can see in figure (8).

25



analysis + derivatives ~ +

Second order Taylor series

Drag 0.11
0.1
0.11 0.09
0.1
0.09
0.08
0.07
0.06
0.05

0.08
0.07
0.06

0.05

2.4
2.2

/ Angle of attack
0. - | 1.8

Rel ative error (%) analysis + derivatives ~ +

2.4
22

Angle of attack

Figure 7: Drag and relative error in % obtained using AD (second-order) around the

nominal conditions My = 0.95, o = 2°.

This behaviour is due to the non-global differentiability of the CFD solver.

This may be due to the definition of the Roe’s scheme and to the slope limiter
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(21), that are not globally differentiable but only piecewise-differentiable: as
result the Taylor approximation is acceptable only for tiny intervals. As
we can see on the second plot of figure (9), the first-derivative of the drag
coefficient with respect to the Mach number is piecewise-continuous and the
size of the interval in which the continuity (and therefore the differentiability
of the drag with respect to the Mach number) can be assumed is ~ 1078.
It is important to understand that this is not a situation in which AD fails,
but a situation in which the approximation of the function by its Taylor
expansion is not appropriate. The correctness of the derivatives obtained
by AD is validated by comparison with divided differences: we can also see
how accurate is the second-order Taylor approximation of the drag coefficient
(around M = 0.83) in figure (8). Moreover, in figure (9) we can see that the
second-order approximation is a nearly perfect description of the first-order
derivative in a neighborood of M = 0.83: for that regime the drag coefficient
can be considered as a piecewise-quadratic function.

To understand if the problem is caused by the non-differentiability of the
Roe’s scheme or the slope limiter, we perform some extra experiments. For
the first experiment, we replace the Roe scheme with the Van Leer scheme [24]
(that is differentiable). This yields no significative change. Then, we solve
the flow in the usual way (Roe + slope limiter) and then we switch off the
limiter for the gradient and the Hessian computation. The resulting Tay-
lor approximation is shown in figure (10) (dashed line). We note that the
first-order derivative is under-estimated. Surprisingly, if we use the first-
order derivative computed with the slope limiter active and the second-order

derivative with the slope limiter inactive we obtain a pretty good approxima-
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tion of the drag coefficient over a large interval of Mach Number (dotted line
in figure (10)). From the above experiments, we guess that the piecewise-
differentiability of the slope limiter is the cause of the very irregular derivative
of the drag coefficient in transonic regime (for which a shock is present on
the wing surface).

Finally, one can underline that a Navier-Stokes model instead of the Euler
model could help to smooth the behaviour of the first-order derivative, but

this hypothesis needs further investigations to be confirmed.

Drag coefficient vs. Mach number

0.1 | CFD results

Taylor My=0.65 -----
Taylor My=0.83 -
Taylor My=0.95

0.08

0.06

0.04

drag coefficient, cy

0.02 |

Figure 8: Drag vs. Mach number in transonic regime: CFD simulations and second-order
Taylor approximations around M = 0.65 (dash-dot), M = 0.83 (dash) and M = 0.95
(dot) using AD.

5. Conclusion

In this study, we have presented and compared two methods to estimate

aerodynamic uncertainty for practical testcases: automatic differentiation
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Figure 9: Drag derivatives computed with AD w.r.t. Mach number in transonic regime.
In the first plot is shown the fist-order Taylor approximation of the drag derivative for
three different Mach numbers. On the second plot, a zoom of the region around M = 0.83
is presented. Note the piecewise-linear behaviour of the derivative in the transonic regime.
The dotted line is the first-order Taylor approximation of the derivative around M = 0.83,
obtained using AD.
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Drag coefficient vs. Mach number

0.1 | CFD results

Taylor no-limiter grad-hessian ---—--——-
Taylor no-limiter hessian

008 |

0.06 |

0.04

drag coefficient, cy

0.02

0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Mach

Figure 10: Drag vs. Mach number in transonic regime: second-order approximations using
derivatives relative to different slope-limiter strategies. Dashed line: the first and second-
order derivatives are computed with the slope limiter inactive in the differentiated code.
Dotted line: the first-order derivative is computed with the slope limiter active while the

second-order derivative is computed with the slope limiter inactive.

has been applied to a 3D Eulerian flow solver to compute first and sec-
ond derivatives of the drag with respect to uncertain parameters, in the
framework of the Method of Moments. Kriging and radial basis functions
metamodels have been used in conjunction with Monte-Carlo simulations to
estimate statistics.

Both approaches have their strenght points: from the pure performance
point of view, the Method of Moments is generally faster than metamodels
and this fact will appear more evident when a larger number of uncertain
variables will be considered. In fact, MoM requires only one single CFD
simulation and the cost for the gradient and Hessian evaluation grows lin-

early with the number of uncertain variables, while metamodels, being non-
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local approaches, require a larger number of CFD evaluations to build the
database. However they can yield a more accurate estimate for the statistical
quantities.

The Method of Moments requires first- and second-order derivatives of
PDE-constrained functionals, and this task, even if accomplished with the
help of Automatic Differentation tools, is not so straightforward. Moreover,
the user must have the source code of the CFD solver available. Conversely,
metamodels use CFD solvers as black bores and the construction of the re-
sponse surface could be done in a preprocessing phase.

Satisfactory results in terms of accuracy have been obtained for a simple
testcase in subsonic and fish-tail transonic case, while Taylor-based approxi-
mations seem to be not suitable for the transonic case using our discretization
with high-order accurate schemes and limiters.

Now, the main issue would be the application of these methodologies to
problems with a more complex flow modelling, such as Navier-Stokes equa-
tions, in which a larger number of uncertain parameters is required (e.g.

geometrical uncertainties).
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A. Automatic differentiation

Consider a program that computes an output vector v € R™ from an
input vector u € R" as a function v = ¢(u). The derivative of the func-
tion is provided by the Jacobian matrix %. The program is a sequence of
elementary instructions that can be identified with a composition of elemen-
tary functions. The AD tool simply applies the chain rule to differentiate
these elementary functions to obtain the desired Jacobian matrix. However,
we are usually not interested by the knowledge of the full Jacobian matrix.
Then, TAPENADE has two differentiation modes, that allow to compute
the product of the Jacobian matrix by a given vector. We can perform this

matrix-by-vector product in a twofold manner: by right (tangent mode) or

by left (reverse mode):

e the tangent mode allows to compute, from an arbitrary direction @ €

R™, the derivative in the direction 1:

e the reverse mode allows to compute, from an arbitrary direction ¢ €

T,
) o

Note that if ¢(u) € R (i.e. a functional), reverse mode differentiation

R™ the following product:

- 0
u,qst(a—f

gives the gradient of ¢ w.r.t. v (multiplied by the input scalar ¢).

These two modes can be employed to easily compute the terms that are re-

quired for derivatives estimation.
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Consider that the evaluation of functional j = J(«, W) is implemented
by a Fortran subroutine func, whose input variables are alpha and w and

output variable is j:
a W

1
func(j, alpha, DlJ)
1
J
If we perform a reverse mode differentiation with respect to the input

variables alpha and w, we obtain a new subroutine:

@ w

—

1
func_b(j, jb, alpha, alphab, vla,wlb),
!

I
1 b
J a w

where jb is a new input variable and alphab and wb are new output variables

defined as: AT a7

()5 we(2)s -
If we evaluate the above subroutine with the input J = 1, the quantities in
(23) are the first term in the right hand side (r.h.s.) of (11) and the r.h.s. of
the adjoint equation (10).

To compute the terms required to estimate the second-order derivatives,
we need to perform two successive tangent-mode differentiations. For exam-
ple, considering the tangent-mode differentiation of the subroutine func with
respect to alpha and w we obtain:

a & w W
func_d(j, jd, allgha, alplhad, w,l.r, wld),
;)
where alphad and wd are new input variables and jd a new output variable.

These input variables are provided by the user, whereas the output variable
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is the directional derivative:

. 9] . aJ
‘]_a_ 8WW

Then, the differentiation of the output variable jd in the subroutine func_d
with respect to input variables alpha and w gives:
«@ [e¥s) [} W Wo W
o ! | ! Lol
func_dd(j, jd, jdd, alpha, alphad0, alphad, w,wd0, wd),

Ll

JoJ o
where jdd is the new output variable, that represents:

: o (0J oJ o [(0J aJ
J—a—a(a—a aWW) aw(a_a WW)WO

o (0J . o (0J . o [0J . g (0J . .
:a—a<a—a“) *aw(a—%)waw(a O‘)W“W(WW)WO’

where we have used the commutativity of the order of differentiation.

If one calls this subroutine with the following input parameters:

) ) aw . dW
g =¢, G=e¢; WO dak W_da~’

(24)
one obtains as output variable J= D?,.J as defined in (13).

B. Radial Basis Functions

Radial Basis Functions [15] (RBF) are a non-polynomial interpolation
method, that have been found to be very accurate for highly non-linear data
in high dimension [2]. RBFs seek an approximation of the function j(«),

a € R" of the form:

= Zwi¢i(a) (25)
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where:
¢i(a) = ®(||a — a'[]) (26)

(ai)izl,___, ~ are called RBFs centers and correspond to the points stored in
a database. Several radial functions ® can be considered. For the present

study a Gaussian function is employed:
O(r)=e" 2, (27)

where s is a parameter called attenuation factor, that controls the extend of
the basis functions.

The training of the RBF's consists in determining the weights (w;)i=1,.. n
to fit the data. Suppose that the function value is known for a set of N
points that correspond to the RBF centers (Ozk)k:L...,N- Then, the weights

(wj)iz1,...n are determined from the interpolation conditions:

N
j(0¥) =j(ak) =D w; ¢i(a*) k=1,...,N. (28)
i=1
Thus, (w;)i=1,..~ is the solution of the following linear system:

¢1(041) ¢N(a1) w1 j(al)

or(0®) o) | e | [ | )

¢1(a™) .. on(a) ] \ww j(a®)
The matrix of the system is obviously symmetric. It is also positive-definite

if the RBF centers (ai)izl,___,N are distinct. According to Ref. [18], we employ

the leave-one-out technique to determine a suitable attenuation coefficient.
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B.1. Kriging

Gaussian process models [11, 19] (also called kriging) treat the response
of some experiment as if it were a realization of a stochastic process.

The vector of known function values Jy = (j(a'))i=1, n is assumed to
be one realization of a multivariate Gaussian process with joint probability

density:
_exp (— % JNTCX[I JN)

Ty) =
P(/w) /@m)N det(C)

where Cp is the N x N covariance matrix. The element C;; of the covariance

(30)

matrix gives the correlation between the function values j° = j(a') and
j* = j(a®) obtained for different points. We assume that these values are
correlated, since they correspond to underlying physical phenomena. This is
expressed in terms of a covariance function ¢, i.e. Cy, = c(a, a¥).

Now, we suppose that we would like to evaluate the functional value at a

N+1

new point o* 7. It can be shown that the probability density for the function

value at the new point is:

N+1 _ SN+1)2
. J —J
p(5" ) In) o< exp - 5 )
20jN+1
where:
PN =ETON N, ot = k= KTCRk (31)
and:
- [C(()zl,()zN+1),C<()z2,()zN+1), o ,C(O{N,O{N+1)]T K = C(O{N+1,O{N+1)
(32)

Thus the probability density for the function value at the new point a™¥*?

! and standard deviation o,v+1. Therefore,

is also Gaussian with mean jV* i
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the most likely value for the function at the new point is 7V*1. This value
will be considered as the prediction of the kriging model. The variance o~
can be interpreted as a measure of uncertainty in the value prediction.

The covariance function must reflect the characteristics of the output of
the computer code. In the absence of any knowledge regarding the unknown
function, the most commonly used correlation function is an exponential:

N k)2

: 1 i _
C(O[Z,O{k) — 91 exp [_5 Z mf%

r
=1 !

+ 0,

where © = (61, 05,71,79,...,7y) are some parameters to be determined. This
task is performed by maximizing the joint probability density p(Jx), using
a Particle Swarm Optimization (PSO) method.
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