N
N

N

HAL

open science

First and second order necessary conditions for
stochastic optimal control problems

Joseph Frédéric Bonnans, Francisco J. Silva

» To cite this version:

Joseph Frédéric Bonnans, Francisco J. Silva. First and second order necessary conditions for stochastic
optimal control problems. [Research Report] RR-7454, 2010. inria-00537227v1

HAL Id: inria-00537227
https://inria.hal.science/inria-00537227v1
Submitted on 17 Nov 2010 (v1), last revised 25 Jun 2011 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00537227v1
https://hal.archives-ouvertes.fr

%I INRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

First and second order necessary conditions for
stochastic optimal control problems

J. Frédéric Bonnans — Francisco J. Silva

N° 7454

Novembre 2010

Théme NUM

apport
de recherche

ISRN INRIA/RR--7454--FR+ENG

ISSN 0249-6399







INSTITUT NATIONAL

DE RECHERCHE centre de recherche
EN INFORMATIQUE ;‘(IN RIA SACLAY - ILE-DE-FRANCE

ET EN AUTOMATIQUE

First and second order necessary conditions for
stochastic optimal control problems

J. Frédéric Bonnans* , Francisco J. Silvaf

Theme NUM — Systemes numériques
Equipes-Projets Commands

Rapport de recherche n® 7454 — Novembre 2010 — 23 pages

Abstract: In this work we consider a stochastic optimal control problem
with convex control constraints. Using the variational approach, we are able to
obtain first and second order expansions for the state and cost function, around
a local minimum. This fact allows us to prove general first order necessary
condition and, under a geometrical assumption over the constraint set, second
order necessary conditions are also established.

Key-words: Stochastic optimal control, variational approach, first and second
order optimality conditions, polyhedric constraints.

* INRIA-Saclay and CMAP, Ecole Polytechnique, 91128 Palaiseau, France (Fred-
eric.Bonnans@inria.fr)

T INRIA-Saclay and CMAP, Ecole Polytechnique, 91128 Palaiseau, France
(silva@cmap.polytechnique.fr)

Centre de recherche INRIA Saclay — fle-de-France
Parc Orsay Université

4, rue Jacques Monod, 91893 ORSAY Cedex
Téléphone : +33 1 72 92 59 00



Conditions d’optimalité du premier et second
ordre en commande optimale stochastique

Résumé : Nous considérons un probléemes de controle optimal stochastique
avec des contraintes convexes sur la commande. L’approche dite variationnelle
nous permet d’obtenir un développement au premier et au second ordre pour
I’état et la fonction de cotit, autour d’un minimum local. Avec ces développements
on peut montrer des conditions genérales d’optimalité de premier ordre et,
sous une hypothese géométrique sur I’ensemble des contraintes, des conditions
nécessaires du second ordre sont aussi établies.

Mots-clés : Commande optimale stochastique, approche variationnelle, conditions
d’optimalité de premier et second ordre, contraintes polyédriques.
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1 Introduction

Because of its wide range of applications (e.g. in mathematical finance), stochas-
tic optimal control theory is a very active research domain. In this work we
consider the following type of stochastic optimal control problem

Min E (f; €0t y(8), u(t))dt + ¢(y(1)))
st dy(t) = f(t,y(t), u(t))dt + o(t,y(1), u(t))dW (t) (SP)
y(0) = yo, u(t,w) €U for a.a. (t,w),

where U is a nonempty, closed and convex subset of R™ and we suppose that
the above stochastic differential equation (SDE) is well possed.

As in the case of deterministic optimal control problems, there are two main
approaches to study problem (SP). The first one is the global approach, based
in the Bellman’s dynamic programming principle, which yields that the value
function of (SP) is the unique viscocity solution of an associated second order
Hamilton-Jacobi-Bellman equation. For a complete account of this point of
view, widely used in practical computations, we refer the reader to the books
[8, 17, 18]. The second approach is the variational one, which consists in to
analyse the local behavior of the value function under small perturbations of
a local minimum. Using this technique Kushner [12, 11, 13] Bensoussan [1, 2],
Bismut [3, 4, 5] and Haussmann [10] obtained natural extensions of Pontryagin
maximum principle to the stochastic case, that were generalized by Peng [16].
Relations between the global and variational approach are studied in [19].

Nevertheless, to the best of our knowledge, nothing has been said about
second order optimality conditions. Using the variational technique we are able
to obtain first and second order expansions for the cost function, which are ex-
pressed in terms of the derivatives of the Hamiltonian of problem (SP). The
main tool is a kind of generalization of Gronwall’s lemma for the SDEs (propo-
sition 1) obtained by Mou and Yong [15], which allows to expand the cost with
respect to directions belonging to a more regular space than the control space. A
similar idea was applied in [6] in the context of state constrained optimal control
problems. By a density argument, we esablish first order optimality conditions,
which include the case of not necessarily local constraints. In addition, un-
der a polyhedricity assumption (see [9, 14]), we obtain second order necessary
conditions which are the natural extensions of their deterministic counterparts.

The article is organized as follows: After introducing the standard notations
and assumptions in section 2, we obtain in section 3 first and second order
expansions for the state and cost function. In section 4, first and second order
necessary conditions are proved and explicit results are given for the case of
box constraints. Finally, a discussion about a non gap second order sufficient
condition is given in section 5.

2 Notations, assumptions and problem state-
ment
Let us first fix some standard notation. For a z in a Euclidean space we will

write 2? for its i-th coordinate and |x| for its Euclidean norm. Let T > 0
and consider a filtered probability space (2, F,F,P), on which a d-dimensional

RR n° 7454
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(d € N*) Brownian motion W (-) is defined with F = {F;},.,., being its natural
filtration, augmented by all P-null sets in F. Let (X,]||-||x) be a Banach space
and for § € [1,00) set

LP (s X) = {v :Q — X; vis F -measurable and E (||v(w)|\§(
L>*(Q;X) = {v:Q— X; vis F -measurable and ess sup,,cq||v(w)||x < oo}.

For 8,p € [1,00] and m € N let us define
L?_.’p = {v e L (Q; L7 ([0, T;R™)); (t,w) — v(t,w) := v(w)(t) is F-adapted} .

We endow these space with the norms

1
B
ollg = [E (0@ oy ) | and 1ol i= €55 supcallo() |z (o,rymm)-

For the sake of clarity, when the context is clear, the statement “for a.a. ¢ €
[0,T7], a.s. w € Q (P-a.s.)” will be simplified to “for a.a. (t,w)”. We will write
L= L% and || - || :== || - ||[p,p- The spaces L P endowed with the norms
|| - ||g,p are Banach spaces and for the specific case p = 2 the space L% is a
Hilbert space. We will write (-,-)o for the obvious scalar product. Evidently,
for f € [1,00] and 1 < p; < p < py < o0, there exist positive constants cg p, ,
CB,pss Cp1,B5> Cpy,p SUuch that

Cﬁ,mHUHﬁ,m < ||U||B’p > Cﬁ,p2||“||ﬁ,pz7 Cp1,8 |U||p1’ﬁ <|lv| pB S szﬁ”””pm

For a function [0, T] x R* xR™ x Q 3 (¢, y,u,w) — ¥(t,y,u,w) € R™ which is
C? with respect to (y, u), set 1y, (¢, y, u, w) := Dy (t, y, u, w) and ¥, (t, y, u,w) =
D,Y(t,y,u,w). As usual, when the context is clear, we will systematically omit
the w argument in the defined functions. Now let z € R™ and v € R™ be
variations associated with y and w respectively. The second derivatives of ¢ are
written in the following form

Pyy(t, y,u)2® = Do b(t,y,u)(2,2); Yuu(t, y, u)v® = Dy ab(t, y,u) (v, v);
Uyu(t, y,u)zv == Dy p(t, y,u)(z,v).

Consider the maps f,0% : [0,7] x R® x R™ x  — R" (i = 1, ...,d). These maps
will define the dynamics for our problem. Let us assume that:

(H1) [Assumptions for the dynamics] The maps 1) = f,o? satisfy:

(i) The maps are B([0,T] x R" x R™) ® Fr-measurable.

(ii) For all (y,u) € R™ x R™ the process [0,7] > t — ¢(t,y,u) € R™ is F-
adapted.

(iii) For almost all (t,w) € [0,7] x Q the mapping (y,u) — ¥(t,y,u,w) is C3.
Moreover, we assume that there exists a constant L; > 0 such that for almost
all (t,w)

|(t, y,u,w)| < Ly (14 |yl + [u]),
|1/)y(t,y7u,w)| + WJU(t,y,u,wﬂ < Ly, (1)
|wyy(t7y7u7w)| + ‘¢yu(tvy7u7w)| + ‘¢uu(t7y7uvw)| <Ly
|D2’(/}(t7y’ua w) - DQ"/}(tvylvul,w)l < Ll (|y - y/| + ‘u - ul|) .
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Let us define o(t,y,u) := (o'(t,y,u),...,0%t,y,u)) € R**4. For variations
z € R™ and v € R™, associated with y and u, set

Uy(tayau)z = (O.gl/(t7yau)zy~'~7o';l(
Oyy(t7y7u)22 = (agl/y(t7y7u)227---aa

with analogous definitions for oy, (¢, y, u)v, oy (t,y, u)zv and oy, (¢, y, u)v?.

For every 3 > 1, let us define the space J° as
Vo= {y eL? (0, TI;R™); (t,w) — y(t,w) == y(w)(t) is ]F—adapted}.

Let yo : @ — R™ be Fy measurable and such that E(|yo|?) < co. Under (H1),
we have that for every u € Lg-’2 the SDE

dy(t) = f{t,y(t),u(®))dt + o(t,y(t), u(t))dW (1), (3)
y(0) = o

is well posed. In fact (see [15, Proposition 2.1]):

Proposition 1. Suppose that (H1) holds. Then, there exists C' > 0 such that
for every u € L[;’Q (B > 1) equation (3) has a unique solution y € Y5 with
continuous trayectories a.s. and

E <[p | |y<t>|ﬁ> < CE (luol” + 15 0,u( DI 1 + o 0,u()I1a) - (4)

Remark 1. Note that by the first condition in (1), the right hand side of (4)
is finite.

Now, let us consider maps £ : [0, T] xR"xR™ xQ — R™ and ¢ : R" xQ — R.
These maps will define the cost function of our problem. We assume:
(H2) [Assumptions for the cost maps] It holds that:
(i) The maps £ and ¢ are respectively B([0, 7] x R™ x R™) @ Fr and B(R") ® Fr
measurables.
(ii) For all (y,u) € R™ xR™ the process [0, T] 2 t — £(t,y,u) € R™ is F-adapted.

(iii) For almost all (t,w) the maps (y,u) — (t,y,u,w) and y — ¢(y,w) are C2.
In addition, there exists Lo > 0 such that:

|6ty y,u, )| < Lo (1+ [y| + [ul)®, [é(y,w)| < Lo (1+[y])?,
[0y (ts y, w,w)| + [Cu(t, y, u,w)| < Lo (L+ |y| + [ul)
|£yy(t’ y7uvw>| + Myu(t>y7u’w)| + |€uu(t’y7uvw)| S L27 (5)
|D2£(t7y7u’w) - DQE(ta y/v u’,w)\ < L2 (|y - y/| + |u - ul‘) )
|6y (v, w)| < Lo (1+[yl)
|Gyy (v, w)| < Lo, [dyy(y,w) — dyy (¥, w)| < Lo (ly —¢']) -

Remark 2. The assumptions above include the important case when the cost
function is quadratic in (y,u).



6 J. F. Bonnans, F. J. Silva

In some of the results obtained in the sequel it will be useful to strengthen
the second and fifth conditions in (5). In fact, as we will see in sections 3 and 4,
under the assumption below the results obtained will be the natural extensions
of the well know deterministic results.

[Lipschitz cost] There exists Cy,Cy > 0 such that for almost all (t,w) €
[0,7] x  and for all (y,u), (¢/,u') € R™ x R™ we have

[0(t, y, u,w) — £(t, y v/, w)|
|p(y,w) — oy, w)|

For every u € L% denote by y, € V? the solution of (3). Let us define the
function J : L% — R by

Co(lu—vl+ly—y),

6
Cysly —v/'|. ©)

INIA

J(U)ZEVO Oty yu (1), u(t))dt + ¢y (T))] - (7)

Note that, in view of the first condition in (5) and estimate (4) the function J is
well defined. Let U be a nonempty closed and convex subset of L% and consider
the problem

Min J(u) subject to u € U. (SP)

3 Expansions for the state and cost function

From now on we fix & € L%([0,T];R™) and set § := yz. We also suppose that
assumptions (H1) and (H2) hold. For ¢y = f,o and ¢ € [0, 7], define

Vy(t) =y (6, 9(t),a(t)); Yult) = Yult, (1), u(t)), Yyu(t) = yu(t,y(t), u(t));
"/’yy(t) = wyy(ta :I](t), ﬂ(t)); wuu(t) = wuu(ta ﬂ(t), 'EL(t))

Let 8 € [1,00] and v € L%Q. We define y; [u)(v) € V” as the unique solution of

dyi(t) = [fy@ya(t) + fu@)v®)]dt + [0y (t)y2(t) + ou()v(@)]dW (1), (8)
y1(0) = 0.

The second assumption in (1) and proposition 1 yields that the mapping v €
LL;’Q — yi[a](v) € VP is well defined. If the context is clear, for notational
convenience we will write y; = y1[a](v). Also, let us define dy = dy[u](v) and
dy = dy[a](v) by

0y = Ya+o — Y, d1:=0y—y1. (9)

Our aim now is to obtain a first order expansion of J around @. For this
purpose it will be useful to obtain bounds for y;, dy and d;. The main tool for
obtaining such bounds is the following corollary of proposition 1, whose proof
is straightforward.

Corollary 2. Let Ay, Ay € LE([0,T];R"*"), B} € L%Q([O,T];R”) and BS €
LE([0,T); R ) fori =1,2. Assume that there exists a constant K > 0 such
that

1Billg.1 < Kl|Bsls.2, (10)
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Then, omitting time from function arguments, for every w € L??, the SDE

dz = [A1z+ Bf + Biw|dt + [Ayz + B} + Biw]| dW (1)

z(0) = 0, (11)

has a unique solution in Y and the following estimate holds

7 = O (max {[IB3IG o lwll, ;) i BE =0,
O (max ||B%||gg,||w||§2 otherwise.

IE( sup |z(t)

te[0,7]

Remark 3. Note that the estimates given in corollary 2 are sharp. In fact,
suppose that d =1 and let w € L*([0,T];R). Consider the process z(t) defined

by
z(t) ::/0 w(s)dW (s) for allt € [0,T].

We have that E (supte[O,T] \z(t)\ﬂ) > E(|2(T)[%) = ||w||SE(1Z|%), where Z is an

standard normal random variable. Since, in this specific case, ||w||g2 = |jw||3,
the conclusion follows.

Corollary 2 will be the main tool for establishing the following useful esti-
mates:

Lemma 3. Consider y; defined by (8) and 0y, dyv defined in (9). For every
B>1andv e Lff"l, the following estimates hold:

B ‘ _
E( sup |5y|5> :{ O(H'UHQJ) if oy, =0, (12

O(|\U||g2) otherwise.

t€[0,T]
E| sup |y1|,8 _ O<Hv||g,1) if ou =0, (13)
te[0,T) O(Hv||§2) otherwise.
O(Ivl1352)  if ouu =0,
E| sup |d1|’8 — (Il H%gz) . (14)
te[0,7] O(HUH%A) otherwise.

Proof. For notational convenience we will suppose that m = n =d = 1. We
have

ady(t) = [F,(00y(t) + Fulye(t)| dt + 6,00y () + Fu(o()] AW (1),
oy(0) = 0
(15)
where, for ¢ = f, o,
Uy(t) = fy wy (5() + 00y(2), k) + u(t)) do,
Yult) = [y b () + 00y (t), alt) + Ov(t)) b

Using the second assumption in (1), estimates (12), (13) follow from corollary
2 applied to (15) and (8) respectively.
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We next prove (14). We have that

ddi(t) = [ £,y = £, (®) + (Fu®) = £u®) v(t)] @t +

[y (£)0y(t) — oy ()y1(t) + (Gu(t) — ou(t) ()] AW (2),
di(0) = 0.

For ¢ = f,0, we have that [d,(t) = ,(t)] w1(t) = O ([ 3y(0)| + [o(&)| 11y (8)
Also,

O ([ |10y(@®)| + |v(t)] ] lv(t)]) otherwise.

Therefore, the following equation holds for d;:

ddi(t) = [fy(t)dl(t)+0([|5y(75)|+IU(t)HHy1(t)|+|U(t)H) dt +
[0 (£)dr (t) + O (D(dy, y1,v))| AW (1),

(G (t) — 0w ()] v(t) = { O (|ay(1)lv(1)]) if 7 = 0,

where
{160 + @] [ )] + )] — @ i o =0,
Dioy(e), (1), v(0)) = { [169(H)] + [o()) [ ()] + [o(2)] otherwise.
By (12) and (13),
ol 12 = B | (4 18wl ¢ Zdt)z]
= O [E (sup|6y(t)|®|y1(t)|?)] (16)

l 1
= 0 ([EGuwln0)? [E(uwln o))
(||U||2ﬁ 2)-
Also, by the Cauchy Schwarz inequality and (12), (13),

B8
2
el 15 = | (1 b@PloPa)*] = o)
8
2
I 8ullol 3, = & | (5 wPiooa) | = oqplis ).
and (14) follows by corollary 2, since \|U2||ﬁ | = |\v||25 5 and Hv2||ﬁ 5 = Hv||254

The estimates obtained in lemma 3 will provide a first order expansion of
J around u. This expansion will be expressed, as usual, in terms of an adjoint
state. Let (p,q) € L%([0,T);R™) x (L%([0,T];R™))¢ be the unique solution of
the following backward stochastic differential equation (BSDE) (see [1, 5])

m

W) = = 607+ 400+ D07 W] IV,
p(T) = oy(HT))T. -

In the notation above ¢’ and ¢’ denote respectively the ith column of ¢ and q.
The following estimates hold (see [15, Proposition 3.1]):
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Proposition 4. Assume that (H1), (H2) hold and that u € L%Z. Then there
exists Cyq > 0 such that

o o)+ St < (1 +11)

Define the Hamiltonian H : [0,T] x R® x R™ x R"® x R"*¢ — R by

H(t,yu,p,q) == €(t,y,u) +p- f(t,y,u +Zq o'(t,y,u),  (18)

and set H,(t) := H,(t,y(t),u(t),p(t),q(t)). Define Y1 : L~ — R by

v) i =E (/0 Ha(t) v(t)dt) . (19)

In view of proposition 4, with 8 = 2, the function Y; is well defined. The
following lemma is a consequence of It6’s lemma for multidimensional It process
(see [18]).

Lemma 5. Let Z; and Zy be R™-valued continuous process satisfying

{ dZi(t) = bi(t)dt + o1 (t)dW(t) for allt € [0,T],

AZ(t) = bo(t)dt + oo(t)dW () for all t € [0,T], (20)

where by, by are F-adapted measurable process taking values in R™ and o1, o9
are F-adapted measurable process taking values in R"*%. Also, let us suppose
P-a.s. we have that Z1(0) = 0. Then

T
E(Z(T) - Zo(T)) = (/

d
&@m@+%wwww§)m»ﬁﬂ&)

i=1

Lemma 5 yields the following well known alternative expression for ;.

Lemma 6. For every v € L%([0,T];R™) we have that:

T
Ti(v) =E (/0 [6y(D)y2(t) + Lu(t)o(D)] At + &y (F(T))y: (T)> - (2D

Proof. Noting that
¢y (B(T))y1(T) = p(T) "2 (T) — 5(0) T91(0),

lemma 5, applied to Z; = y; and Z, = p, yields E (¢4 (9(T))y1(T)) = 1 +12+13,
where

L = -E (fo 3/1 t T { "’fy(t 73 +Zl 1f0 y )} dt)
I (fo TR On @) + fut)o@)] dt
Iy = ZizlE( IR OIEAGING! +a;(t>v(tﬂ dt)-

Plugging the expressions of Iy, I and I3 introduced above into the right hand
side of (21) yields the result. O
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The expression above for T; allows to obtain a first order expansion of J
around 4.

Proposition 7. Assume that (H1), (H2) hold and letv € L. Then, T1(v) =
O(||v]|2) and the following expansion holds J(u+v) = J(a)+ Y1 (v)+r1(v) with

() = { O(llvlli2) i owu =0, )

0 (||v||i> otherwise.
If in addition (6) holds, then
_ O(HUHI) if o, =0, . _ O(H”H%) if oy =0,
Tifv) = { O(|lv]l1,2) otherwise, ’ m(v) = O ([v]134) otherwise.
(23)
Proof. Let us denote §J := J(u + v) — J(@). By definition

T
0J =E (/O [E(Yato, @+ 0) = £y, w)] dt + d(yaro(T)) — ¢(y(T))> =T (v)+r1(v),
where 71 (v) = O (21(v) + 22(v)) and

z1(v) :=E

, 22(v) :=E < sup |5y(t)l2>+llv||§-

te[0,T]

/0 10, (O (D]t + 6, (5(T))d (T)

Now, we estimate T1(v). By assumption (H2) and the Cauchy Schwartz in-
equality E (fOT fu(t)v(t)dt) = O (||v]|2) . On the other hand, by (13)

E( sup Iyl(t)|2>
t€[0,T

Thus T, (v) = O(|[v]]2). If (6) holds, then E (fOT Eu(t)v(t)dt> = O(|]v||1), and

sup |y1<t>|D .
te[0,7]

Thus, estimates for Y4 (v) in (23) follow from (13) with 5 = 1. Let us estimate
r1(v). Assumption (H2) and (12) imply that z2(v) = O(|[v[3). On the other
hand, by (H2) and the Cauchy Schwarz inequality

1
2
]E( sup |d1(t)|2>]
t€[0,T)

Thus (22) follows from estimates (14) with § = 2. If in addition (6) holds, then
z1(v) = O (E [SUPte[o,T} |d1(t)|D and the estimates for r1(v) in (23) follows
from (14) with g = 1. O

1
2

T
E (/0 Cy () (t)dt + ¢y(z7(T))y1(T)> =0 = O([[vll2)-

T
E (/O Ly (t)ya (t)dt + %(y(T))yl(T)) =0 <IE

z1(v) =0
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Remark 4. The above proof shows that the hypothesis for the perturbation v can
be weakened. For example, if (6) holds and oy, = 0, for allv € LQf we have that
J(@+v) = J(@) + X1 (0) + 71 (0) with T1(v) = O([[o]l1) and r1(v) = O(le] 3).
Thus, in this case, the function J is differentiable at u.

Corollary 8. Assume that (H1), (H2) hold and let v € L. Then, Ti(v) =
O(||v|]2) and J(u + v) = J(@) + T1(v) + r1(v) with r1(v) = O(||v]|%,)-

The second order linearization of u € L%— — v, € Y? around % in the
direction v € LY is defined as the unique solution ys = y2(v) of

dya(t) [Fy(®)y2(t) + 5.4y (01 () + Fyu(@ya (v (t) + quu 2]
) g [0y (D)y2(t) + 503y (Dy1 (1) + oy (Dy1 (D)0 (t) + 50ua(t)o(t)?] AW
Y2 = U

(24)
Note that by the third assumption in (1) and proposition 1, we have that y, is
well defined.

Lemma 9. Consider yo defined in (24) and do := 0y — y1 — y2 = di — y2. For
every 8> 1 and v € LE, the following estimates hold:

) uu = 07
o sy ) = { OURIER) s -
te[0,T) (||v||25 1) otherwise.
E( sup |da)? — (||U||2 2||'U||45, ) ZfUuuu‘E 0, (26)
t€[0,T] O(|[vl|5g, 2||U||4,@,4 + HU||35 ¢) otherwise.

Proof. As in the proof of lemma 3 we suppose that m =n =d = 1. We will use
repeatedly that for every 3, p,q € [1,00), we have

I |”|q||gp = ||U||q5 ap for all v € L‘;_?"IP.

Proof of (25): Recall that, by (H1), for ¢ = f, o we assume that 1, 1y, and
1y are bounded. Using (13)

T
205, =B (/ |y1<t>|4dt> = O [E (sup [ (1)**)] = 0 (I[ol2].,) -

(27)
Analogously, the estimates associated with the term y;v is of order ||v|\§g 9

[Slje

Estimate (25) follows from corollary 2 since Hv2||ﬁ 1= ||v\|25 5 and Hv2||'g 5 =

[[0][35,4-

Proof of (26): Recall that do = dy — y1 — y2. We have, omitting time from the
arguments,

dda(t) = [fyda + 5y (169]% — ¥3) + fyu(Oy — y1)v + 7:(f) (dy, v)?] di+
oy (t)da + 50,y ([0y]% — y7) + 0yu(0y — y1)v + r4(0) (8y,v)?] AW (¢).

where for ¢ = f, o the map ry() is defined by

ri(¥) :=/0 (1= 0) [¢hyy ((£) + 05y(t), u(t) + Ov(t)) — Py (5(t), u(t))] dO.
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Thus, since [§y]? — y? = (dy + y1)d1 and D is Lipschitz, we obtain

dda(t) = [fyda + O (|di| {16y[ + [y2]} + [da[v] + ax(f))] di+
[oyd2 + O (ld1 | {[0y| + |ya[} + [du||v] + (o)) AW (2)

where, for ¢y = f, o

_ [ 1oy@®P +[o@®)P if Yo # 0,
) = { oy @®)F + [0y [0(®) i Y = 0.

Now, let us estimate the terms in the dW (¢) part of (28),

(28)

B

E [(ff BP0 Par) " | = 0 [E (sup s (0 (0]

2
O(lvll5551 101135 4)-

I Idaloy] 115,

by (12) and (14). Analogously, estimates for the terms dyy; and djv are of the
same order. Let us estimate the terms appearing in «,(¢). Using (12),

T
( / |5y<t>|6dt>
0

J<]

2

1189115, = E = O [E (sup [5y(t)[*")] = O(llv][35.,).

(29)

By (12), we obtain

E [(IOT By lo(e) *dt) g}
0 (= [swlsy(o” (17 1v01'ar) ] ) = Ol

Also, we have that ||v3|\ﬁ L= Hv||353 and ||U3H52 = ||v||356 By the Cauchy
Schwarz inequality,

T B T H T g
|Iv|3,@3—1E[</0 v(t>l3dt> ] gE[(/O |v(t)2dt> (/0 v(t)|4dt> ]

Using the Cauchy Schwarz inequality again, we get ||v] \3[5 3= O(||[v] |2B oYl |4ﬁ 1)
Therefore, estimate (26) follows from corollary 2.

189110l 115,

Our aim now is to obtain a second order expansion of J around u. Let us
set Hyu)2(t) = Hy )2 (t, 5(t), u(t), p(t), q(t)) and define Ty : L¥ — R by

T
v):=E (/0 Hy 2 ()(v(t), y1(1)dt + ¢>yy(y(T))(yl(T))2> :

As for T a useful alternative expression for Ty holds.

Lemma 10. For every v € LE we have that:

%T2(’U) = E(fo [1 t + g(yu)g(t)( (t)vv(t))Q] dt) (30)
+ E[o, (T )) ( ) + 364y (1) (11(T))?]
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Proof. By definition of y5 and p, we have that

Gy (U(T)y2(T) = p(T) - y2(T) — p(0) - y2(0).

Lemma 5 yields E (¢, (g(T))y2(T))) = I + I5 + I3, where

)
I = -E (fo ya(t) T [0 +fy( IRIOED 1f0 o )} dt)
o= B0 fy( - E iy (0 (w1 (), 0(1))?] dt) :
Iy = Z?:l E (fo oM {ay(ﬂw(t) + %Ufyw)?(t)(yl(t)’U(t))ﬂ dt) '

Plugging the expressions of I, I} and I} introduced above into the right hand
side of (30) yields the result. O

Now we are able to obtain a second order expansion of J around u.
Proposition 11. Assume that (H1), (H2) hold and let v € LE. Then,
J(@+v) = J(@) + T1(v) + 3T2(v) + ra(v), (31)

and the following estimates hold:

[ OB Fow =0,
0= { Gl e, 0=

otherwise,

(Ilollsclvl1% 2)  if owun =0,
(Illlsclvll2)  otherwise.
(32)

S O

If in addition (6) holds then

) o =0y O(l[vllsol[vl13)  if Fuuu =0,
4) otherwise, 2 O(||vl|sslv]34)  otherwise.
(33)

vl

2
2
oll3

T (v) = { gg{

Proof. Let us first estimate To(v) by using its expression obtained in lemma 10
and lemmas 3 and 9. By (13) with § =2,

te[0,T)

IE( sup \yl(t)l2+/0 Iv(t)Ith> = O([[vll3)- (34)

In view of assumption (H2) and (34) we obtain that

T
E (/0 Uy (8) (y1.(1), v(t))*dt + ¢yy(z7(T))(y1(T))2> =O(lll3)- (35

On the other hand, assumption (H2) and the Cauchy Schwartz inequality yield

T
E </ Ly (t)ya(t)dt + ¢y(37(T))y2(T)> =0
0

2
E( sup yQIZ)] . (36)
t€[0,T]

and the estimate for To(v) in (32) follows from (25). If (6) holds, then

T
E (/ Cy(t)yo(t)dt + ¢yy(y(T))y2(T)> =0 (JE sup yalD , (37)
0 t€[0,T]
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and the estimate for To(v) in (33) follows from (25).

Now we proceed to obtain (31). As in the proof or proposition 7 we denote
0J = J(a+v) — J(a). By definition,

5] =E ( / (o, @+ 0) — (7, 0)] dt + G(yaso(T)) - ¢><y<T>>> — L+ D,

where, omitting the time argument in the integral,

I, = E fOT [Ey&y + 4,0+ %f(yvu)z (0y,v)? + rg(ﬁy,v)z] dt),
I, = E [(ﬁy@

(T))6y(T) + 56y (F(T)(0y(T))* + 7(G(T)) (y(T))?] -

(38)
Recalling that oy = y1 + d1 = y1 + y2 + do, assumption (5) in (H2) yields
I

_ E]f@@mﬂ+my+@@w+gD%@@hm%Q+E(ﬁ7ﬂm0
+0(21(v)),

where, omitting time from function arguments,

z1(v) := E (sup [|di[* + |di ()] + 18y[°]) + [[o] L E (sup |da ) + [|v][3-
On the other hand,

I, =

E | ¢y (5(T)) (y2(T) + y2(T)) + 5364y (5(T)) (yl(T))Q}
+E [0y (5(T))d2(T)] + O(22(v)),

where

22(v) == E (|6y(T) | + [y2(D)||d (T)] + |do(T)?)
Denoting z(v) := z1(v) + 2z2(v) we get that

0 =

E (/0 [€4(8)(yr () +y2(8) + Lu(t)v(t) + 5y2 (1) (51 (1), v(1))?] dt)

E (8,501 (T) + 42(T)) + 3oy (5(T)) (1(T)] +C(0) + 2(0),

where,

T
((v) :=E (/O ty(t)dx(t)dt + %(ﬂ(T))dz(T)) : (39)

Therefore, using (21) and (30), we get (31) with ro(v)

= ((v) 4+ z(v). Now, we
proceed to estimate z(v). By (14) we have that

E < sup |d1(t)|2> = O(Ilv[3) = O(lJvl I3 [1vl13)-
t€[0,T]

Estimates (13), (14) and the Cauchy Schwartz inequality yield

E < sup dl(t)lyl(tﬂ) = O (IlliZllvllz) = O (lvllllvl3) -
t€[0,T]
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Analogously, using (14), we have
E <||v||1 sup dl(t)> = O (|vllillvll2,1) = O ([lv]lsclll]3) -
t€[0,T]

Estimate (12) yields E (supte[O’T] |(5y(t)|3) = O(||[v]|32). But

(S

T
[0][32 =E VO Iv(t)l2dt] = O (I[v]lso[v]]3) .

and||v[|3 = O (||[v]|so|[v|]3). Thus, z(v) = O (||v]|s]|v]|3). Finally, let us esti-
mate ((v). Assumption (H2) and the Cauchy Schwartz inequality yield that

1
2
o )
t€[0,T)
Hence, using (26) with 8 = 2,

o) = { O(lellsallli) i ou =0
OlfollaallellEs +[olldg) ~ otherwise.

((v)=0

Since O(|[v[la2][vl[§ 1) = O([vllsc|vlI32) and O(||v|[§6) = O(l[vllss|[vl[3), the
estimate for r9(v) in (32) follows. If in addition assumption (6) holds, then by
(26) with 8 = 1,

C(v)=0 <]E

2 . _
0] ) { SRR, g

te[0,7] (Ilollzllol3 + [[vll5,)  otherwise.

Since O(|[v]lz[[vl[3) = O([[v]|=c]v]3) and O(|[v][5 ) = O(|[v][34), the estimate
for ro(v) in (33) follows. O

Remark 5. (i) Since Yo is a quadratic form and, for every B,p € [1,00], the
space LE is dense in Lfi_’p, we have that: If To(v) = O(||v]|g,p) then Yo admits
a unique continuous extension in LOP.

(ii) The proof of proposition 31 shows that the estimates Yo(v) = O(||v||3) and
r2(v) = O(||v|o||vl|3) also hold in the case when f and o are affine mappings,
since in this case yo = dgy = 0.

The following corollary will allow us to state second order necessary condition
with respect to perturbations v € LE.

Corollary 12. Assume that (H1), (H2) hold and either (6) holds and oy, =0,
or f and o are affine mappings. Then, the following expansion holds:

J(@+v) = J(@) + T1(v) + 3T2(0) +7(v) forallve LF,  (40)

where Y1(v) = O(|[v]l2), T2(v) = O(|[vl[3) and r(v) = O(l[v]|s|[v]13)-
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4 Necessary optimality conditions

The asymptotic expansions obtained for J in section 3 allow us to obtain first
and second order necessary conditions at a local optimum @ € L% for the control
constrained problem (SP). We first obtain first order optimality conditions
using the procedure explained at the introduction: According to the regularity
of the data of (SP) and the dependence on u of the o-term, a perturbation in
an appropriate space is taken. Then, the results of the previous section yield a
positivity condition of YT; over a certain cone which is extended, by a density
argument, to a larger one. Similar considerations apply in order to establish
second order necessary conditions. Finally, we give a second order sufficient
condition for the unconstrained case and we briefly discuss the difficulties arising
in the constrained case.

Let us first fix some notations which are standard in optimization theory.
Consider a Banach space (X, || -||x) and a nonempty closed convex set C' C X.
For z,2’ € X define the segment [z,2'] := {4+ A(z' —z) ;A € [0,1]}. The
radial, the tangent and the normal cone to C' at T are defined respectively by

Re(@) = {heX; 3o>0 suchthat [Z,Z+oh] CC},
Tc(z) = {heX;3az(c)=T+ch+o(c)cC, >0, |oo)/c||x — 0},
Ny(a) = {h* e X* /{(z*,x)x~x <0, forall h € Tc(Z)},

(41)
where X* denotes the dual space of X and (-,-)x+ x is the duality product.
Recall that, since C' is a closed convex set, the cone 7¢(Z) is the adherence of
'Rc(f) in X.

4.1 First order necessary conditions

Consider as in section 3 a fixed u € Li-. For ,p € [1,00] and a subset A C
L%p we write adhg ,(A) for the adherence of A in Lg-’p. If AC L?_- we write
adhg(A) = adhgﬂ(A).

We have the following first order conditions for (SP).

Lemma 13. Assume that (H1), (H2) hold and let @ € U be a local solution
of (8P). Then:

_ 42\ . _
YTi(v) >0 forallve adhy (’Ru(u) NLz ) if Oun =0, (42)
adhy (Ry(a) N L%)  otherwise.
If in addition (6) holds then
adh; (Ry(u)) if O = 0,
Ti(v) >0 forallve { adh, 5 (Ru(ﬂ) ﬁ L?‘l) otherwise. (43)

Proof. Let v € Ry/(uw) N L. Proposition 7 implies that, for ¢ > 0 small enough,
we have
0< J(@+ov) — J(@) =oT1(v) + |[v][O(c?). (44)

Thus, dividing by o in (44) and letting o | 0, we have that Tl(@ > 0. Analo-
gously, if oy, = 0 we have that T1(v) > 0 for all v € Ry (@) N L];Q. Condition
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(42) follows from the fact that, by proposition 7, v € L% — T1(v) can be ex-
tended continuously to L%. The proof of (43) follows in the same manner, with
the obvious modifications. O

Note that the results obtained in lemma 13 are rather general, since they
include the case of non local constraints. On the other hand, for some constraints
the result gives no information. In fact, consider the following example.

Example 1. Let ug € L% and suppose that ug ¢ L?_-’p for any 8,p € (2, 00].
The constraint U := {u = aug / for some « € [0,1]} is such that, at @ = 0, the
radial cone is given by Ry (a) = {Aug / for A > 0}, but Ry (@) N Léi_’p = {0}.

Thus, we will assume the following assumption over the constraint set U:

(H3) For every @ € U we have that
Ty (u) = adhy (Ry (@) NLE). (45)
We have the following proposition whose proof is straightforward.

Proposition 14. Asumme that (H1), (H2), (H3) hold and let @ be a local
solution of (SP). Then

Ti(v) >0 for allv e Ty(u). (46)

Remark 6. Note that if J(-) is convez, then (46) is a sufficient condition for
the (global) optimality of .

Clearly, we have that (H3) can hold for non local constraints. As an exam-
ple, it can be checked that (45) holds for and U = {u € L% / ||ul|2 <1} and
% € U. Now we consider the case when U is defined by local constraints. Let
(t,w) € [0,T] x Q@ — U(t,w) € P(R™) be a B([0,T]) x Fr measurable multi-
function satisfying that

(i) For all a.a. t the multifunction U (¢, ) is Fy-measurable.
(ii) For a.a. (t,w) we have that U(t,w) is a closed convex subset of R™.

We set
U:={ue L% ; ultw) €U(tw), aa. (tw)e[0,T]xQ}. (47)

Lemma 15. Suppose that u € U, where U is given by (47). Then,
(i) Assumption (45) holds at u.

(ii) The tangent cone is given by
Tu(a) = {v € L ; v(t,w) € Ty (U(t,w)) a.a (t,w)€[0,T] x Q}. (48)

Proof. (i) By a diagonal argument, it suffices to prove that for every v € Ry (@)
there exists a sequence vi, € Ry() N LY such that ||vy — v|]s — 0. Indeed, set

vt w) iffu(tw)| <k
vg(t,w) == { 0 otherwise. (49)

The convexity of U(t,w) yields that vy € Ry(u). Also, vg(t,w) — v(t,w)
as k — oo for a.a. (t,w). The convergence in L% follows by the dominated
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convergence theorem.
(i) Let v € Ty (@). By definition, for o small enough and a.a. (t,w)

a(t,w) + ov(t,w) + re(t,w) € U(t,w),

where r,(,+)/o — 0in L% as o | 0. Thus, extracting a subsequence if necessary,
we have that 7,(t,w)/oc — 0 for a.a. (t,w) from which we deduce that v(t,w) €
Ty (t,w)(U(t,w)). Conversely, let v belongs to the r.h.s. of (48) and for £ > 0 set

ve i= e (Py(ta+ ev) — a), (50)

where Py(-) denotes the orthogonal projection in L% onto U . By definition of
Py(-) we have that v. € Ry (u). For (t,w) in [0,T] x Q set Py ,)(-) for the
orthogonal projection in R™ onto U(#,w). Definition of v, in (50) implies that
for a.a. (t,w)

Ve (t,w) = e! (Pu(t,w) (u(t,w) +ev(t,w)) — ﬂ(tvw)) :
Clearly, v (t,w) € Ry(t,w)(u(t,w)) and for a.a. (t,w) we have v.(t,w) — v(t,w).
Since |ve(t,w)| < |v(t,w)|, the dominated convergence theorem implies that
ve — v in L%. Using that v. € Ry() we obtain that v € Ty(u). O
Let a,b € R with —0o < a’ < b < 400 for all i € {1,...,m} and define
Uasp = {x eER™: d' <2l < bi}. (51)
For u € L% and every index i € {1,...,m}, set

Li(uw) = {(t,w)€[0,T]xQ; u'(t,w) = a_i},
Ii(w) = {(t,w)€[0,T] xQ; u'(t,w) ="b'}.

The following corollary is a direct consequence of proposition 14 and lemma
15.

Corollary 16. Assume that (H1), (H2) hold suppose that U is in the form
(47). Let uw € U be a local solution of (SP), then

Hy(t,w)v >0 for all v € Ty ,.)(u(t,w)). (52)
In particular, if U(t,w) = U,y (defined in (51)), then for every i € {1,...,m}
_ >0 if (t,w) € Ii(u),
H;(tvw) = <0 if (taw) € Iyi (1_1,), (53)

=0 elsewhere.

Remark 7. Since (52) is equivalent to (46) when U is in the form (47), we
have that if J(-) is convex then (52) is a sufficient condition for the (global)
optimality of u.
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4.2 Second order necessary conditions

In order to obtain second order necessary conditions for (SP) we proceed as in
the previous section, i.e. we prove a general result and after, under some stan-
dard assumptions, we yield a more precise characterization for the important
case of local constraints. Let us define

T{:={vel%; Yi(v)=0}. (54)
We have the following general second order necessary conditions.

Proposition 17. Assume that (H1), (H2) hold and let w € U be a local
solution of (SP). Then, the following second order necessary condition holds:

adhy o (Rz,{(ﬂ) NLEN TlL) if oyy =0,
> )
To(v) 20 forallve { adhy (Ru(a) NLEN Tf‘) otherwise. (55)
If in addition (6) holds, or f and o are affine mappings, then
adhy (Ry(0) NLENYT)  if ouu =0,
>
T2(v) 20 forallve { adhg 4 (Ru(ﬂ) NLEN Tf) otherwise. (56)

Proof. If v € Ry/() N LY NY{, then for o small enough

0< J(@+ov) — J(w) = %Tg(v) +20(|[v]%,).

Dividing the above equation by ¢ and letting o | 0 yields To(v) > 0 and the
result follows from remark 5 (i). O

The critical cone to U at u are defined by
C(u) = {v*eTy(a)/ YTi(v) <0}. (57)

In order to obtain more precise second order necessary conditions, we suppose
standard assumptions in the second order analysis of problems with convex
constraints. The first one is a natural extension of (H3) to the second order
case.

(H4) For every u € U and v* € Ny (u) (recall (41)), we have that
adhy (Ry(@) N LE N (v*) ") = adhy (Ry(@) N (v*)*). (58)

For our second assumption, we need the following notion of polyhedricity (see
[9, 14]). The set U is said to be polyhedric at @ € U if for all v* € Ny(u), the
set Ry (@) N (v*)* is dense in Ty(@) N (v*)* with respect to the || - || norm. If
U is polyhedric at each u € U we say that U is polyhedric.

Remark 8. Note that, if (H1)- (H3) hold, proposition 14 yields that, at a
local minimum, —Y1 € Ny/(u) and C(a) = T (@) N Y{. Thus, if U is polyhedric
and (HY) holds,

adhy (Ry(@) N LE NYT) = C(a) (59)
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We state a second order necessary condition which is a natural extension of
the deterministic counterpart.

Theorem 18. Let @ be a local solution of (SP) and assume that
(i) Assumptions (H1)-(H4) hold.

(ii) Either (6) holds and oy, =0 or f and o are affine mappings.
(iii) The constraint set U is polyhedric.

Then, the following second order necessary condition hold at u:
To(v) >0 for allv e C(a). (60)

Proof. As in the proof of proposition 17 we have that Ts(v) > 0 for all v €
Ru () NLE N Y. The resut follows, by remark 5 (i), since under our assump-
tions Ya(v) = O(||v||3) and (59) holds. O

Now, let us focus our attention in local constraints, i.e. when U is defined
by (47).

Lemma 19. Let U be defined by (47) and let w € U. It holds that

(i) The normal cone Ny /() is given by

Ny(a) = {v* € L% / v*(t,w) € Ny(rw)(a(t,w)), a.a. (t,w)€[0,T]x Q}.
(61)
(ii) For every v* € Ny (@) we have that

Tu(a)N (v*)J‘ ={veTya) /v'(tw) v(t,w)=0, aa (t,w)e[0,T]x (ng

Proof. Since (ii) follows directly from (i) and lemma 15 (ii), it is enough to show
(i). By lemma 15 (ii), the r.h.s. of (61) is included in Ny (@). To prove the
other inclusion, let us argue by contradiction. Let v* € Ny(@) and suppose
that it does not belong to the r.h.s. of (61). Then we can find a non null
measurable set A C B([0.7]) @ F such that for each (t,w) € A there exists
v(t,w) € Tyw) (u(t,w)), which can be taken with |v(t,w)| = 1, such that
v*(t,w) - v(t,w) > a, for some o > 0. Defining o € L% by

() o P9 () 0(t0) > 0
o(t,w) := { 0 otherwhise,

we see that 0 € Ty(u) and (v*,0)2 > 0 and thus we obtain a contradiction with
the fact that v* € Ny(a). O

In order to verify the polyhedricity assumption in the case of local con-
straints, we will need in fact to assume that for a.a. (t,w) the set U(t,w) is a
polyhedron. More precisely, let ¢ € N and suppose that there exist mappings
20,7 xQ—=P({1,...,q}), a; : [0,T] x Q2 —=R™, b, : [0,T] x Q2 — R™, where
i €{1,...,q}, such that ¥, a; and b; are B([0,T]) x Fr measurable and for each
t we have that X(¢,-), a;(¢,-) and b;(¢t,-) are F;, measurable. We suppose that

U(t,w) ={x € R™ / (a;i(t,w),z) <b;(t,w), forie X(t,w) }. (63)

We have
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Lemma 20. The set of local constraints U defined in (47), with U(t,w) given
by (63), is polyhedric and satisfies (58).

Proof. Let u € U and v* € Ny(u). For v € Ty(u) N (v*)* and k > 0 set

~ [ vtw) if ju(t,w)| <k and a(t,w) + o(t,w) € U(t,w),
Ot w) = { 0 otherwise. (64)

Lemma 19(ii) implies that 0, € Ry (@) N LE N (v*)L. On the other hand,
since U (t,w) is a polyhedron, lemma 15(ii) implies that v(t,w) € Ty (u(t,w)) =
Ru(a(t,w)). Thus, as k T oo, we have that Uy — v(t,w) for a.a. (t,w). The
dominated convergence theorem, yields that vy — v in L%_—, hence U is polyhedric
and (58) holds. O

The following corollary is a direct consequence of theorem 18 and lemmas
19, 20.

Corollary 21. Assume that (H1) - (H2) hold and let @ be a local solution of
(SP) where U is defined in (47), with U(t,w) given by (63). Further, suppose
that either (6) holds and oy, = 0 or f and o are affine mappings. Then, the
following second order necessary conditions hold at u:

T2 (v) >0, for all v € Tpy(a) such that Hy,(t)v(t,w) =0 for a.a. (t,w) € [0,T]xQ.

5 On the second order sufficient condition

Let us first consider the unconstrained case, i.e. when & = L%. Note that, in
this specific case, (H3) is trivially satisfied and for every @ € U it holds that
T, (u) = L%. The following proposition is a consequence of corollary 12.

Proposition 22. Assume that (H1), (H2) hold and that U = L%. Further,
let us assume that either (6) holds and oy, =0, or f and o are affine mappings.
Suppose there exist o > 0 such that u € L%— satisfies:

Yi(v) =0, and Yo(v) > allv||3 for allv € L%. (65)
Then, there exists 6 > 0 such that for all v' € LF with ||v'||ec < 0, we have
J(a+v') > (@) + ballv'|. (66)

Only very partial results are obtained when U # L%. Let us recall that a
quadratic form @ : H — R, where H is a Hilbert space, is a Legendre form if it
is weakly lower semi continuous (w.l.s.c.) quadratic form over H, such that, if
hi — h weakly in H and Q(hy) — Q(h), then hy — h strongly. We have the
following proposition, whose proof follows the lines of the parallel deterministic
result (see [7, Section 3.3]):

Proposition 23. Assume that (H1), (H2) hold and that that either (6) holds
and oy = 0, or f and o are affine mappings. Suppose that at u € U, the
quadratic form Yo is a Legendre form and there exist « > 0 such that

T1(v) =0, and Yo(v) > allv]|3  for allv € C(a). (67)
Then, there exists § > 0 such that for all w € U with ||u — 1| < 0§, we have
J(u) = J(@) + zollu —al[3. (68)
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In the deterministic case there is a well known sufficient condition for the
associated quadratic form to be a Legendre form, which is based essentialy in
the fact that the application u € L2([0,T];R™) — y1(u)(T) € R™ is weakly
continuous. We show with two examples that v € L3 — y1(u)(T) € L%, (R")
is not weakly continuous.

Example 2 (o dependent on u). Let us take m = n = 1 and let us consider
the dynamics

dyy (t) = w(t)dW (¢) for t € [0,T]; y1(0) = 0.

Let u, be a (deterministic) orthonormal base of L?([0,7];R) and denote ¥, :=
y1(un). By the dominated convergence theorem it is easy to check that w,
converges weakly to 0 in L%, but

T 2 T
E [y.(T)*] =E (/0 un(t)dW(t)> :/O u? (t)dt = 1.

Example 3 (o independent on u). We take m = n =1 and T = 2. Let us
consider the dynamics

dyi1(t) = u(t)dt for t € [0,T]; y1(0) =0.

Let ¢,, be an orthonormal base of the Hilbert space L?(R) endowed with the
scalar product

+o0 2
(g, h)s = / g(@)h(z)e F dz,

— 00

and consider the sequence u, € L% defined by uy,(t) := ¢, (W (1))I(1,9(t) and
set Yy, 1= y1(uy). For every f € L%, we have

E(Jfy f@un(®) dt) = E(ea(w) J7 e
E[%Wl (fl dt|W ))}—>o,

by definition of ¢,,. Thus u,, converges weakly to 0 in L%. On the other hand,

E (y,(T)?) =E (UOQ undtr) =E(¢.(W(1))?) = L.
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