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Abstract

Feature-based regular tree grammars (FRTG) can be useddmtethe derivation trees of a feature-
based tree adjoining grammar (FTAG). We make use of thistéaspecify and implement both an
FTAG-based sentence realiser and a benchmark generatbisfoealiser. We argue furthermore that
the FRTG encoding enables us to improve on other propossé¢sittm a grammar of TAG derivation
trees in several ways. It preserves the compositional sétsahat can be encoded in feature-based
TAGs; it increases efficiency and restricts overgeneratéom it provides a uniform resource for
generation, benchmark construction, and parsing.

1 Introduction

Tree Adjoining Grammar (TAG, Joshi and Schabes (1997)) ie@grammar formalism
designed to describe natural languages. Each sentengatatarin a TAG yields both de-
rived treerepresenting the phrase structure of the sentence dedwation treespecifying
how the elementary TAG trees used to build this derived treewombined. Interestingly,
the derivation trees generated by TAGs form a regular treguage (Vijay-Shanker, Weir,
and Joshi, 1987). Furthermore, TAG derivation trees haes Ishown to provide an in-
termediate representation from which both a sentence asgihantic representation can
be derived (De Groote, 2002; Pogodalla, 2004; Shieber, ;2086azawa, 2007). In other
words, TAG derivation trees provide a pivot language whighports both parsing (go-
ing from a sentence to its possible syntactic structuressenthntic representations) and
generation (going from a semantic representation to oneooe sentences).

In this paper, we argue that using a feature-based regalagrammar (FRTG, Schmitz
and Le Roux (2008)) encoding of a feature-based TAG (FTA@yvbhanker and Joshi
(1988)) permits optimising and simplifying the processofg-TAG. We focus on sen-
tence realisation (rather than parsing) and use an FTAGdgtewith a unification-based
compositional semantics which permits associating withesentence generated by the
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grammar not only a syntactic structure but also a semarniesentation. Making use of
the translation from FTAG to FRTG defined by Schmitz and Le R@008), we start by
presenting two ways in which an FRTG encoding of this FTAGpsufs sentence genera-
tion, namely, (i) using this encoding to define a surfaceiseabnd (ii) using it to derive
a definite clause grammar (DCG) which can be used to autoatigtproduce graduated,
controlled sets of semantic representations (benchmarks)hich to test, compare, and
optimise this surface realiser. Next, we compare our praljpogh relevant work and ex-
plain why FRTG provides an interesting framework for FTA@sbd surface realisation.
In particular, we point out that the FRTG approach exhilfitsfollowing characteristics:
an accurate treatment of the syntax/semantics interfaterbmanagement of time, space,
and overgeneration than other approaches which have bepogad for FTAG-based sur-
face realisation using derivation rather than derivedstraad a uniform resource for pars-
ing, generation, and benchmark construction.

The paper is structured as follows. Section 2 provides tleessary background for
the paper. It introduces FTAG, describes the specific granmeause for our experi-
ment (namely, BMXTAG) and summarises the translation from FTAG to FRTG defined
by Schmitz and Le Roux (2008). In Section 3, we presstiSEM a tool for automati-
cally producing graduated benchmarks for sentence gemeré Section 4, we describe
a sentence generation algorithm based on the translatiSEMKTAG to FRTG. Finally,
Section 5 spells out the three main motivations underhfirgguse of FRTG as a means to
support FTAG-based surface realisation.

2 Grammars

We introduce FTAG, describeeEmMXTAG, the specific grammar we use for our experiment,
and summarise the FTAG-to-FRTG translation proposed byn8ztand Le Roux (2008).

2.1 FTAG

A tree adjoining grammar is a tupl&, N, I, A, S) with X a set of terminalsV a set
of non-terminals,/ a finite set of initial treesA a finite set of auxiliary trees, anél a
distinguished non-terminal( € N). Initial trees are trees whose leaves are labeled with
substitution nodes (marked with a downarrow) or termin&garies. Auxiliary trees are
distinguished by a foot node (marked with a star) whose cayagust be the same as that
of the root node.

Two tree-composition operations are used to combine tsedstitution and adjunction.
Substitution inserts a tree onto a substitution node of sother tree while adjunction
inserts an auxiliary tree into a tree. In an FTAG, of which &areple is given in Figure 1,
the tree nodes are furthermore decorated with two featuretates (called top and bottom)
which are unified during derivation as follows. On subsiitnf the top of the substitution
node is unified with the top of the root node of the tree beirgsstuted in. On adjunction,
the top of the root of the auxiliary tree is unified with the twfghe node where adjunction
takes place; and the bottom features of the foot node areednifith the bottom features
of this node. At the end of a derivation, the top and bottomllai@des in the derived tree
are unified. FTAG feature structures are non-recursive andist of sets of feature/value



Using RTG to enhance Sentence Realisation 3

NP N — VP
P b 5] Npl[nb : sg] VP P
Det NpP#nb:N] ‘NP | Lo A \ ‘\\\A?V VP*
the - man \ often

runs

Fig. 1. Example feature-based tree adjoining grammais(a unification variablesg is a
constant, andlf : v] is a feature structure with featufeand feature value).

S
runs
Np[nb:sg] VP e ’

mart ofter?
Det NPnb:ssl  ADV V‘P \

the?
v
the man often runs

(b) Derivation tree
(a) Derived tree

Fig. 2. Parse trees for “The man often runs” using the granohk&igure 1. In the derivation tree,
plain lines indicate adjunction and dotted ones substitutiFor simplicity, tree names are replaced
with the lemmas anchoring each elementary tree. The numb#reoupper right of each tree name
gives the Gorn address of the node onto which the tree wagedse

pairs where the value is either a constant or a unificatiolabka. Unification variables can
furthermore be coreferenced with any other value occuiriige same elementary tree.

In an FTAG, each sentence derivation is associated withédd#rived tree representing
the phrase structure of the sentence and a derivation weediag how the corresponding
elementary trees were combined to form the derived treeu(Eig). Nodes in a deriva-
tion tree are labelled with the name of a TAG elementary tEeles are labelled with a
description of the operation used to combine the TAG treessemames label the edge
vertices.

2.2 FTAG with semantics

To associate semantic representations with natural laygespressions, the FTAG is mod-
ified as proposed by Gardent and Kallmeyer (2003). Each eimetree is associated
with a flat semantic representation. For instance, in Fi@uthe trees fomary andrun

are associated with the semantigs mary(zg) andl; : run(er, z7), respectively. Impor-
tantly, the arguments of a semantic functor are represdmtenhification variables which
occur both in the semantic representation of this functar @m some nodes of the as-
sociated syntactic tree. For instance, in Figure 3, the sémmdexx; occurring in the
semantic representation nfn also occurs on the subject substitution node of the associ-
ated elementary tree. The value of semantic argumentseésmdigied by the unifications
resulting from adjunction and substitution. For instarthe,semantic indexz in the tree
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Ses i
NPrety NPL®!s VP S*°
Det NP, NPT%ZZ L
a man v ? i
lfll : i(?n,}fllmh?): l2 : man(z2) sees
r 2 bny s =2 by l5 : sees(es, x3,€6)
VP, 14 /86717\
Oﬂ".en Mary V67’l7
I3 : often(es) ls : mary(z) un

l7 : run(er, x7)

Fig. 3. An FTAG augmented with a unification-based semankos the sake of clarity, feature
structures are abbreviated, feature percolation has legtifeed precluding the possibility that ad-
junction modifies feature values and only the semantic featalues relevant for semantic construc-
tion are indicated. ©'/C,.; abbreviate a node with category C and a top/bottom featunetste
including the feature-value paifsindex:, labeli}.

Ses. 15
NPz, 15 VPey,i5 Ser 17
Det NP;,;, ADV VP, NPyg.i;  VPe, i,
‘ ‘ V65J5 V67J7
man often éees mary ‘ run

ll . H(ZEl,hr,hs),hr 2 lz,hs 2 15712 . man(xl),

l3: often(es),ls : sees(es, x1,€7),ls : mary(xe),l7 : run(er, xe)

Fig. 4. Derived tree and semantics for “A man often sees Many r

for run is unified during substitution with the semantic index léibglthe root node of the
tree formary. As a result, the semantics bfary runis {ls : mary(xg),l7 : run(er, zs)}.

The semantic representation language used {& a unification-based language which
describes first order formulae in the sense that the modeyvfean Ly formula is a set of
first order formulae (Gardent and Kallmeyer, 2003). Foranse, the formula in Figure 4
describes the first order formula

Jz1.(man(x1) A often(es) A sees(es, 21, e7) Amary(zg) A run(er, zg))

More generally, Iy formulae are flat, underspecified FOL formulae. They are flat i
that the recursive tree structure of a FOL formula is tramséal into a conjunction of
non-recursive labelled formulae whereby the label of eaciniila is used to indicate its
position in the initial tree structure. They are undersfietiin that the scope of scope-
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bearing operators (quantifiers, modals, negation) is §pddiy underconstrained scoping
constraints between so-called holes (writterk;) and labels (writter, /;). Thus, the for-
mulae of Ly are labelled elementary predications (R™ (i1, .. ., i,) With [ a label con-
stant,R™ ann-ary relation, and; variables over individuals and/or labels/hole constants)
scoping constraintsy(> [ with h a hole constant anida label constant), and conjunctions
(¢, ¥ with 1 and¢ formulae ofL;;). The models described Wy, formulae are defined by
the set of possible “pluggings”, i.e., injections from thads of a formula to the labels of
this formula. The following example illustrates this. Sopp the sentence in (1) is assigned
the Ly formula (2).

(1) Every dog chases a cat

(2) lo ZV(I’,hl,hg),hl Z ll,ll : D(m),hg Z lg,lg : Ch(m,y),l3 : 3(1’,h3,h4),h3 Z
l4,l4 : C(y), h4 Z 12

Only two pluggings are possible for this formula in (2) nayngt, — 11, he — I3, hg —
l4,h4 — lg} and {hl — ll,hg — lg,h3 — l4,h4 — lo} They yleld the foIIowing
meaning representations for (1):

(3) a. ZO : v(zallvl3)all : D(x)le : Ch(l[’,y),lg : 3($7l4512)7l4 : C(y)
b. lp:V(z,l1,12),11 : D(x),la : Ch(x,y),ls: I(x,l4,l),ls : Cy)

For more details on the interpretation qf land on the semantic representations it permits
associating with a grammar of natural language, refer tal&ugrand Kallmeyer (2003).
The proposal described in this paper is, however, largelgpendent of the specific seman-
tics used and only requires a tree adjoining grammar thajugpeed with a unification-
based semantics, such asMXTAG.

2.3 SemXTAG

SEMXTAG is an FTAG for English whose syntactic coverage approatta®f XTAG, the
FTAG developed for English by the XTAG group (The XTAG ResteBroup, 2001). Like
XTAG, it contains around 1300 elementary trees and covediaies, copula, raising and
small clause constructions, topicalization, relativeuskss, infinitives, gerunds, passives,
adjuncts, ditransitives and datives, ergatives, it-s|efth-clefts, PRO constructions, noun-
noun modification, extraposition, sentential adjunctgenatives, and resultatives. Unlike
XTAG, SEMXTAG is augmented with a unification-based compositional seicgaf the
type described above, with which all of its syntactic comsts are associated.

2.4 Converting SemXTAG to FRTG

In this section, we summarise the FTAG to FRTG transfornmetioSchmitz and Le Roux
(2008). We start by presenting the TAG to RTG conversior, ihahe conversion for a
grammar without feature structures. We then go on to indibaiv feature structures are
converted. For a more precise description of this FTAG to GRDnversion, we refer the
reader to Schmitz and Le Roux (2008).

A regular tree grammafComon, Dauchet, Jacquemard, Lugiez, Tison, and Tommasi,
1997) is a grammar whose rules rewrite a non-terminal syrab@ tree whose internal
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nodes are each labeled with a terminal symbol and whose ¢etfsnare each labeled with
a terminal or non-terminal symbol.

Formally, an RTG is a 4-tuplé' = (S, NV, F, R) consisting of an axion$, a finite set
N of zero-arity non-terminal symbols with € A/, a setF (disjoint with ") of termi-
nal symbols each having a fixed arity, and a finite Bedf production rules of the form
A — 3, with A a non-terminal of\" and3 atermover F U N. A term over some set
of fixed-arity symbols\/ is defined recursively as a symbol bf applied ton arguments
with n equal to the arity of the symbol and each of the argumentgleiterm over!.

A set of fixed-arity symbols is also calleda@nked alphabetand the set of terms over the
ranked alphabel/ is writtenT'(M).

The language described by an RTG isegular tree languageA given RTGG =
(S,N,F,R) describes the language consisting of all tetmaser F such that the axiom
S can be rewritten asvia a series of rewrites licensed by the rulegdnin other words,
to derive a term of the language, we start from the axiom aptiyaples until we have a
term containing no non-terminal symbols.

More formally, the derivation relation> associated t6- is a relation on pairs of terms
of T(FUN) such thats —¢ t if and only if there is a ruleA — « € R such that
substitutinge for an instance ofl in s givest; and the language generated@ydenoted
by L(G), is {s € T(F) | S —{, s} with - the transitive closure of>¢;. The subscript
G on the symbols-¢ andag can be omitted if the grammar is clear from the context.

As is well known (Vijay-Shanker, Weir, and Joshi, 1987; 3eie 2006), RTG can be
used to generate the derivation trees licensed by a TAG geanintuitively, the RTG
representation of a TAG elementary tree is a rule that rewithe requirement satisfied by
that tree as a local tree whose root is the tree name and wéeseslare the introduced re-
quirements. A substitution / adjunction requirement fae tof root category is written
asXg and.X 4, respectively.

Figure 5 shows the rules of an example RTG that describesettieation trees of the
toy TAG grammar depicted in the left part of the figure. The RE@ninals  john, runs,
often, e}) refer to the elementary trees of the TAG grammar while ite-tevminals
({NPs,Ss, NP4,V P4,Va,S4}) describe the adjunction and substitution requirements
that can be introduced by an elementary tree. Further, daofeatary tree in the input
TAG gives rise to an RTG rule whose left hand side (lhs) exggeshe syntactic require-
ment that can satisfy and whose right hand side (rhs) expresses tiecsigmequirements
it introduces. If the tree is an auxiliary tree, it can satiah adjunction requirement and
the category labelling the lhs of the RTG rule is subscript@ A. If it is an initial tree,
the Ihs category of the RTG rule is subscripted wiho indicate that it can satisfy a
substitution requirement. Further, each node in the eléangtree that either requires a
substitution or allows for an adjunction introduces a daeghode in the rhs RTG term
whose category reflects the allowed/required adjunctidostitution. To capture the fact
that adjunction is optional, there are additional ruleswilhg any adjunction requirement
to be rewritten as the symbala terminal symbol of the RTG.

We just saw how to map a TAG to an RTG of TAG derivations. Schraiitd Le Roux
(2008) further extend this mapping to FTAG as follows. In thsulting FRTG, each non-
terminal symbol on the left and right side of a rule is markednith a feature structure
with top and bottom attributes. For a symbol on the right side values of those attributes
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rl. NPs — john(NPa)
AS 2. Ss — runs(Sa NPs VPaVa)
NP, VP VP r3. VPas — often(VPa)
NP \ N rd. NPy — ¢
N R
runs 6. Va — €
7. VPsa — €

Fig. 5. Example RTG describing the derivation trees of a tAgT

are equal to the top and bottom feature structures of theegponding TAG tree node
(substitution node or adjunction site). For the symbol anl#it, they are thénterfaceof
the tree to any node into which the tree is inserted. When iialitree is inserted into
a substitution node of another tree, its root node’s top esifiith the substitution node’s
top. Thus, the interface of the initial tree is its root ned®p, and this appears as the top
attribute of the symbol on the left side of the correspondRii@s rule. For an auxiliary tree,
the interface is the top of the root node and the bottom ofaberiode (cf. Section 2.1), so
these appear as the top and bottom, respectively, of theidiefiof the corresponding rule.

There will generally be co-indexed feature values in a rirea substitution rule such
as (4), which is a translation of the ‘Mary’ tree from FiguretBBe top value of the left
side symbol is equal to the top feature structure of the roderof the tree, and therefore
is co-indexed with the top value of the right side symbol th@ibodies that node. In an
epsilon rule such as (5), the top and bottom values on thsitidtare co-indexed with each
other to enforce the requirement that the top and bottonufeatructures of each node in
the derived tree must unify.

4)
N Psfp m) = Mary(N Pafuy Dfocex =o])
5)

NPy — €
bottom

3 Constructing benchmarksfor sentence generation

Unlike parsing, where the input (strings) can be taken frartig text, sentence gener-
ation requires abstract input data that is not readily abégl. We present an approach for
producing test input for a sentence realiser which draw$anused by Nederhof (1996)
and Purdom (1972) for testing a parser. This approach dsrifisraversing the grammar
to produce the semantic formulae it associates with seasawitthe language it describes.
Using semantic representations generated from the gramnsares that the representa-
tions given to the sentence realiser are in the languageedkefiy this grammar. Hence a
generation failure necessarily indicates a flaw in the getoes design as opposed to a lack
of coverage by the grammar. Furthermore, this permits fogusn test cases that can be
handled by the grammar and testing the generator’s perfurendVe show that by deriving
a definite clause grammar (DCG) frone X TAG, using as a pivot grammar the FRTG of
FTAG derivations described in the previous section, we caate graduated benchmarks
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NPs — john NPy
Sg — runs Sa NPg VP, Vy
VPy — oftenVPy
NPA — €
SA — €
VA — €
VPA — €

Fig. 6. Rules of a CFG derived from an RTG of TAG derivations

for sentence generation that permit testing performan@asees of varying computational
complexity. We concentrate here on describing our appré@adébrmula generation, i.e.
GENSEM For details about how to useENSEMto produce tailored test-suites, test-suites
examples and a practical case of test-suites usage, wehiefezader to Gardent, Gottes-
man, and Perez-Beltrachini (2010).

We begin by showing in Section 3.1 how to automatically dea\DCG from the FRTG
of FTAG derivations described in the previous section. Wentehow how the resulting
DCG permits generating formulae while enabling controlrdbhe set of semantic repre-
sentations to be produced (Section 3.2).

3.1 Converting SemXTAG to a DCG

In the DCG formalism, a grammar is represented as a set obdPa#finite clauses, and
Prolog’s query mechanism provides built-in grammar trasleWe take advantage of this
by deriving a DCG from 8MXTAG and then using Prolog queries to generate semantic
representations that are licenced IBMXTAG.

Our algorithm for converting &WXTAG to a DCG proceeds in two steps. We first derive
an FRTG of $SMXTAG’s derivations as described in the previous section, themerdthis
FRTG to a DCG. We will show that there exists a mapping fromFRIFG to a DCG such
that the trees in the language described by the FRTG are ie-#0sane relationship with,
and can easily be reconstructed from, the derivations obi8&. As before, we start by
explaining the mapping between featureless versions ofjthemmars, then explain how
feature structures are handled.

Any RTG can be converted to a CFG (Gécseg and Steinby, 188igh is what mo-
tivates our use of RTG as an intermediate representatiathelicase of an RTG of TAG
derivations, each of whose rules has a local tree on the-hightl-side, this can be done
simply by flattening each right-hand-side tree into a listsisting of its root node followed
by its leaves. If we apply this operation, for example, torilles of the RTG of derivations
from Figure 5, the result, shown in Figure 6, forms the ruteof@a CFG.

Figure 7 illustrates the mapping between the trees germkbgtthe RTG and those gen-
erated by the CFG. Reconstructing the former from the Iateivial. It suffices to relabel
each internal node in the derivation tree with the label efuhique leaf node among its
daughters, and then prune the leaf nodes. This effectiesigrses the flattening of the
rules’ right-hand sides.

Extending the RTG to CFG mapping with feature structuresrégghtforward. In fact,
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runs Ss
€ john often e runs Sa NPs VPa Va
€ € € john NP4 often VPa €
€ €

Fig. 7. An RTG-generated tree and corresponding CFG daivat

the procedure for mapping an FRTG rule to a CFG rule is ex#iutlsame except that the
CFG non-terminals are now complex non-terminal categangading a feature structure.

Now, as definite clause grammars are essentially a supgrofafeature-augmented
CFGs, formulating an instance of the latter as the formeraghtforward. It is primarily
a matter of writing down the rules in the particular Prologtsyx of DCGs. For details on
the DCG implementation we refer the reader to Gottesman(200

Each FRTG rule other than the epsilon rules is additionaoaiated with a semantic
formula containing unification variables. These were eakdver as is from the TAG trees
to the FRTG rules, and we carry them over to the DCG rules als wel

Figures 8, 9, and 10 illustrate the TAG to DCG conversion gssawe just sketched.
Figure 8 shows a toy FTAG. For each tree, the anchor family samantics are shown
underneath it. The anchor nddis indicated with a diamonaj. This grammar fragment
includes only two features, namely the semantic label aadrttiex. Figure 9 shows the
result of translating this fragment to an FRTG and Figuretias the result of converting
this FRTG to a DCG , with a minimal lexicon added. Note thahalh-terminals are repre-
sented using theul e predicate. The (non-hidden) arguments of the basic ruleiqae
are rul e(Cat egory, Subscri pt, Top, Bottom Semanti cs). Its first two arguments
encode the base name and subscript (init = initial/sult&titu= subscript S, aux = aux-
iliary/adjunction = subscript A) of the non-terminal synhbbhe top and bottom features
are represented by the third and fourth arguments, respctirhe fifth argument is the
semantics slot.

3.2 Querying the DCG

We now show how to run a query that will cause Prolog to trav¢he DCG encoding
of the EMXTAG grammar so as to find a valid derivation tree and produce arg@na
formula as output.

We define a Prolog predicate for querying against the DCGolimafs. Its one input
argumentgat , is the label of the root node of the derivation tree (typical), and its one
output argumentSem is the semantic representation associated with that.tree

! The anchor node is the node in an elementary TAG tree whicheidimtely dominates the word
lexicalising that tree.

2 “basic” because we will augment the DCG rules later.

3 The 6th and 7th arguments of the rule call are the hidden aggtsmeeded by the DCG.
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/\idx A V[idx D]
Nl[::;d ﬂ VPLabd c} labd F
NO[idx : Bg;e' g} id« D
propername ‘ AdVO V* label F
W I

nov
Q:rel(0O), Q:thetal(O,G)

Fig. 8. TAG fragment

Nsfop o) —  propername(Nafo o 1)
[top [iax Aﬂ
E:rel(A)

SS [lop Top] — TLOV(SA top Top
bottom {idx A]

label C

top idx A
[Iabel C]
bottom [idx O
[Iabd Q]

V Py Va [top [idx oﬂ)

label Q

Q:rel(O), Q:thetal(O,G)

VA [top Top] — adUVPOSt(VA top Top

pottom |'%* P
oM iabel F

Advy)

K:rel(D)

X A {top F] — €

bottom F

Fig. 9. FRTG translation of TAG fragment

genSen( Cat, Sen) : -
rule(Cat,init,_,_,Sem_,[]).

In order to give the users some control over the sorts of semeepresentations that
they get back from a query against the DCG, we augment the DC$Bdh a way as to
allow control over the TAG family of the root tree in the derivation tree, over the number
and type of adjunctions in the derivation, and over the dep#ubstitutions. To implement
control over the family is quite simple: we need merely toexthe DCG rules by family
and modify theGENSEM call accordingly. For instance, ttee DCG rule from Figure 10
becomes:

rule(s,init,FsTop, _, n0V, Q Formul al;...) -->

4 TAG families group together trees which belong togetheparticular, the trees associated with
various realisations of a specific subcategorisation types, here the notion of TAG family is
equivalent to that of subcategorisation type.
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rul e(_, aux, FS, FS, none) --> [epsilon]. % epsilon rule

rule(n,init, FsTop, _, E: Formul al; N1Sen) -->
[Lemma], {Iexicon(Lemms, propernane,[Rel])},
rul e(n, aux, FsTop, _, N1Sem,
{FsTop = fs(A )},
{Formulal =.. [Rel,Al}.

rule(s,init,FsTop, _,
Q Fornmul al; Q For nul a2; S1Sem N2Sem VP3Sem V4Sen) -->
[Lenrma], {lexicon(Lemma, nOV,[Rel, Thetal])},
rul e(s, aux, FsTop, fs(A, C), S1Sen),
rule(n,init,fs(GH), _,NSem,
rul e(vp, aux, fs(A ©,fs(0 Q, VP3Sem,
rule(v,aux,fs(0 Q, _, V4Sem,
{Formulal =.. [Rel,Q},
{Formul a2 =.. [Thetal, O, G}.

rul e(v, aux, FsTop, _, K Fornul al; V1Sem ADV2Sem) -->
[Lemma], {Iexicon(Lemms, advVPost,[Rel])},
rul e(v, aux, FsTop, fs(D, F), V1Sen),
rul e(adv, aux, _, _, ADV2Semn) ,
{Formulal =.. [Rel,D}.

| exi con(j ohn, proper nane, [ j ohn]).
| exi con(arrive,n0V, [arrive, agent]).
| exi con(al so, advVPost, [al so]).

Fig. 10. DCG translation of FRTG fragment.

[ Lemmy] ,
{I exi con(Lenma, nOV, [ Rel , Thetal])},

We permit restrictions on adjunctions by adding an add#i@mgument to the grammar
symbols, namely a vector of non-negative integers reptigethe number of non-null
adjunctions of each type that are in the derivation subtridated by the symbol. By
‘type’ of adjunction, we mean the category of the adjuncsde. In DCG terms, a non-
null adjunction of a categorX is represented as the expansion okamux symbol other
than ase. So, for example, a DCG symbol associated with the velcigrO, 0, 0, 0] ,
where the five dimensions of the vector correspond tonthep, v, vp, ands categories,
respectively, dominates a subtree containing exactlyrdreeux symbol expanded by a
non-epsilon rule, and no othaux symbol expanded by a non-epsilon rule.

To implement the functionality of the vector, we define a sgligaredicate to handle the
divvying up of a mother node’s vector among the daughterslivdehe vector associated
with the root of the derivation to the query predicate.

Finally, we add an additional argument to the DCG rule anch®d@eNSEM call to
control the traversal depth with respect to the number o$tuitions applied. The overall
depth of each derivation is therefore constrained both byuser-defined adjunction and
substitution-depth constraints.

Our query predicate now has four input arguments and onelsbatgument:

genSen(Cat, Fam [N, NP, V, VP, §], Dt h, Sen) : -
rule(Cat,init,_, ,Fam

[N,NP,V, VP, S],Dth,Sem ,[]).
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4 TAG-based sentence generation

We now present the sentence realiser RNGPerez-Beltrachini, 2009), which is based
on the FRTG encoding of B1XTAG. RTGEN synthesises different techniques that have
been shown in the past to improve sentence generation resitMde first sketch the basic
algorithm. We then present three alternative ways of implating RT GEN, which we will

use to compare the FRTG approach with related work (cf. Ge&).

RTGen’s base algorithmin essence, RT&N implements a chart-based Earley algorithm
for the FRTG encoding of 8uXTAG. Table 1 sketches the algorithm. The standard item
representation is the pait4, d) — To((B1,d1), .., (Bi,d;), ..., (Bn,dy)), ¥]. In the first
component, the dot in the production marks the point reaéhdtle generation of the
derivation tree. The non-terminal symbdlB;, d;) in the dotted rule are complex non-
terminals from the FRTG rules (i.e. a hon-terminal symbyhtactic category and opera-
tion type, B; and a feature structuig). T, is the ranked terminal of the FRTG rule (i.e.
is the elementary tree family). The second component oftdra, iy, is a flat semantic
formula. In the items, we do not keep track of input stringipass, as is usually done
when parsing a string, but rather we keep the associated spuantic information. The
algorithm starts from the initial fact, the axion’ — eSg, #)]. Note that in this item the
non-terminal symbob’s is the axiom in the FRTG grammar while the second component
represents the empty semantics. As we are generating froimpah semantics (i.e. the
semantic input to the realiser), the subset of the input séioganalysed so far is empty.
On the other hand, in the goal iteji’ — Sge, ¢] the dot at the end of the item produc-
tion means that the whole derivation tree with réit has been traversed. At this point
the semantic® should be exactly the input semantics. This RENGalgorithm includes
mechanisms such as sharing and packing (Gardent and PeltezeBini, 2010).

Table 1.RTGen derivation tree generation algorithm.

Axiom m
Goal [S" — Sge, ¢] whereg is the input semantics.
P [(A7d) HTa(a.(B,di)ﬁ),(,D]

Predicton | [(BLo(@) — Tu(e(Br, (@), - (B, o(d,)))- 0
where(B, d’) — Tp((B1,d}), ..., (Bn,d})) is a rule in the grammar
with associated semantigs o = mgu(d;,d’) andp Ny =

1 (A d) = Ta(o e (B, di)B3), (B, d') — Ty(B)e, ¢]
|

COMPIENON (4 (@) — Tu(a(B.a(d,) » (Cro(drs))0).]

whereo = mgu(d;,d'), N =P andp Uy = ¢
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Three ways to implement RTGebepending on how much linguistic information (in the
form of feature constraints from the feature structureg)resserved in the FRTG rules,
several RTG&N configurations can be tried out, each reflecting a differeigion of labour
between constraint solving and structure building.

RTGen-all: all the feature structure information presenthie SEMXTAG elementary
trees is carried over to the FRTG rules.

RTGen-level0: only the syntactic category and the seméssittires are preserved by the
conversion.

RTGen-selective: uses exactly the subset of featuresrttiate feature structure unifica-
tion failures during generation. We identify this subsetleshunning RTGen-all by
(automatically) observing which features effectivelydidgtem combination.

5 Why use RTG?

The general motivation for using an FRTG transformationmvupenerating with an FTAG
is that, in contrast to other approaches that have used TAiatien trees for generation
(Koller and Striegnitz, 2002; Koller and Stone, 2007), tiRB-based approach preserves
all feature information, thereby providing an exact gramofd=TAG derivation trees. We
now discuss three main benefits of the FRTG approach.

5.1 Preserving the syntax/semantics interface

Given some input semantics, surface realisation involuiiglibg a syntactic tree whose
compositional semantics is the input semantics. When géingrfrom the derivation tree,
it is therefore necessary that derivations can be coupldédtie appropriate compositional
semantics. For standard FTAG derivation trees, howeviarjstknown not to be the case
(Frank and Genabith, 2001). Indeed, there are known cadegyafstic constructs (quan-
tifiers, wh-questions, and raising verbs) where the stahBaAG derivation tree cannot
be associated with the appropriate compositional sengrntieessence because two ele-
mentary trees that stand in a semantic relation are not inthendaughter relationship
As shown by Gardent and Kallmeyer (2003) and sketched in@e2f a simple solution
to this quandary is to associate a compositional semanttbsR¥AG derived trees using
features and feature structure unification. Since furtloeenthe FTAG-to-RTG conversion
preserves both the semantics and the feature structumenafion contained in the initial
FTAG, it follows that the derivation trees built by RE® also support the appropriate
semantics. This contrasts, in particular, with the appnaescribed by Koller and Strieg-
nitz (2002). In that approach, similarly to the RES approach, surface realisation relies
on an FTAG which is converted to a dependency grammar thaetadioe contribution of
each FTAG elementary tree to the derivation tree. Howeireresin that approach, feature

5 For instance, in an FTAG (such ag®XTAG) where the determiner is an auxiliary tree, there
will be no direct connection in the derivation tree of theteaneEvery yogi has a gurbetween
the universal quantifier licensed by the determin&gefyanda) and their scope (licensed by
the verbhag. For a detailed discussion of why featureless TAG dervatrees fail to support
compositional semantics, see Frank and Genabith (2001Gardent and Kallmeyer (2003).
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strategy GF chart  unpacked-chart seconds
RTGen-all 15.05 918.31 2538.98 0.99
RTGen-level0 1118.06 2018 6898.28 141
RTGen-selective ~ 27.08  910.34 2531.23 0.44

Table 2. RTGEN average chart sizes and processing times on 618 test cases &
GENSEMgenerated benchmark. Each test case has 3 modificaticstsipdied in various ways be-
tween adjectival and adverbial modifications and combiriegg¢me cases) with lexical ambiguity,
10 trees for each modifier. The second column, GeneratioaskqGF), is the number of deriva-
tion trees present in the generated parse forest. The thidl faurth columns show the chart and
unpacked chart sizes, respectively. The last column shmvsihtime in seconds.

structures are not taken into account, it is unclear how dhevation trees of the known
problematic cases can be assigned an appropriate semamticsonsequently, how the
corresponding sentences could be generated.

5.2 Efficiency and overgeneration

Real world grammars such as XTAG oEBXTAG typically make heavy use of feature
structures and feature unification to restrict the numbeglefmentary trees and appro-
priately model linguistic phenomena such as, for instamegh/subject agreement or, as
mentioned in the preceding section, to appropriately mtaesyntax/semantic interface.

Importantly, the FRTG encoding provided by Schmitz and LeXR@008) preserves the
feature structure information contained iBNBX TAG, thereby ensuring that only sentences
generated by SMXTAG are produced. Moreover, as mentioned in Section 4, RY er-
mits experimenting with three levels of feature informaff®TGen-all, RTGen-level0, and
RTGen-selective). To explore the impact of features onieffity and overgeneration and
to compare the FRTG approach with those of Koller and Stiie¢®002) and Gardent and
Kow (2007), we ran RT&N in each of the three modes on a benchmark generated using
the GENSEMbenchmark generator described in Section 3. Table 2 pieaardnalysis of
cases involving three modifiers. The results show that nmRT GEN with no feature in-
formation (other than semantic features) leads to an iseckahart size; to runtimes that
are higher on average than for full sentence generatiohjgheealisation using the full
grammar with all constraints; and to massive overgenerdto average, 1108.06 sen-
tence trees produced when using no features against 1565 uging all features). This
suggests that using a filtering step based only on semadiieinis a poor strategy. Using
GENSEM, we compared RT6N with the GeNI (Gardent and Kow, 2007) surface realiser,
which uses such a filter. And indeed, we found that in termpats, RT&N consistently
outperformed GENI (cf. (Gardent and Perez-Beltrachini, 2010)). Similathg approach
of Koller and Striegnitz (2002) builds derivation treestvatit taking feature structures into
account, thus raising the question of how the resulting wmassergeneration will impact
efficiency once the postprocessing step needed to cheakddaformation is taken into
account.
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5.3 Versatility

A third advantage of using FRTG as a means to describe theatieri trees of an FTAG
is that, by maintaining a grammar-based approach, it pstmeibefiting from the tools and
techniques developed for computational grammars. Thisasts with the planning-based
approach of Koller and Stone (2007) in two ways.

First, sophisticated search strategies that were devétogdeandle the exponential com-
plexity of the surface realisation problem can be drawn uganshown by Koller and
Hoffmann (2010), the planning approach fails to scale tquaetions of five basic clauses
such asThe man greets the man and the man greets the man and the n&s tre man
and the man greets the man and the man greets the Rmarsuch cases, all planners and
planner strategies tested by Koller and Hoffmann (20103 tut. The Earley-based search
strategy used by RTB\, in contrast, yields the expected sentence in 2.03 secditiRld
time. More generally, while the planning approach is anrggtng way of dealing with
the interactions between surface realisation and the ggoerof referring expressions,
the grammar-based approach seems better suited to haedlenorld” surface realisa-
tion, i.e. the production of well-formed sentences of adrit length and complexity.

Second, the FRTG encoding oE@XTAG can be put to work in different ways. In
particular, we showed that it could be used either to prodbeesentences verbalising
a given meaning (surface realisation) or — by translating ia DCG — to generate the
semantic representations licenced IBMXTAG and obeying a set of user defined con-
straints (benchmark generation). Furthermore, as Sctamitz.e Roux (2008) mentioned,
the FRTG can also be used for parsing (going from string toninga provided it is ex-
tended with topological information as proposed by Kuhimé2010). In short, the FRTG
approach provides a uniform resource which supports vatigpes of processing. While
the planning operators of Koller and Stone (2007) could ingdple also be used in dif-
ferent ways, it remains to be seen exactly how one might aglapning operators and
planning strategies to effectively model parsing, surfadisation, and/or the construc-
tion of benchmarks.

6 Conclusion

In this paper, we exploited FRTG both to implement a senteraéiser and to derive
a benchmark generator for sentence realisation. We ardna¢d=RTG, because it fully
preserves feature information, better supports compgserefficiency, and versatility than
other proposals that have been put forward for using TAGvetoan trees as a basis for
sentence generation.

Interestingly, Maxwell and Kaplan (1993) show that a monghssticated approach to
constraint solving and to its interleaving with chart pregiag renders the non-interleaved
approach more effective than the interleaved one. We plaramine whether this obser-
vation applies to BMXTAG and RT&N. Another interesting topic for further research
is to explore to what exterdENSEM can be used to provide generic test-beds for surface
realisation, i.e. test-beds that can be exploited by re@libased on grammars other than
SEMXTAG.
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