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Abstract. The application of global algorithms in aerodynamic shape optimization is still
today very limited due to the required CPU time. To avoid this limitation, one method
is to replace the objective function by a surrogate model. One important achievement of
the recent years is the development of accurate and robust surrogate models, minimiz-
ing the quantity of information (computed via costly CFD simulations) required for their
construction.

In this article, we propose to use derivatives in addition to function values to determine
the meta model. With adjoint methods, these derivatives may be obtained at a reduced cost,
independent of the number of design variables. Three distinct meta model constructions
including derivatives are presented and adapted. Then some aerodynamic design applica-
tions are presented. The benefit of including derivatives in the surrogate models is clearly
evident.
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1 INTRODUCTION

Optimum shape design in aerodynamics has been an active field for the last years.
Gradient based methods allow to find an optimum at low computational cost in the
neighborhood of the initial shape[35]. For complex objective functions, they can converge
to a local optimum different from the global optimum. In this case, global optimization
is necessary.

Global optimization methods seek for the optimum shape in the whole parametric
domain, and require a large number of function evaluations. In aerodynamics, the com-
putational cost of a 3D turbulent flow analysis using Computational Fluid Dynamics
(CFD) is very high. Thus, global optimization is computationally very CPU demanding
in complex industrial cases and it can be interesting to build a surrogate mathematical
model from a sample of data, and to conduct the global optimization using both exact
and surrogate estimates of the cost function[26].

Derivatives of aerodynamic functions with respect to (w.r.t.) design parameters can be
obtained by the adjoint equation approach at a reduced computational cost, independent
of the number of design variables[12]. In this study, we propose to enrich the inputs of
three classical surrogate models by providing the gradient values to improve the accuracy
of the meta-model and reduce the cost of their construction.

The article is organized as follows.
In section 2, three classical surrogate models are presented: Radial Basis Function,

Kriging and Support Vector Regression (SVR). Since the accuracy of a model is very
sensitive to the value of internal parameters, an automatic adjustment method is proposed.

The construction of each model is modified (section 3) to use derivatives. A mathe-
matical test case is considered. Results are discussed in the end of the section.

In section 4, an algorithm combining surrogate models and global optimization is given.
Again mathematical test cases are considered.

Finally, applications to aerodynamic shape optimization are presented in section 5.

2 CONSTRUCTION OF SURROGATE MODELS

In a context of shape optimization, we search to replace a function f : x ∈ D ⊂
Rd → R by a mathematical model, called surrogate model, noted f̂ , built from a sample
E of N responses f(xi) = yi ∈ D and from internal parameters P . The goal of the
substitution is the reduction of computational cost by limiting the number of necessary
CFD computations.

2.1 Design of experiments (DoE)

Building approximations of the objective function involves first to choose the design
of experiments that will sample the input space D. Several methods have been devel-
oped and compared during the last years : Latin Hypercubes[23], Hammersley Sequence
Sampling[16], Orthogonal Arrays[25], Uniform Designs[7]. Hammersley Sequence Sam-
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pling seems to be a good general N -point sampling of [0, 1]d[38]. The points are defined
by:

x(N) = 1 −
[ n

N
,ΦR1

(n),ΦR2
(n), . . . ,ΦRd−1

(n)
]T

∀n ∈ {1 . . . N} (1)

where R1, . . . , Rd−1 are the first d−1 prime numbers and ΦR(n) = n0R
−1 +n1R

−2 + . . .+
nmR

−m−1 where n = n0 + n1R + n2R
2 + . . .+ nmR

m.

2.2 Descriptions of three classical surrogate models

2.2.1 Kriging

Finding their origin in works of Krige for mining and geostatistical applications[17][21],
Kriging models have been introduced in literature by Sacks[29] in 1989. They have been
rarely used in the 90s for industrial applications until the work of Simpson et al.[30] for
aerodynamic design.

Kriging is based on the hypothesis that the data to interpolate are spatially correlated.
So, it combines a global deterministic model m(x) and local variations, represented by a
statistical model ǫ(x):

f̂(x) = m(x) + ǫ(x). (2)

As the data are correlated, the output at an unknown point can be written as a linear
combination of the observed values:

f̂(x∗) =
N

∑

i=1

λi(x∗)f(xi). (3)

The vector of the λi is computed by finding the Best Linear Unbiased Predictor (BLUP),
which is unbiased and minimizes mean quadratic error. In practice, the dependence
structure of f(x) is never known and is approximated by the following covariance function:

φ(xi, xj) = Cov(f(xi), f(xj)) = exp

[

−
1

2

d
∑

k=1

(
xi

k − x
j
k

σk

)2

]

. (4)

With this choice, the method can be applied to a pure deterministic problem. Different
types of Kriging implementation have been proposed. Ordinary kriging, based on the
hypothesis that the mean of the stochastic process is constant in space is used in this
study:

µ(x) = µ. (5)

Finding BLUP under unbiased condition (
∑N

i=1 λ
i = 1) leads to following system to be

solved for λ :










φ(x1, x1) · · · φ(x1, xN) 1
...

... 1
φ(xN , x1) · · · φ(xN , xN) 1

1 · · · 1 0





















λ1

...
λN

ν











=











φ(x1, x∗)
...

φ(xN , x∗)
1











. (6)
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2.2.2 Radial Basis Function

Radial Basis Function are elementary one-hidden-layer neural networks using RBF
functions as activation functions[2]. In this work, the same radius is used for all activation
functions. The number of cells in the hidden layer is fixed to the number of points in the
learning sample (actually, the centers ci coincide with the observations xi). This leads to
the following square linear system:







φ(x1, x1) · · · φ(x1, xN)
...

...
φ(xN , x1) · · · φ(xN , xN)













w1

...
wN






=







y1

...
yN






. (7)

The outputs of the network are then computed by:

f̂(x∗) =
N

∑

i=1

wiφ(x∗, xi). (8)

2.2.3 Support Vector Regression

Support Vector Regression is a powerful method for the estimation of a function from
a learning sample. Developed in the 90s by Vapnik[36] from Learning Theory of Vapnik
and Chervonenkis[37], it is considered today as one of the most accurate surrogate model.
A very complete presentation has been made by Smola[32] and Gunn[10]. In the linear
case, SVR consists in finding the smoothest linear function f(x) = 〈w, x〉 + b which
approximates all observations with a given precision ǫ0:

min
w,b,ξ,ξ∗

1

2
‖w‖

2
+ C0

N
∑

i=1

(ξ(i) + ξ(i)∗) (9)

with :
〈

w, x(i)
〉

+ b − y(i) ≤ ǫ0 + ξ(i) ∀i ∈ {1 . . . N}

y(i) −
〈

w, x(i)
〉

− b ≤ ǫ0 + ξ(i)∗ ∀i ∈ {1 . . . N}

ξ(i), ξ(i)∗ ≥ 0 ∀i ∈ {1 . . . N}

By applying KKT conditions, dual formulation can be derived:

min
α,α∗

1

2





N
∑

i,j=1

(α(i)∗ − α(i))(α(j)∗ − α(j))
〈

x(i), x(j)
〉



 + ǫ0

N
∑

i=1

(α(i) + α(i)∗) +

N
∑

i=1

(α(i) − α(i)∗)y(i)

with :

N
∑

i=1

(α(i) − α(i)∗) = 0 (10)

α(i), α(i)∗ ∈ [0, C0] ∀i {1 . . . N}

where α and α∗ are Lagrange multipliers associated with the inequality constraints.
This optimization problem is quadratic in (α(i), α(i)∗). It can be solved easily by a

quadratic programming method (QP) as the LOQO method of Vanderbei[34], which was
used for this work. Then, the output is computed by the following formula:
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f̂(x∗) = 〈w, x∗〉 + b =
N

∑

i=1

(α(i)∗ − α(i))
〈

x(i), x∗
〉

+ b, (11)

where b is computed as (yi −
〈

w, x(i)
〉

− ǫ0) for α(i) ∈ ]0, C[ or (yi −
〈

w, x(i)
〉

+ ǫ0) for

α(i)∗ ∈ ]0, C[.
This method can be extended easily to a nonlinear case by introducing a kernel function

k(x, y) which simulates dot products in a high dimensional feature space[32]:

min
α,α∗

1

2





N
∑

i,j=1

(α(i)∗ − α(i))(α(j)∗ − α(j))k(x(i), x(j))



 + ǫ0

N
∑

i=1

(α(i) + α(i)∗) +

N
∑

i=1

(α(i) − α(i)∗)y(i)

with :

N
∑

i=1

(α(i) − α(i)∗) = 0 (12)

α(i), α(i)∗ ∈ [0, C0] ∀i {1 . . . N}

k(x, y) = exp

[

−
1

2

d
∑

k=1

(
xk − yk

σk

)2

]

The model value in x∗ is then given by:

f̂(x∗) =
N

∑

i=1

(α(i)∗ − α(i))k(x(i), x∗) + b, (13)

2.3 Optimization of internal parameters

For each of the three meta models presented above, the choice of internal parameters
is a complex and critical issue. Parametric studies have been made for the three meth-
ods (RBF[24], Kriging[1], SVR[3][22]). They conclude that the best choice of parameter
values is problem-dependent. We propose here to automatically tune the meta model by
minimizing the leave-one-out error in the space of internal parameters:

min
P
eloo =

1

N

N
∑

i=1

(f̂i(x
i) − yi)2 (14)

An efficient computation of the leave-one-out error is used for Kriging and RBF method
applying Rippa’s method[28]:

eloo =
yTH−2y

Ndiag(H−2)
, (15)

where H is the matrix of the Kriging (or RBF) system and diag(H−2) is a vector of
diagonal elements of H−2. Optimization is carried out by global methods because the
objective function is multi-modal. Both Particle Swarm Optimization or Differential
Evolution are used.
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3 USE OF DERIVATIVES IN SURROGATE MODELS

In different fields of numerical simulation, derivatives of real functions w.r.t. design
parameters may be inexpensively computed by the adjoint vector method. It is proposed
here to use these derivatives in the construction of the surrogate models to improve their
accuracy. In this part, the three meta models are successively considered in this respect.

3.1 Gradient-assisted surrogate models

3.1.1 Co-Kriging

In the original Kriging theory, only the values the function to be approximated (primary
informations) are used to build the model. It can be useful to use other informations,
called secondary information, to improve the accuracy of the estimation. For this kind of
applications, Co-Kriging has been applied[11].

Actually Co-Kriging covers two different methods, called Indirect Co-Kriging and Di-
rect Co-Kriging[20]. The first one consists to use the derivative for enrich the learning
sample by applying a Taylor approximation. A Kriging model is then built on this aug-
mented sample. Laurenceau et al.[18] have shown that the direct method outperforms
this approach. Direct Co-Kriging is the true Co-Kriging method, in which derivatives
are used as secondary informations[4]. This version is used in this study. The surrogate
function is still a linear in all input data (yi

xk
is the value of derivative of f in xi w.r.t.

the kth coordinate):

f̂(x∗) =
N

∑

i=1

λi(x∗)yi +
d

∑

k=1

N
∑

i=1

λi
k(x

∗)yi
xk
. (16)

Weights are computed as the solution of following [N(d+ 1) + 1]2 linear system:
















Φ ∂Φ
∂y1

· · · ∂Φ
∂yd

1
∂Φ
∂x1

∂2Φ
∂x1∂y1

· · · ∂2Φ
∂x1∂yd

1
...

...
... 1

∂Φ
∂xd

∂2Φ
∂xd∂y1

· · · ∂2Φ
∂xd∂yd

1

1 1 · · · 1 0































Λ
Λ1
...

Λd

ν















=















φ
∂φ

∂x1

...
∂φ

∂xd

1















, (17)

where Φ is the N ×N matrix of [φ(xi, xj)](i,j) and φk is the vector of [φ(x∗, xi)](i).

3.1.2 Gradient-assisted Radial Basis Function (GA-RBF)

The use of derivatives as auxiliary informations in radial basis function networks has
been proposed by Giannakoglou et al.[9]. The structure of the network does not change:

f̂(x∗) =
Nc
∑

i=1

wiφi(x∗, ci). (18)
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Giannakoglou proposes to express weights wi as combination of d + 1 new coefficients bi

and ai
k, k ∈ [1, · · · , d]:

wi = bi +
d

∑

k=1

ai
k(1 + (x∗k − cik)) (19)

The coefficients are determined by solving the following [N(d+ 1)]2 linear system:










Φ ∂Φ
∂y1

· · · ∂Φ
∂yd

∂Φ
∂x1

∂2Φ
∂x1∂y1

· · · ∂2Φ
∂x1∂yd

...
...

...
∂Φ
∂xd

∂2Φ
∂xd∂y1

· · · ∂2Φ
∂xd∂yd





















b

a1
...
ad











=











φ
∂φ

∂x1

...
∂φ

∂xd











, (20)

3.1.3 Gradient-assisted Support Vector Regression (GA-SVR)

In 2005, Lazaro et al.[19] proposed to add constraints in the primal problem of SVR to
force approximation of derivatives. In 2006, Jayadeva et al.[13] modified the SVR method
to take in count derivatives by resolving two linear systems. Here we apply Lazaro’s
approach (ie derivatives conditions are added to the initial system):

min
w,b,ξ,ξ∗,τ,τ∗

1

2
‖w‖

2
+ C0

N
∑

i=1

(ξ(i) + ξ(i)∗) +

d
∑

k=1

Ck

N
∑

i=1

(τ
(i)
k + τ

(i)∗
k ) (21)

with :
〈

w,Φ(x(i))
〉

+ b − y(i) ≤ ǫ0 + ξ(i) ∀i ∈ {1 . . . N}

y(i) −
〈

w,Φ(x(i))
〉

− b ≤ ǫ0 + ξ(i)∗ ∀i ∈ {1 . . . N}
〈

w,
δΦ(x(i))

δxk

〉

−
δy(i)

δxk

≤ ǫk + τ
(i)
k ∀i ∈ {1 . . . N} , ∀k ∈ {1 . . . d}

δy(i)

δxk

−

〈

w,
δΦ(x(i))

δxk

〉

≤ ǫk + τ
(i)∗
k ∀i ∈ {1 . . . N} , ∀k ∈ {1 . . . d}

ξ(i), ξ(i)∗, τ
(i)
k , τ

(i)∗
k ≥ 0 ∀i ∈ {1 . . . N} , ∀k ∈ {1 . . . d}

The dual problem becomes:

min
α,α∗,λ,λ∗

1

2























α

α∗

Λ1

Λ∗

1
...

Λd

Λ∗

d























T
















S (K) S
(

δK
δy1

)

. . . S
(

δK
δyd

)

S
(

δK
δx1

)

S
(

δ2K
δx1y1

)

. . . S
(

δ2K
δx1yd

)

...
...

...

S
(

δK
δxd

)

S
(

δ2K
δxdy1

)

. . . S
(

δ2K
δxdyd

)







































α

α∗

Λ1

Λ∗

1
...

Λd

Λ∗

d























+

























ǫ0 + Y

ǫ0 − Y

ǫ1 + δY
δx1

ǫ1 −
δY
δx1

...
ǫd + δY

δxd

ǫd − δY
δxd

























T






















α

α∗

Λ1

Λ∗

1
...

Λd

Λ∗

d























(22)

with :

[

1
−1

]T [

α

α∗

]

= 0, S(M) =

[

M −M

−M M

]

α(i), α(i)∗ ∈ [0, C0] ∀i {1 . . . N}

λ
(i)
k , λ

(i)∗
k ∈ [0, Ck] ∀i {1 . . . N} , ∀k ∈ {1 . . . d}
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The new surrogate model is then:

f(x∗) = 〈w,Φ(x∗)〉+ b =
N

∑

i=1

(α(i)∗ − α(i))k(x(i), x∗) +
d

∑

k=1

N
∑

i=1

(λ
(i)∗
k − λ

(i)
k )

δk

δxk

(x(i), x∗) + b,

(23)

3.2 Optimization of internal parameters for gradient assisted methods

To optimize internal parameters for gradient-assisted methods, the notion of leave-one-
out error is extended by the following formula:

egaloo =
1

N(1 + d)

N
∑

i=1

[

(f̂i(x
i) − yi)2 +

d
∑

k=1

(
∂f̂k

i

∂xk

(xi) − yi
k)

2)

]

, (24)

This error can still be computed by Rippa method for GA-RBF and Co-Kriging method.

3.3 Experiments using a mathematical function

The goal of these experiments is to discuss the benefit of using gradients in the con-
struction of the meta models. The Rastrigin function, defined for a space dimension d ≥ 1,
is considered:

f(x) =
d

∑

k=1

[

x2
k − 10 (cos 2πxk − 1)

]

(25)

A 2D input space is chosen ([0, 5] × [0, 5]). For all examples in this article, the design
space is scaled in [0, 1]d. For different sizes of learning sample, each model is built and
compared (using L2 error) with the exact function on another, finer, sample of points
(figure 1). The stopping criterion is fixed to 1% of the function mean value.

 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5  5

 0
 0.5

 1
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 4
 4.5
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 20
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 70
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 90

Fonction de rastrigin 2D
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 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 0.08

 0.09
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 10  20  30  40  50  60  70

Rastrigin 2D
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Ordinary Kriging

Svr
Rbf

Ordinary CoKriging
GA Svr
GA Rbf

Figure 1: Accuracy of surrogate model for Rastrigin function in 2D
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For the global approximation of a function, the use of derivatives seems to give promis-
ing results. If the cost of computing the derivative using an adjoint like method is equiva-
lent to the cost of computing a function value, the use of one such model allows to reduce
the computational cost required to approximate the function at the same accuracy. In
the next part, surrogate models are used for global optimization.

4 SURROGATE-MODEL-BASED DESIGN OPTIMIZATION

The best method to combine surrogate models and global optimization algorithms is
an active research topic since the article of Sacks[29]. Additionally, Simpson et al.[31]
have given an overview of this research area.

Two different approaches must be distinguished. The first consists in building local
models for optimization near each point of interest. In the second approach, a global
model of the function to minimize is built, and optimization methods are applied to
this model[27][8][26]. According to Praveen et Duvigneau[26], this last approach is more
efficient. At each step of optimization, the model is enriched to improve its accuracy, as
described in figure 2.

Database

Metamodel

Merit function

Approximated
function

Minimization of 
merit function

enrichment

Criterion
satisfied ?

Yes

End

Start

No

Figure 2: Global optimization assisted by surrogate model

4.1 Sampling enrichment

Several criteria have been proposed to identify most promising points[14][15]. The last
article of Jones[15] seems to be the reference for the domain. He proposes two kinds of
enrichment:

9
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1. Two-stage approach: the criterion is computed from the model after its construction.

2. One-stage approach: the criterion is computed from mathematical properties of the
model independently of its construction.

In CFD, the meta model computation cost is insignificant compared to flow simula-
tions. This favours the choice of the two-stage approach. A simple and intuitive criterion
is to enrich the sample by the minimum of the meta model. A simple example allows to
understand that this choice can conduct to retain only one local optimum and this can
cause the convergence to a minimum that is not global. To circumvent this difficulty,
Jones[14] proposes to build a merit function from a statistic estimation of error in or-
der to localise the most promising points. Several merit functions have been proposed
[15][33][26]. The best choice seems to be a good compromise between exploitation capac-
ity (its faculty to use identified interesting points) and exploration capacity (its faculty
to sweep the entire design space). This is how Weighed Expected of Improvement[33] is
defined by:

WEIF (x) =

{

w(ymin − f̂(x))Ψ(ymin−f̂(x)
s(x)

) + (1 − w)s(x)ψ(ymin−ŷ(x)
s(x)

) si s(x) > 0

0 si s(x) = 0
(26)

where :

• ymin = min(yi, i ∈ [1, N ]);

• Ψ is the cumulative distribution function of standard normal distribution;

• ψ is the probability density function of standard normal distribution;

• s(x) is the standard deviation of the model statistical error which can be computed
easily for the Kriging or Radial Basis Function model;

• w ∈ [0, 1] is a weight factor between exploitation (w = 0) and exploration (w = 1).

4.2 Experiments using a mathematical function

The Rosenbrock function is a well known mathematical function used in test cases and
defined for d ≥ 2 by:

f(x) =
d−1
∑

k=1

[

(1 − xk)
2 + 100(xk+1 − x2

k)
2
]

(27)

The initial sample, composed of 5 points, is computed by Hammersley method. Then,
progressive enrichment, with Weighted Expected of Improvement criterion is performed.
The optimization process is stopped when the minima is reached with ǫ accuracy. The
number of iterations required is presented in the table below.
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Minimum

Figure 3: Rosenbrock function in 2D

ǫ Kriging RBF Co-Kriging GA-RBF
0.1 14 10 4 5

0.0001 18 20 6 15

Table 1: Results of surrogate assisted optimization on Rosenbrock 2D

5 APPLICATIONS TO SHAPE OPTIMIZATION PROBLEM

5.1 Nominal Geometry

The considered test case is related to drag minimization of an airfoil, starting from
the classical NACA0012 geometry. A two-domain mesh, including 32148 points, is used
(presented in figure 4). The flow characteristics are: M = 0.73 , α = 3◦ and Re = 6.106.

Figure 4: NACA0012 mesh

5.2 Flow Computation

The Reynolds averaged Navier-Stokes (RaNS) equations are considered. The turbulent
viscosity is defined by the Wilcox’s k-ω model[39]. The seven-equation non-linear system
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is solved numerically by the ONERA finite-volume cell-centered code for structured mesh,
elsA[6]. Second order Roe-flux (using the MUSCL approach with the Van Albada limiting
function) is used for mean flow convective terms, centered fluxes with interface-centered
evaluation of gradients are used for both diffusive terms. A centered formula is used for
the source term of turbulent variables equations.

5.3 Design Space

As it can be viewed above, only two shape parameters, located on the lower surface,
are used for this test case. These two parameters are two pilot points of a Free-Form
Deformation (FFD) of the volume mesh[5]. The nominal configuration corresponds to
parameter values of 0.5. These parameters are both allowed to vary within the interval
[0.25, 0.75].

A sampling of 11×11 design points is considered. All corresponding flows are computed
with the same set of numerical parameters. The drag coefficient CD and the lift coefficient
CL are determined in all the design space. The reconstruction of these functions is depicted
in figures 5 and 6.
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Figure 5: Drag coefficient in the design space

At each point, the derivatives of the aerodynamic functions are computed both by
finite differences and adjoint equation. These methods provide somewhat different results
due to the constant-turbulent viscosity assumption made in the adjoint approach. Their
comparison is given in figure 7.

The next results are given by considering only the drag coefficient which is the most
critical of these functions. A subset of the initial sample is selected by Hammersley
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Figure 6: Lift coefficient in the design space

method, and a surrogate model is built from these points. The accuracy of the different
models is compared in the table below. The sample size required to reduce the L2 error to 5
percent of the function mean value is given for each surrogate model. For gradient-assisted
models, the derivatives are given here by finite centered differences (DF) or approximated
by the adjoint vector method (ADJ).

Kriging RBF Co-Krigingdf GA-RBFdf Co-Krigingadj GA-RBFadj

21 21 8 8 10 12

Table 2: Results of surrogate assisted optimization on Rosenbrock 2D

With the exact derivatives, gradient-assisted methods outperforms the classical surro-
gate models. But, in practice, the cost of computation of a derivative by finite differences
is similar to the cost of the computation of 2d function values. The interest of the use
of gradients is effective if the derivatives are computed by the adjoint vector method. In
this case, the cost of computation of a gradient and of a function value is similar. The
benefit of including derivatives is likely to be more substantial with increasing dimension.
Several additional applications must be made in the next months to confirm these results.

6 CONCLUSIONS AND FUTURE WORK

The applications of the previous sections seem to show a benefit to include derivatives
in the computation of meta models. First of all, this benefit must be confirmed on different
aerodynamic test cases with more irregular aerodynamic functions. Then, performances
must be checked on higher dimensional spaces, because the higher the dimension, the
greater the expected benefit of the adjoint vector method.
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Figure 7: Comparison of finite differences and adjoint derivatives for drag coefficient (left) and lift
coefficient (right) on design space

The survey of literature concerning the use of Support Vector Regression in the context
of surrogate assisted global optimization has shown a very limited use. In particular,
there is today no enrichment criteria developed from statistical assumptions for SVR.
This subject can be one part of the future work.

Finally, the improvement of tolerance to gradient noise is one important issue following
our work. Indeed, the derivatives computed by the adjoint vector method with the elsA
solver have a bias of between 5 percents and 20 percents due to the hypothesis required
for derivating the adjoint equation for (RaNS) flows. On-going work is currently devoted
to evaluate the impact of this bias in the accuracy of the model.
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